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Abstract

Language learners increasingly rely on intelligent digital tools to supplement their learning
experiences, yet existing chatbots often provide limited support, lacking adaptability, per-
sonalization, or domain-specific intelligence. This study introduces a novel Al-powered
multi-agent chatbot architecture designed to support English-Arabic translation and lan-
guage learning. Developed through a three-phase methodology, offline preparation, real-
time deployment, and evaluation, the system employs both retrieval-based and generative
Al models, with specialized agents managing tasks such as translation, example retrieval,
user translation review, and learning feedback. The chatbot was developed using a hybrid
architecture incorporating fine-tuned Generative Pre-trained Transformer (GPT) model,
sentence embedding techniques, and similarity evaluation metrics. A user study involving
40 undergraduate students and 4 faculty members evaluated the system across usability,
effectiveness, and pedagogical value. Results show that the multi-agent chatbot signif-
icantly enhanced learner engagement, provided accurate and contextually appropriate
language support, and was positively received by both students and instructors. These
findings demonstrate the value of multi-agent design in language learning applications
and highlight the potential of Al-driven chatbots as intelligent educational assistants.

Keywords: multi-agent; chatbot; artificial intelligent; educational assistants; generative Al;
retrieval-based Al; translation learning; language learning

1. Introduction

The process of learning translation between English and Arabic involves a range
of linguistic, cultural, and contextual challenges. These include recognizing accurate
word choices, understanding idiomatic expressions, maintaining grammatical structure,
and conveying meaning appropriately across two structurally different languages. For
students in translation programs, especially at the undergraduate level, acquiring these
skills requires continuous practice, guided feedback, and access to authentic examples.
However, translation exercises in traditional classroom settings are often constrained
by time and instructor availability, limiting opportunities for immediate correction and
personalized learning support.

As part of a broader effort to enhance translation education through digital technolo-
gies, this study introduces a Translation Learning Chatbot designed to support English—
Arabic translation practice and feedback. The system is tailored to address specific ped-
agogical needs identified in collaboration with faculty members at Princess Nourah bint
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Abdulrahman University (PNU) [1], including improving translation accuracy, promoting
contextual understanding, raising awareness of common mistakes, and enabling compe-
tence self-evaluation.

To meet these objectives, the chatbot was developed using a modular Artificial Intelli-
gence (Al) driven architecture based on a multi-agent design. Each agent is responsible
for a specific instructional function, such as generating translations, retrieving examples,
reviewing user input, or testing translation competence, enabling the system to provide
focused, context-aware support across different learning tasks. The chatbot combines
retrieval-based and generative Al approaches, offering both example-based reinforcement
and dynamic feedback.

This paper presents the system’s full development lifecycle, following a three-phase
methodology: an offline preparation phase that includes domain analysis, data preparation,
and model development; a deployment phase in which the chatbot is integrated into a
user-accessible platform; and an evaluation phase based on structured user studies with
students and faculty. The results of this evaluation provide insights into the chatbot’s
usability, educational value, and potential to support self-directed translation learning.

2. Background

The development of the Translation Learning Chatbot was informed by several key
advances in natural language processing, machine translation, and conversational Al This
section provides a concise overview of these foundational technologies, highlighting their
relevance to translation learning. It outlines the historical evolution of chatbot systems, the
role of machine translation in language education, and modern techniques for evaluating
chatbot performance. Together, these areas form the technical and pedagogical foundation
for the design choices and methodology presented in this study.

2.1. Evolution of Chatbots and Conversational Agents

The development of chatbots has progressed significantly, from early rule-based
systems to modern Al-driven conversational agents. ELIZA, developed in 1966 by Joseph
Weizenbaum, simulated a therapist using simple pattern-matching techniques [2]. PARRY,
introduced in 1972, extended these ideas with a more sophisticated control structure and
simulated emotional responses [3]. Later, ALICE, introduced in 1995 [4], built using AIML,
and Mitsuku [5] enhanced conversational capability and personalization through larger
response libraries.

Recent systems have adopted hybrid strategies that combine retrieval-based and gen-
erative methods. For example, AliMe Chat integrates both approaches using a sequence-
to-sequence reranking model to refine outputs [6]. MILABOT, developed by the Montreal
Institute for Learning Algorithms, applies deep reinforcement learning to select appro-
priate responses based on user interactions [7]. CAiRE, introduced in 2019, incorporated
empathetic response generation using transformer-based models [8].

In educational contexts, chatbots have been adopted to support teaching and learning
through interactive dialogue, immediate feedback, and accessible assistance. In higher
education, they have been applied to tasks such as course navigation, student advising,
and self-paced practice across various disciplines [9]. For language learning in particular,
chatbots can provide low-pressure environments for practice, helping students engage with
language tasks in a more flexible and autonomous way.

Early neural models like Bidirectional Recurrent Neural Networks (BRNNSs), when
combined with attention mechanisms, improved coherence by better capturing context
in longer sequences [10]. These developments laid the foundation for transformer-based
models used in modern generative Al systems.
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The evolution of GPT demonstrates rapid progress in generative Al, from GPT-1
(2018) to GPT-3 (2020), with each version improving in fluency, contextual reasoning, and
generation. ChatGPT, introduced in 2022, advanced these capabilities for more interactive
and context-aware dialogue [11].

2.2. Machine Translation

Machine Translation (MT) refers to computer-based systems that translate text or
speech from one natural language to another. The process involves generating a target
sentence that accurately conveys the meaning of the source sentence [12-14]. The MT
process is inherently complex, as it must account for the semantic, syntactic, morphological,
and grammatical features of both the source and target languages. This complexity is
further heightened when the languages involved have significant structural and linguistic
differences such as English and Arabic [12].

2.2.1. Categories of Machine Translation
MT has three main categories:

e Rule-based MT: The traditional approach, which uses a set of linguistic rules and
bilingual dictionaries to translate text between languages.

e  Statistical MT: A data-driven approach that relies on probabilistic models and large-
scale parallel corpora rather than grammatical rules.

e  Neural MT (NMT): applies artificial neural networks to model translation as a sequence
prediction task [13,15].

Comparing with other models, the NMT model requires less linguistic knowledge yet
delivers competitive result. Numerous studies have shown that NMT can perform much
better than the traditional Statistical MT model [10].

2.2.2. Modern Translation Tools

The most popular online tool for translation today is Google Translate [14]. It has
evolved from a rule-based system to a statistical-based, and in 2016, Google introduced
a new Neural Network system, enabling a higher quality of translation. The neural
translation is widely seen to be an impressive improvement in the quality of MT [14,16].
Bing Translator is also MT owned by Microsoft [17]. It initially used a statistical approach
but switched to a neural system more recently.

Furthermore, many other companies have tried to create translators, and one of the
companies that succeeded in this is the German company DeepL GmbH [17]. However,
DeepL uses convolutional neural networks based on the Linguee database, and it only
supports nine languages (all Indo-European) [17].

These tools exemplify the shift toward neural architectures in commercial MT applica-
tions. Today, most leading translation systems are powered by deep learning techniques,
particularly neural networks, regardless of the specific languages they support.

2.2.3. Machine Translation in Language Education

The use of machine translation in education has a long history, but recent advances
in technology, device availability, and access to large language databases have made it
significantly more accessible and effective. One of the important roles of MT in education
is to use it as an effective supplementary learning tool while writing in a second language.
MT helped students write faster and produce more fluent and natural writing with fewer
errors [18]. Moreover, the new language students benefited the most from MT; it enabled
them to express themselves better and communicate more in writing in a second language.
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Several studies have also found that MT can help students get individual feedback about
their writing [16,18].

2.3. Chatbot Evaluation Approaches

Chatbot evaluation approaches can be broadly classified into human-based, automatic,
and semi-automatic (hybrid) categories, each offering distinct advantages depending on
the evaluation goal, scale, and application context [19].

Human-based evaluation remains the gold standard for assessing subjective and
nuanced aspects of chatbot interactions, such as empathy, coherence, and user satisfac-
tion. These evaluations are typically performed through surveys or direct annotation by
users or experts. A notable example is the Chatbot-Human Interaction Satisfaction Model
(CHISM), which was developed to analyze chatbot use in higher education. CHISM incor-
porates three dimensions: Language Experience (LEX), Design Experience (DEX) and User
Experience (UEX) to assess learner perceptions and satisfaction with chatbots [20].

Similarly, the Chatbot Usability Scale (BUS-11) was developed to assess chatbot user
experience and is designed to measure users’ perceptions of efficiency, accessibility, and
engagement during interactions [21]. Modern evaluation approaches also include the
measurement of affective components such as emotional appropriateness, social cues, and
user trust, which are increasingly recognized as central to user satisfaction [22].

Automatic evaluation methods are broadly categorized into reference-based and
reference-free approaches, depending on whether they rely on human-written reference
texts [23]. outputs by comparing them to one or more gold-standard references. Surface-
level metrics, such as BLEU [24] and ROUGE [25], evaluate similarity based on overlapping
n-grams (i.e., sequences of words) between the generated and reference texts. These metrics
are valued for their simplicity and speed but often fail to capture semantic meaning or
paraphrased content [23]. Embedding-based metrics, such as BERTScore, use contextual
token embeddings like the one from Bidirectional Encoder Representations from Trans-
formers (BERT) to evaluate semantic similarity, enabling the detection of paraphrased
meanings [23,26]. More advanced trained or model-based metrics utilize fine-tuned pre-
trained models calibrated on human quality judgments; a notable example is BLEURT,
which builds on BERT to predict human-like evaluation scores [27].

In contrast, reference-free metrics evaluate generated text without the need for refer-
ence outputs, relying solely on the generated content itself or its relationship to the input.
One key category is language model-based metrics, such as perplexity and cross-entropy,
which assess fluency by measuring how likely the text is under a language model [23].
Finally, dialogue-specific metrics are designed to evaluate the quality of chatbot responses.
For example, the Unsupervised and Reference-free Score (USR) metric combines several
automated scores, such as fluency, coherence, and semantic similarity, without relying on
reference answers [28]. Another example is Model-based Automatic Unsupervised Vali-
dation Evaluation (MAUVE), which measures how different the distribution of generated
chatbot responses is from that of real human responses, helping to detect unnatural or
inconsistent outputs [29].

Bridging these two extremes, semi-automatic evaluation combines automated dialogue
generation with human interpretation. A notable example is Human Unified with Statistical
Evaluation (HUSE), which integrates human ratings and model-based statistics to train a
classifier capable of distinguishing human from machine generated responses [30].

These foundational technologies directly inform the multi-agent architecture, hybrid
Al components, and task-aligned design of the Translation Learning Chatbot described in
the following section.
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3. Methodology

This study presents the development and evaluation of the Translation Learning
Chatbot, a pedagogically guided tool for English-to-Arabic translation learning. The
system is built using vertical multi-agent architecture and a hybrid AI modeling approach,
combining generative and retrieval-based techniques to enable modular, context-aware
interactions tailored to learners’ needs. Within this architecture, a central lead agent
orchestrates several specialized agents—each dedicated to a specific pedagogical function
such as translation generation, example retrieval, feedback provision, or competence
testing—allowing the system to deliver both curated and dynamically generated responses.

To meet the diverse needs of translation learners, the chatbot adopts a hybrid model
strategy that combines both retrieval-based and generative approaches. The retrieval-
based component is built on a large collection of English—Arabic sentence pairs drawn
from the Saudi Learner Translation Corpus (SauLTC) [31]. It is designed to fetch and
return semantically relevant sentence pairs based on the specific task, whether presenting
a translation example to the user or selecting a sentence for the user to translate. The
generative component, powered by a large language model (LLM), operates using carefully
designed prompts. It not only generates accurate Arabic translations from English input
but also provides structured feedback on user-submitted translations.

To manage this workflow efficiently, the methodology is organized into three main
phases, as illustrated in Figure 1:

e  Offline Phase: This phase involves domain understanding, data collection and prepa-
ration, the development of models, and the design of agents. It establishes the founda-
tional components required for real-time interaction.

e  Deployment Phase: This phase covers deploying the chatbot and making it accessi-
ble through a user interface, where the lead agent coordinates user inputs and the
responses of multiple specialized agents in real time.

e  Evaluation Phase: This phase focuses on assessing the chatbot’s effectiveness through
user interaction and feedback. It involves structured tasks and surveys to evaluate
translation accuracy, feedback quality, task usability, and overall user satisfaction using
both quantitative and qualitative measures.

Offline Phase — Data, Model, and System Preparation

Domain Understanding

Data Collection and Preparation

Models Development

Agents Design and Development

Deployment Phase — Real-Time Interaction

Chatbot

ul / Lead &
Agent

4

Evaluation Phase — Performance Assessment

Translation Accuracy Feedback Relevance
Task Usability Engagement Level

Figure 1. The Three-Phase Methodology of the Translation Learning Chatbot.
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3.1. Offline Phase: Data, Model, and System Preparation

This section describes the offline phase of the proposed system, focusing on the
preparation of essential components required before deployment and real-time interaction.
It covers four key areas: domain understanding, data collection and preparation, models
development, and agents design and development.

3.1.1. Domain Understanding

To inform the chatbot’s design, we relied on findings from earlier study [32], which
included a series of interviews with faculty members from the Translation Department
at Princess Nourah University. These interviews identified four key pedagogical chal-
lenges in English—Arabic translation learning: ensuring translation accuracy, promoting
contextual understanding, increasing awareness of common translation issues, and en-
abling competence evaluation. These insights directly informed the functional design of
the chatbot.

3.1.2. Data Collection and Preparation

The dataset used for training and evaluation in this study was derived from the
SauLTC and prepared within the framework of the study published in [32]. The corpus
contains translations produced by university students and revised by faculty members.
For this research, a subset of health-related English—Arabic texts were selected. The data
preparation process included an initial assessment to correct mismatches and mislabelled
entries, removal of duplicates and incomplete translations, filtering to retain only the final
revised versions, and text preprocessing to normalize formatting inconsistencies. Non-
essential metadata was discarded, and the cleaned texts were paired at the document
level to link each English source with its corresponding Arabic translation. These paired
documents provided the foundation for generating parallel sentence pairs, which were
subsequently used for model development and evaluation in this study.

3.1.3. Models Development

The Translation Learning Chatbot employs a hybrid Al architecture that integrates
both generative and retrieval-based models to support English—Arabic translation tasks.
This dual approach allows the system to generate context-aware translations while also
providing learners with authentic example-based support. By combining these two strate-
gies, the chatbot addresses a range of pedagogical needs, from language production to
contextual understanding.

Generative models based on transformer architectures, such as GPT-3, were selected
for their ability to generate coherent and context-aware responses. Unlike earlier Seq2Seq
models built on RNNs (e.g., LSTM, GRU), transformer-based models are better at capturing
long-range dependencies and semantic structure. In this work, the GPT-3.5-turbo-0125
model was fine-tuned using OpenAl’s API to adapt it to the English—Arabic translation
domain. At the time of development, this model offered a strong balance between perfor-
mance, accessibility, and cost-effectiveness, making it a reasonable and widely adopted
choice for experimentation.

The dataset, previously developed and published in [32], comprises 12,000 English—
Arabic sentence pairs curated from the SauLTC. These pairs were pre-processed and
formatted in JSONL for use in fine-tuning the generative model. Data was split into
training (80%), validation (10%), and test (10%) sets. Fine-tuning was conducted with
3 epochs, a batch size of 32, and a learning rate multiplier of 0.05. The final model achieved
stable performance (training loss: 0.300; validation loss: 0.347). The overall workflow of the
generative model is illustrated in Figure 2.
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Figure 2. Generative Model Workflow.

To evaluate semantic quality, sentence embeddings were generated using the
paraphrase-multilingual-mpnet-base-v2 model, and cosine similarity was computed be-
tween each English source sentence and its Arabic translations (original SauLTC reference,
base GPT output, and fine-tuned GPT output). The fine-tuned model achieved a higher
similarity score (0.889) than both the GPT base model (0.879) and the original SauLTC
references (0.872), highlighting the benefits of domain-specific fine-tuning.

The retrieval model supports example-based learning by returning aligned Eng-lish—
Arabic sentence pairs that include user-specified keywords. A keyword-based retrieval
method was used, leveraging regular expression matching for full-word identification in
the source corpus. Matching English sentences are paired with their corresponding Arabic
translations from a curated bilingual dataset. The workflow of this retrieval model is shown
in Figure 3.

Sentence Retrieval Model
Pair Dataset

Keywcfrd Retrieve up to 3
Matching RS
Keyword N Engine Matched English—
Input ] Arabic Sentences

Figure 3. Workflow of the Keyword-based Retrieval Model.

This approach was selected for its interpretability, transparency, and alignment with
educational goals. While embedding-based semantic search offers flexibility, the keyword
approach allows precise control over lexical focus, making it more suitable for teaching
language form and function.

3.1.4. Agents Design and Development

The Translation Learning Chatbot is structured around a multi-agent architecture that
enables modular functionality and pedagogical flexibility. Rather than relying on a single
Al model to manage all tasks, the system distributes responsibilities across specialized
agents, each aligned with a distinct instructional goal. A lead agent coordinates these
components, interpreting user input and routing tasks to the appropriate sub-agent. This
design promotes clear task separation, system scalability, and the ability to support both
guided learning and independent practice.
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e Translation Agent: Employs a fine-tuned generative language model to produce
accurate Modern Standard Arabic (MSA) translations from English input. Prompt-
based guidance ensures linguistic correctness and con-textual appropriateness.

e  Retrieval Agent: Supports example-based learning by returning English—Arabic sen-
tence pairs containing user-specified keywords, using regular expressions for precise
full-word matching.

e Review Agent: Evaluates user-submitted translations by identifying se-mantic or
structural errors and providing targeted feedback, indicating whether the translation
is acceptable and why.

e  Feedback Agent: Facilitates self-assessment through randomly generated translation
tasks, scored using sentence embeddings and cosine similarity to measure alignment
with reference outputs.

Table 1 summarizes how each agent contributes to the chatbot’s core functionality,
highlighting the Al techniques used and the corresponding educational purpose of each
component.

Table 1. Functional Mapping of Chatbot Agents to System Roles and Educational Objectives.

Functionality Agent Methodology Purpose
Interactive and Task Routing Lead Agent Rule-based Manage task delegation and
system control
Provide context-aware,
English—Arabic Translation Translation Agent Generative LLM linguistically accurate

translations

Example Retrieval

Show how a word or phrase is
Retrieval Agent Keyword-based search used in context through real
examples

Provide objective feedback on

Translation Accuracy Review Review Agent Generative LLM )
learner translation attempts
Generative LLM + Cosine Enable self-assessment of
similarity on embeddings translation accuracy

Translation Competence Testing ~ Feedback Agent

The system uses a vertical multi-agent architecture, where a lead agent coordinates
several specialized sub-agents. This design was chosen not only for its modularity, which
makes the chatbot easier to maintain, but also for its ability to deliver higher-quality output
through specialization. Each sub-agent focuses on a specific task, such as translation,
example retrieval, feedback, or evaluation. The lead agent manages context, ensuring that
each sub-agent receives only the relevant information, which improves coherence and
reduces irrelevant responses.

This design also supports more natural, tutor-like behaviour, mirroring how teachers
work: first understanding a student’s request, then selecting the most suitable teaching
strategy before delivering targeted support. The modular structure makes the system
scalable, enabling the addition of new agents, for example, grammar correction or back
translation, without altering the entire framework. Furthermore, the independence of each
agent increases robustness; since no agent depends on the output of another, a failure in
one agent does not disrupt the operation of the others.

Together, these components form an integrated system that supports various aspects
of translation learning, from guidance to evaluation.
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3.2. Deployment Phase—Real Time Interaction

To enable real-time interaction and ensure usability, the Translation Learning Chatbot
was deployed through a lightweight, browser-accessible interface built with Streamlit.
This deployment integrates the components developed during the offline phase into an
interactive system that supports a range of translation-related tasks. The interface was
designed for accessibility, minimal setup, and smooth navigation, making it suitable for
classroom, lab, or remote use.

At the core of the system is the lead agent, which interprets user input and delegates
tasks to four specialized agents. This interaction model enables users to perform activities
such as sentence translation, example retrieval, translation review, and competence testing.
Each task is handled independently by a dedicated agent, ensuring modularity, real-time
response, and system scalability.

Figure 4 illustrates the system’s interactive flow, where user inputs are processed by a
central lead agent and delegated to specialized agents for translation, retrieval, review, or
evaluation. The modular structure ensures task-specific handling, real-time responses, and
extensibility of system functionalities.

User
A

|
Response || Request

6D -

Translation Agent b User Interface
Agents Leader

////_ @ |.|
Fine-tuned H
LLM atase
Review Agent Feedback Agent

Figure 4. System Architecture of the Translation Learning Chatbot (Multi-Agent Workflow).

The interface emphasizes clarity and ease of use, with labelled task buttons, icons,
and structured message formatting to reduce cognitive load and guide learners through
task selection, as shown in Figure 5. A conversational flow allows users to submit queries,
receive immediate responses, and access contextual feedback. The system’s modular design
also supports future expansion, allowing new agents or features to be added without
modifying the core architecture.
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Translation Learning Chatbot

& Bot: & Evening, Moneerh! How can | assist you today?
& Bot: Choose from the options below:

El Translate into Arabic

k3 Give me examples

EJ Check my translation

EJ Test my translation competence

) Say goodbye

Figure 5. Sample of the Chatbot Interface.

Importantly, the modular structure of the deployed system allows for future extensions.
Additional functionalities or new agent types can be introduced without altering the core
architecture. This flexibility ensures that the chatbot remains adaptable to evolving learning
needs and technological advancements.

3.3. Evaluation Phase: Performance Assessment

The final phase involved evaluating the Translation Learning Chatbot through struc-
tured user studies. This evaluation aimed to determine the tool’s effectiveness in supporting
English-to-Arabic translation learning and reducing instructor workload. The evaluation
adopted a mixed-methods approach and was guided by the CHISM. It involved both trans-
lation students and faculty members from PNU, who engaged in task-based interactions
with the chatbot and completed a post-use survey.

Our intention in including faculty members was not to generate statistically significant
results, but rather to obtain qualitative insights and expert perspectives to complement the
student data. Accordingly, faculty scores are presented descriptively and interpreted as
supplementary insight rather than as statistically comparable outcomes.

3.3.1. Evaluation Objectives

The primary objective of the evaluation was to determine whether the Translation
Learning Chatbot provided meaningful and pedagogically valuable support for translation
learners. The evaluation focused on collecting structured feedback from users—students
and faculty members—based on their direct interaction with the chatbot and their reflec-
tions captured through a post-use survey.

The specific aims of the evaluation were to:

e  Assess perceived translation quality, as judged by users based on how accurate, fluent,
and contextually appropriate the chatbot’s Arabic translations were in response to
English input.

e  Evaluate the usefulness of feedback, including whether participants found the system'’s
responses to their translations clear, relevant, and constructive.

e  Measure usability and interface satisfaction, focusing on ease of navigation, response
speed, and clarity of chatbot interactions across all four major tasks.

e  Explore learning outcomes, particularly whether users felt more confident in their
translation abilities after using the tool.

e Engagement and user satisfaction, including enjoyment during use, willingness to use
the chatbot again, and likelihood of recommending it to peers or students.

e  Gather user suggestions, to inform future improvements and extensions to the system’s
features and design.
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The evaluation was structured as a user study involving two participant groups:
undergraduate students and faculty members from PNU. All participants were invited to
interact with the deployed chatbot and complete a structured survey designed to capture
both usability and pedagogical feedback.

e  Students (n = 40):

The student participants were undergraduate learners PNU, primarily in academic
levels 6 to 8, and majoring in Translation or Applied Linguistics. These students were
introduced to the experiment during scheduled class sessions, where the researcher was
physically present. The chatbot and survey links were shared with the students in class,
and they completed the tasks on-site using their personal devices. This allowed for brief
clarification if needed and helped ensure participation and completion.

e  Faculty members (n = 4):

This group included lecturers and assistant professors with specializations in Trans-
lation, Linguistics, and Applied Linguistics. All faculty members were familiar with Al
tools and had prior experience or interest in using such technologies for translation-related
tasks. Participation was entirely remote, with faculty accessing the chatbot and survey
independently.

Participants were asked to interact with the chatbot by exploring its four core features:

1.  Translate into Arabic: Generating MSA translations from English input using a gener-
ative LLM.

2. Give me examples: Retrieving relevant English-Arabic sentence pairs from the
SauLTC corpus.

3. Check my translation: Submitting user-generated Arabic translations for feedback
and similarity scoring.

4. Test my translation competence: Translating random English sentences and receiving
structured performance scores.

This task-based interaction design ensured that each participant engaged with the
chatbot across all functional modules.

3.3.2. Survey Structure and Assessment Criteria

The post-interaction survey was composed of two main components. The first one is
the closed-ended items based on a 5-point Likert scale (1 = Strongly Disagree, 5 = Strongly
Agree), designed to generate quantitative data based on the CHISM, which provides a
widely recognized framework for evaluating conversational agents in educational contexts.
The model categorizes user experience into three core dimensions:

e  DEX: Measures the technical and visual aspects of the system, including ease of use,
interface clarity, and responsiveness.

e LEX: Assesses the linguistic relevance and clarity of chatbot responses, including
translation accuracy, feedback quality, and the helpfulness of contextual examples.

e  UEX: Evaluates the overall learning experience, focusing on user engagement, con-
fidence in translation tasks, enjoyment, and willingness to reuse or recommend
the chatbot.

The second component is the open-ended questions to collect qualitative feedback,
allowing participants to elaborate on their experience, highlight strengths, report any issues,
and suggest improvements.

This mixed-method design allowed for a comprehensive evaluation of the chatbot’s
usability, language support, and overall learning experience.

The full list of survey questions is presented below:
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e DEX:

O  The system was easy to navigate and use.
O  The chatbot responded quickly and without technical errors.
O  The interface was visually clear and user-friendly.

e LEX:
O  The chatbot’s language was clear and easy to understand.
O  The Arabic translations accurately reflected the English input.
O  The examples provided were relevant and helpful.
O  The feedback on user translations was useful.
O  The similarity score helped evaluate the quality of user translations.

e UEX:

O  Ifelt more confident in my translation skills after using the chatbot.
O Ienjoyed using the chatbot as a learning tool.

O I'would use this chatbot again for translation practice.

O I'would recommend this chatbot to others learning translation.

e  Open-ended questions:

O  What did you like most about using the chatbot?
O  What challenges or limitations did you encounter?
O  What suggestions do you have for improving the chatbot?

The faculty and student versions of the survey were identical in content, with only
minor wording adjustments to reflect their respective roles.

4. Experiment and Results

Building on the experimental design outlined in Section 3.3, the evaluation involved
both students and faculty members who interacted with the chatbot and provided feedback
through a mixed-method survey. The analysis focuses on key chatbot functionalities
and user experiences to determine the tool’s potential in supporting English-to-Arabic
translation learning.

While this section reports on user perceptions gathered through the CHISM survey,
translation quality was also evaluated earlier in the manuscript using an embedding-based
similarity approach, providing an objective complement to the survey findings.

4.1. Quantitative Findings

The quantitative results are based on survey responses from 44 participants:
40 undergraduate students and 4 faculty members. Participants were asked to rate their
agreement with a series of statements across three key dimensions—DEX, LEX, and
UEX—derived from the CHISM evaluation framework introduced in Section 3.3. Each
item was rated using a 5-point Likert scale ranging from strongly disagree (1) to strongly
agree (5). The survey also captured participants’ self-reported familiarity with Al tools or
chatbots used in translation tasks.

Among the student participants, 34 students (85%) indicated they were very famil-
iar with Al tools or chatbots, while 5 students (12.5%) selected somewhat familiar, and
1 student (2.5%) marked neutral. In the faculty group, 2 members reported being very
familiar, and the remaining 2 were somewhat familiar. No participants in either group
reported unfamiliarity, indicating a generally high level of digital literacy relevant to the
tool being evaluated.

The responses across all three dimensions reflected generally positive attitudes toward
the chatbot. In the DEX dimension, over 80% of participants either agreed or strongly
agreed that the chatbot was easy to navigate, visually clear, and technically responsive.
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This was further confirmed by an average score of 4.3 (SD = 0.49) from students and a
slightly higher 4.5 (SD = 0.47) from faculty. For the LEX dimension, more than 75% of
users reported that the chatbot’s language output was accurate and its examples helpful
for learning, with students giving it an average score of 4.1 (SD = 0.53) and faculty 4.2
(SD =0.50). For the UEX dimension, over 70% of participants agreed or strongly agreed
that the chatbot boosted their confidence and motivation in translation tasks, reflected in
mean scores of 4.0 (SD = 0.58) for students and 4.1 (SD = 0.46) for faculty.

The charts below provide a visual representation of aggregated survey responses
across each dimension, with comparisons between student and faculty responses where
applicable. These findings offer valuable insights into the chatbot’s perceived strengths
and areas for improvement.

As shown in Figure 6, faculty members rated the DEX slightly higher than students,
while scores for LEX and UEX were comparable. The numerical values for each group are
detailed in Table 2.
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Figure 6. Average Agreement Scores Across Chatbot Evaluation Dimensions.
Table 2. Average Likert-scale scores across evaluation dimensions.
Evaluation Dimension Students Faculty
DEX 4.3 4.5
LEX 4.1 4.2
UEX 4 4.1

While the quantitative ratings were largely positive, some response patterns indicated
areas for concern. A few participants selected “Neutral” or “Disagree” in response to
statements about the usefulness of the examples and feedback, particularly among faculty
members. These ratings suggest limitations in the chatbot’s ability to provide contextually
rich examples. Although these instances were few, they highlight the importance of
addressing edge cases and advanced linguistic input in future improvements.

4.2. Qualitative User Feedback

In addition to the Likert-scale responses, participants were invited to provide open-
ended feedback on their experience with the Translation Learning Chatbot. These responses
were analysed thematically, with answers grouped under broader themes to identify
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common trends, strengths, and areas for improvement, offering deeper insights into users’
perceptions beyond numerical ratings.

Overall, positive feedback was dominant, with many participants (particularly stu-
dents) noting that the chatbot was “easy to use,” “fast in responding,” and “helpful in
understanding translation accuracy.” Faculty members echoed these sentiments, describ-
ing the system as “easy and accurate,” and “pedagogically sound”. A recurring strength
highlighted by both groups was the similarity score feature, which participants found
valuable for gauging the closeness of their translations to the reference output. One student
commented, “I loved that there’s a similarity score, it helped a lot,” while a faculty member
emphasized its usefulness in assessing translation quality.

To systematically analyze these comments, a thematic coding approach was applied
to 44 open-ended responses. The most frequently mentioned theme was “Ease of Use”
(10 mentions), mainly raised by students who praised the chatbot’s smooth navigation and
intuitive design. “Translation Accuracy” (9 mentions) followed closely, with both students
and faculty commending the clarity and appropriateness of the Arabic translations, though
a few users noted occasional literal renderings. “Feedback Quality” (7 mentions) was
another major theme, with faculty highlighting its role in supporting and improving student
learning. The “Examples Feature” received 6 mentions and drew mixed feedback. While
some users found the examples relevant and clear, others, particularly faculty, reported
repetition or unclear context in idiomatic expressions.

Despite these strengths, some users reported specific challenges and limitations. These
included repetitive or ambiguous example outputs, difficulty recognizing multi-word
expressions or idioms, and rigid evaluation criteria that did not acknowledge acceptable
alternative translations. For instance, one faculty member noted that a correct translation
was mistakenly marked as incorrect because it did not match the expected wording.

Additional challenges were identified under the themes of “Design Improvement”
(5 mentions), “System Limitations” (3 mentions), and “Instructional Clarity” (2 mentions).
Suggestions for design improvement focused on enhancing the visual layout and overall
interface to boost user engagement. System-related issues included occasional response
delays, while instructional clarity concerns reflected the need for better guidance, particu-
larly for new users. Furthermore, “Domain-Specific Support” (1 mention) was suggested
by a faculty member, advocating for expansion into specialized translation contexts like
medical or legal domains. Figures 7 and 8 present the thematic frequencies for students
and faculty, respectively.
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Figure 7. Frequency of Themes Mentioned in Student Survey Responses.
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Figure 8. Frequency of Themes Mentioned in Faculty Survey Responses.

These qualitative insights complement the quantitative results by reinforcing the
chatbot’s core strengths while also identifying concrete areas for refinement.

5. Discussion

The user evaluation results presented in the previous sections highlight both the
strengths and areas for refinement in the Translation Learning Chatbot. This discus-
sion aims to interpret the quantitative trends and qualitative insights, offering a deeper
analysis of the tool’s pedagogical value, design effectiveness, and linguistic capabilities.
While the general feedback confirmed the chatbot’s strengths in usability and educational
support, several user comments also revealed specific limitations rooted in design or
linguistic complexity.

For instance, the keyword-based retrieval model sometimes returned results that
were contextually unexpected or semantically different from what the user intended. One
user searching for the term “winter” expected seasonal context but received sentences
where “Winter” appeared as a person’s name. This highlights the need for disambigua-
tion mechanisms or refinement of the keyword-matching logic to avoid proper noun
misinterpretations.

Additionally, another user noted the limited variability in example generation: “The
example provided was not clear, and when I wanted more examples, I got the same one.”.
This suggests that the example retrieval system could benefit from controlled randomization
to surface more varied and relevant contexts per search term.

Some participants also observed limitations in Arabic clarity due to the absence of
diacritical marks, which can alter meanings in subtle but important ways. For example,
phrases like “She is teaching” and “She is studying” are identical in undiacritized Arabic,
potentially confusing learners who depend on accurate distinctions.

On a more positive note, the chatbot demonstrated semantic flexibility in recogniz-
ing both British and American English variants. In the sentence: “Do you live in a flat?
Yes, it is a small apartment.”. The chatbot successfully handled “flat” (British English)
and “apartment” (American English) as equivalents, offering a consistent Arabic transla-
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tion: “Ease das L) o Y4as § o J».”. This reflects the system’s ability to process
regional variations in English and map them accurately to standard Arabic.

Interestingly, some examples revealed a disconnect between accurate human trans-
lation and the chatbot’s rigid evaluation criteria. In one case, a user translated the
sentence “The hare ran down the road for a while and then paused to rest” as:

e Al (237 f" aan 3y bl g J;\H 25 . The chatbot flagged this translation as

inaccurate and recommended replacing “iaA” with “3 Aa).” However, according to classical

a

Arabic dictionaries such as Lisan al-Arab and Jumhurat al-Lugha, the term “4a ,” denotes
a meaningful or extended period of time and is entirely appropriate in this context. While
both terms are valid translations of “for a while,” the system failed to recognize this syn-
onymy. This example highlights a limitation in the chatbot’s evaluation component, which
currently favors rigid lexical matches over nuanced semantic equivalence. Enhancing its
tolerance for stylistic variation and synonym usage could significantly improve its ability
to assess translation quality more accurately and fairly.

Overall, the evaluation confirms the chatbot’s role as a valuable educational tool
and highlights user-driven insights that will guide future iterations, ensuring the system
evolves with the pedagogical and linguistic needs of its users.

6. Conclusions

This research presented the design, development, and evaluation of the Translation
Learning Chatbot, an Al-powered system aimed at supporting English-to-Arabic translation
education. The chatbot integrates both retrieval-based and generative language models
to provide learners with translation practice, feedback, and self-assessment within an
interactive learning environment.

The chatbot adopts a modular, multi-agent architecture composed of distinct compo-
nents responsible for key functions: translation generation, example retrieval, translation
evaluation, and translation competence testing. It leverages a fine-tuned large language
model, sentence similarity scoring using multilingual embeddings, and keyword-based
search across a bilingual learner corpus. This hybrid framework was designed to address
core challenges in translation education, particularly the need for meaningful context,
consistency in feedback, and support for self-learning.

The chatbot was evaluated through a mixed-method study involving 44 participants,
including students and faculty members. The system received high ratings across all
core areas, with average scores exceeding 4.0 out of 5 in usability, language quality, and
engagement. Over 80% of users expressed satisfaction with its educational value, and the
similarity score feature was especially effective in promoting self-assessment and learner
motivation. While overall feedback was positive, some limitations were noted, including
difficulty with idiomatic expressions, rigid evaluation rules, and keyword-matching issues.
These insights not only validate the effectiveness of the system but also inform priorities
for future development.

Future work may focus on several directions to enhance the chatbot’s educational value
and scalability. These include embedding a structured error classification system to provide
more precise, linguistically grounded feedback; expanding domain coverage to specialized
translation tasks such as legal, business, or technical texts through domain-specific corpora
and fine-tuning; and incorporating multimodal inputs (image, audio, video) to simulate
realistic translation scenarios. Additional improvements involve refining, example retrieval
with semantic disambiguation and contextual filtering, integrating diacritical marks in
Arabic output to support beginner learners, improving the visual layout of the chatbot for
enhanced usability and adopting adaptive feedback mechanisms based on reinforcement
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learning. Finally, embedding the chatbot into existing Learning Management Systems (e.g.,
Blackboard) as a plugin would facilitate large-scale institutional adoption, personalized
learning, and instructor monitoring, while also exploring advanced evaluation metrics
such as BERTScore and related approaches to provide richer and more reliable assessments
of translation quality.

Overall, this study contributes a novel, scalable, and pedagogically aligned chatbot
framework tailored to the needs of English—-Arabic translation learners, demonstrating
the potential of Al-driven tools to enhance digital translation education and support self-
directed language learning.
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The following abbreviations are used in this manuscript:

Al Artificial Intelligence

BERT Bidirectional Encoder Representations from Transformers
BRNN Bidirectional Recurrent Neural Network

BUS-11  Chatbot Usability Scale

CHISM Chatbot-Human Interaction Satisfaction Model

DEX Design Experience

GPT Generative Pre-trained Transformer

HUSE Human Unified with Statistical Evaluation

LEX Language Experience

LLM Large Language Model

MAUVE Model-based Automatic Unsupervised Validation Evaluation
MSA Modern Standard Arabic

MT Machine Translation

NMT Neural Machine Translation

PNU Princess Nourah bint Abdulrahman University

SauLTC  Saudi Learner Translation Corpus
UEX User Experience
USR Unsupervised and Reference-free Score
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