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ABSTRACT

We examine whether acquirer stock price reactions to M&A deal announcements can be
forecasted based on ex ante acquirer, target, deal, and macroeconomic characteristics. We
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employ machine learning methodologies with out-of-sample testing and standard cross-

validation procedures to assess the forecasting accuracy of various parametric and nonpara-
metric models. While overall predictability is low, nonparametric models exhibit some ability
to forecast acquirer stock price reactions to M&A announcements, whereas parametric mod-
els do not. Feature importance analyses reveal that a handful of predictors, including
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acquirer size and (relative) deal size, contribute most to the predictions. Our findings have
practical implications for corporate managers and various corporate stakeholders.

1. Introduction

Mergers and acquisitions (M&A) are among the
most critical and consequential strategic decisions
companies can make (Betton et al, 2008; Mulherin
et al., 2017). Over the past two decades, the global
M&A market has recorded more than 880,000
transactions, with a total deal value exceeding $63
trillion." For an acquiring firm, an M&A announce-
ment can have dramatic positive or negative effects
on shareholder value (Martynova & Renneboog,
2008; Moeller et al., 2004; Tunyi, 2021). For example,
when Charter Communications (NASDAQ: CHTR)
announced its acquisition of Cox Communications
for $34.5 billion on May 16, 2025, Charter’s stock
price promptly rose by 2%, resulting in a one-day
market value gain of approximately $2 billion.
Conversely, when Global Payments (NYSE: GPN)
announced its acquisition of Worldpay for $24.5 bil-
lion on April 17, 2025, Global Payment’s stock price
declined by 17%, leading to a one-day market value
loss of roughly $3.9 billion.”

Given the potentially substantial stock price
effects of M&A deals for acquiring firms, an impor-
tant question is whether these stock price reactions
are, to some extent, forecastable using information
available prior to the announcement.” This question
is the key focus of our paper. Our analysis is
grounded in the belief that forecasting investor

perceptions of a given M&A announcement, as cap-
tured by the announcement-period stock price reaction,
can benefit acquiring firms in several ways.* More par-
ticularly, if a negative investor reaction is anticipated,
the acquirer may reconsider the deal, adjust its terms
(e.g., the proportion of stock financing), or refine its
communication strategy to better highlight the transac-
tion’s strategic value. Conversely, if a positive investor
reaction is forecasted, this may strengthen the
acquirer’s case for proceeding with the deal. A broader
set of corporate stakeholders, including board mem-
bers, suppliers, customers, and policymakers, should
also be interested in these forecasts, given the economic
magnitude of the wealth creation or destruction associ-
ated with M&A activity. Forecasted announcement
returns may help these parties make more informed
decisions about the desirability of a proposed (or rum-
ored) acquirer-target combination, even before a deal
is formally announced.

To examine the forecastability of acquirer stock
price reactions, we use a sample of 9,517 M&A
announcements by US-domiciled public acquirers
between 1992 and 2022, constructed using standard
screening criteria (Jaffe et al, 2013; Netter et al,
2011). As independent variables, we use publicly-
available acquirer, target, deal, and macroeconomic
characteristics considered by previous event studies
on M&A shareholder value effects (Adra et al., 2020;
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Elnahas & Kim, 2017; Harford & Li, 2007; Ishii &
Xuan, 2014; Jaffe et al., 2013; Moeller et al., 2004;
Tunyi, 2021).

Consistent with most previous studies on
acquiring-firm stock price reactions (Andrade et al.,
2001; Hu et al., 2020; King et al., 2004; Renneboog
& Vansteenkiste, 2019), we measure acquirer abnor-
mal stock returns net of contemporaneous “normal”
stock returns calculated with a standard market
model approach, thus capturing the incremental
stock price effect of M&A announcements (Eden
et al., 2022). Following a standard event study meth-
odology (Brown & Warner, 1985; Eden et al., 2022;
Kothari & Warner, 2007), we consider the acquirer’s
cumulative abnormal stock return (CAR) in the
three trading days centered around the deal’s
announcement date.

To assess the predictability of acquirer CAR, we use
Machine Learning (ML) methodology. Two features of
this methodology are particularly attractive for our
research design. First, ML tends to rely on out-of-sam-
ple forecastability and concomitant procedures of
cross-validation (Makridakis et al., 2023; Valizade
et al, 2024). This approach is in accordance with the
widely-accepted agreement, within the forecasting
community, that forecasting methods ought to be
compared based on their accuracy using out-of-sample
testing to avoid overfitting and mitigate data-mining
concerns (Campbell & Thompson, 2008; Ferson et al.,
2013; Makridakis, 1990; Tashman, 2000).” S, while
canonical statistical methods rely on strict distribu-
tional assumptions concerning an unknown data gen-
eration process (Valizade et al, 2024), ML is
underpinned by a model-free, algorithmic approach
(Ranta et al,, 2023). This model-agnostic way of ana-
lyzing data is suitable for our research purpose,
because the process by which investors embed ex ante
features in their reaction to corporate announcements
is unknown (Liberti & Petersen, 2019).

Consistent with the recent literature on empirical
forecasting competitions (Makridakis et al., 2020),
we evaluate a range of well-known methods for
cross-sectional forecasting, including three paramet-
ric models (Ordinary Least Squares (OLS), Ridge,
and Lasso regressions) and three nonparametric
models (Random Forest (RF), k-Nearest Neighbors
(KNN), and Light Gradient-Boosting Machine
(LGBM)). Our motivation for considering different
models is that it is not possible to know which algo-
rithm will outperform the others without testing
their accuracy on the data, a notion popularized in
the “No free lunch theorem” (Wolpert, 1996).

Also following common practice in the ML litera-
ture, we conduct the estimations using a rolling-
window approach with a five-fold cross-validation to
select hyperparameters over the training dataset. Our

approach avoids a look-ahead bias and accounts for
the fact that acquirer stock price reactions and their
determinants might evolve over the research period
(Alexandridis et al., 2017; Cao & You, 2024).

We caution that it would be unrealistic to expect
a high degree of forecastability for acquirer stock
price reactions. Daily abnormal returns around
major corporate announcements are known for hav-
ing a very high noise-to-signal ratio (Chacko et al.,
2008), due to market microstructure effects, pre-
announcement rumors, information asymmetries,
and divergent investor interpretations of publicly-
available information (Liberti & Petersen, 2019). In
the context of M&A, additional noise may arise
from managers’ strategic disclosure of stock-price-
relevant information prior to the deal’s formal
announcement (Ahern & Sosyura, 2014).

Our main empirical results are the following. We
obtain the highest out-of-sample R* (henceforth
referred to as R%) for nonparametric methods, indi-
cating the benefits from adopting a model-agnostic
approach when forecasting acquirer stock price reac-
tions. However, even the best-performing approach
(LGBM) has only a modest power to forecast the
magnitude of acquirer stock price reactions, with
R% not exceeding 2.5% for any of the models ana-
lyzed. Compared to KNN and Random Forest, the
superior performance of LGBM likely reflects its
ability to flexibly capture nonlinearities and complex
interactions in M&A data through gradient-based
boosting. None of the parametric methods is able to
beat using an average CAR as a forecast. In follow-
up robustness tests, we obtain a similar conclusion
if we conduct the analysis separately for subsamples
of deals based on payment type, and for private tar-
gets. We also obtain similar results if we include an
additional explanatory variable capturing deals with-
drawn after their announcement.

A subsequent feature importance analysis using
SHapley Additive exPlanations (SHAP) (Lundberg &
Lee, 2017; Ranta et al., 2023) reveals that a small set of
predictors—most notably acquirer size and (relative)
deal size—contribute disproportionately to the predic-
tions of the nonparametric models. Interestingly, many
of these variables are standard “bread-and-butter” con-
trols in prior event studies of acquirer announcement
returns, rather than focal independent variables. Our
analysis suggests that they are, in fact, key drivers of
acquirer stock price reactions.

To the best of our knowledge, ours is the first
paper to address the question of whether investor
perceptions of M&A announcements can at all be
forecasted with a set of straightforward-to-obtain,
publicly-available features. As such, our paper
departs from previous studies on M&A shareholder
value effects, which mostly rely on in-sample OLS



regressions with a focus on description rather than
forecasting. While most studies find positive target-
firm stock price reactions, empirical evidence on the
sign and magnitude of acquiring-firm stock price
reactions is mixed (Alexandridis et al., 2017;
Martynova & Renneboog, 2008; Netter et al., 2011).
Findings on the determinants of acquiring-firm
announcement returns are equally inconclusive
(Deng et al., 2013; Eckbo et al., 2018; Fuller et al,
2002; Jaffe et al., 2013; King et al, 2004, 2021;
Malmendier & Tate, 2008; Renneboog &
Vansteenkiste, 2019; Travlos, 1987). The overall
explanatory power of regression models of acquirer
returns tends to be very low, with in-sample R* s
hovering around 5% (Deng et al., 2013; Eckbo et al,,
2018; Fuller et al., 2002; Jaffe et al., 2013;
Malmendier & Tate, 2008; Travlos, 1987), and
Campbell et al. (2016) calling the lack of systematic
cross-sectional evidence on acquirer announcement
return determinants “disheartening.”

Whilst we use parametric and nonparametric
models, we wish to emphasize that our contribution
goes beyond the mere assessment of whether more
complex methods outperform the OLS model, a sta-
ple of previous studies on the drivers of acquirer
stock price reactions. Prior to our paper, even the
OLS model had not yet been formally evaluated for
its out-of-sample forecasting properties of acquirer
stock price reactions. Our key research question is,
therefore, whether investor perceptions of M&A
announcements, as captured by acquirer announce-
ment returns, can be forecasted in the first place
using any method available to decision makers. We
are also the first to examine the contribution of
each feature to the final prediction using
Explainable AI (XAI), through a SHAP analysis.
Finally, our paper contributes to previous studies
using ML methods to forecast stock returns (Fieberg
et al., 2023; Gu et al, 2020; Zhou et al, 2023).
While these papers focus on general, unconditional
stock return predictions, our paper forecasts incre-
mental stock price reactions to a major corporate
announcement, i.e., the news that the firm will
acquire a particular other firm.

The remainder of this article is organized as fol-
lows. The next section provides a brief overview of
the three main strands of literature relevant to our
paper. Section 3 outlines the data collection, meas-
urement of acquirer announcement returns, and
independent variables used for forecasting these
returns. Section 4 describes the forecasting, cross-
validation and hyperparameter selection methods
used in our analysis. Section 5 provides and dis-
cusses the methods’ performance in predicting
acquirer CAR. Section 6 discusses the results of the
variable importance analysis. Section 7 concludes

JOURNAL OF THE OPERATIONAL RESEARCH SOCIETY e 3

with a summary of our key findings, their implica-
tions for practitioners and academics, and avenues
for future academic research.

2. Position in the literature

In this section, we position our work relative to pre-
vious studies on acquiring-firm stock price reac-
tions, financial forecasting, and machine learning.

2.1. Acquiring-firm stock price reactions to deal
announcements

A central theoretical pillar underpinning the vast
empirical literature on stock price reactions to M&A
announcements is the efficient market hypothesis
(Fama, 1970). This hypothesis posits that stock pri-
ces immediately reflect the discounted incremental
cash flow effects of any publicly-available corporate
news, without delays or biases. Even if some invest-
ors behave irrationally, rational, well-informed arbi-
trageurs will quickly restore prices to their
“efficient” levels (Brealey et al., 2018). In the context
of M&A, stock market efficiency would imply that
any change in the acquirer’s stock price following a
deal’s announcement fully and accurately reflects
shareholders’ assessment of the (positive or nega-
tive) discounted net cash flow implications of the
announced transaction for the firm.

Building on this key premise of efficient market
theory, a large body of literature has used acquirer
stock price reactions to M&A deals as a measure of
the discounted net cash flows generated by the deal
for the acquirer—or, in other words, the deal’s net
present value (NPV) (Andrade et al, 2001; Jaffe
et al., 2013; Junni et al., 2015; King et al., 2004;
Renneboog & Vansteenkiste, 2019; Tunyi &
Machokoto, 2021). Corporate finance theory yields
conflicting predictions regarding the NPV of M&A
deals for the acquiring firm (Bruner, 2002). Value-
increasing theories posit that M&A generate positive
cash flow effects, driven by synergies from cost sav-
ings, revenue enhancement, and the elimination of
inefficient management (Bradley et al, 1988;
Houston et al., 2001; Manne, 1965). These theories
predict a positive acquirer CAR around the deal
announcement. Value-decreasing theories, in con-
trast, suggest that M&A are motivated by factors
that reduce cash flows for the acquirer, such as
managerial hubris (Roll, 1986), overconfidence
(Malmendier & Tate, 2008), empire building
(Jensen, 1986), and entrenchment (Shleifer &
Vishny, 1989). These theories predict a negative
acquirer announcement return. Perhaps not surpris-
ing in light of these opposing theoretical predictions,
empirical evidence on the sign and magnitude of
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shareholder wealth effects for acquiring-firm share-
holders is inconclusive (Martynova & Renneboog,
2008). Some studies find positive average effects
(Alexandridis et al., 2017; Netter et al., 2011), other
studies negative average effects (Andrade et al,
2001; Moeller et al., 2004), yet others find no signifi-
cant stock price reactions at all (Bruner, 2002; Datta
et al., 1992).

Although acquirer stock price reactions are a ubi-
quitous measure of M&A value creation, we caution
against interpreting these returns as a market-based
assessment of deal performance. The reason is that,
in addition to investors’ assessment of the deal’s
NPV, stock price reactions to deal announcements
may also reflect a reassessment of the acquiring
firm’s standalone value, inferred from the deal’s tim-
ing and payment terms (Ben-David et al., 2025;
Malmendier et al., 2018). More specifically, in a
context of information asymmetry between manag-
ers and investors, stock-financed M&A announce-
ments may signal to the market that the acquiring
firm is overvalued, leading to a negative acquirer
announcement return (Myers & Majluf, 1984;
Travlos, 1987). Acquirer stock price reactions in
stock-financed deals may also reflect downward
price pressure from shorting transactions by merger
arbitrageurs (Dutordoir et al., 2022; Mitchell et al,
2004), who want to hedge their equity exposure to
the firm. Further complicating matters, some studies
document evidence consistent with bounded
investor rationality in the interpretation of M&A
deal announcements, and advocate for the adoption
of a behavioral perspective on investor reactions to
M&A news (Campbell et al., 2016; Schijven & Hitt,
2012).

Given the challenges in interpreting acquirer
CAR as a reliable measure of deal value creation, we
instead view these stock price reactions as broader
reflections of investor perceptions of M&A
This framing allows acquirer
announcement returns to reflect not only investor
assessments of the deal’s NPV but also of the stand-
alone value of the acquirer. It also accommodates
potential departures from market efficiency and
acknowledges  bounded rationality.
Accordingly, our main aim is to assess the extent to
which investor perceptions of M&A announcements
can be predicted using information available at the
time of the deal announcement.

Forecasting investor reactions to a planned deal
may be useful for corporate managers for at least
three reasons. Firstly, assessing predicted investor
reactions may help managers optimize deal structure
and communications. For example, if a negative
stock price reaction is forecasted, managers may
choose to rely less on stock financing for the deal.

announcements.

investor

They may also want to time the announcement stra-
tegically, e.g., by aligning it with positive earnings
surprises, and make a greater effort to proactively
highlight synergies to investors. Secondly, forecast-
ing investor reactions may provide the prospective
bidding firm with a competitive edge. More particu-
larly, if rival firms are considering the same target, a
favorable predicted stock market reaction could
strengthen the bidding firm’s negotiating position.
Thirdly, data-backed insights into potential stock
price reactions could help strengthen the acquiring
firm’s manager’s case for the deal toward the board
of directors and other stakeholders, such as employ-
ees, supply chain partners, and regulators.®

Of course, it is uncertain whether managers
would effectively take these investor reaction predic-
tions into account in their decision-making proc-
esses. Finance theory suggests there may effectively
be a feedback effect from stock returns following
corporate events to management decisions (Dye &
Sridhar, 2002). More particularly, while the manager
undoubtedly has first-hand information about his
firm, the power of the stock market lies in the
aggregation of information from many different,
often sophisticated traders. These market partici-
pants may have relevant information on different
dimensions of the deal, for example related to its
anticipated synergies (Goldstein, 2023). As long as
there is some information that managers do not
have, they should rationally update their beliefs on
the deal’s quality based on stock price reactions to
the deal announcement. However, managers may
refuse to listen to the market due to hubris (Roll,
1986) or agency conflicts (Kau et al., 2008), or
because they know that the investor reactions are
inflated by the management’s own, overly favorable
news releases prior to the M&A announcement
(Ahern & Sosyura, 2014). Empirical evidence on
whether managers withdraw their deals following a
negative stock market reaction to their M&A
announcement is mixed: Jennings and Mazzeo
(1991) find no feedback effect from the stock mar-
ket to managers, while Luo (2005), Kau et al.
(2008), and Abed and Abdallah (2017) find that bid-
ding firms do respond to the stock market. While
these studies focus on the link between past stock
price reactions and managerial decisions, we argue
that it could be even more useful for managers and
other stakeholders to have an (albeit imperfect) fore-
cast of the stock price reaction to a future, as yet
unannounced deal they are considering. Whether
acquirer announcement returns are at all forecasta-
ble is, therefore, the key research question addressed
in our paper. To the best of our knowledge, no pre-
vious study has addressed this question.



2.2. Financial forecasting

Our study aims to predict acquirer stock price reac-
tions, and is therefore also part of the financial fore-
casting literature. Timmermann (2018) outlines the
challenges associated with obtaining good forecast-
ing results in finance as “(...) the difficulty of
establishing predictability in an environment with a
low signal-to-noise ratio, persistent predictors, and
instability in predictive relations arising from com-
petitive pressures and investors’ learning.” Most of
this literature relates to the prediction of asset pri-
ces, with an increasing weight being given to out-of-
sample predictability (Brown et al., 1987; Gakmakl
& van Dijk, 2016; Grenborg et al, 2021
Timmermann, 2018). Overall, predictability of asset
returns is very low even when compared to other
challenging forecasting problems, such as predicting
microeconomic indicators (Timmermann, 2018;
Timmermann & Granger, 2004).

A few asset pricing papers, however, have obtained
moderate success. Kanas (2003), for instance, examines
the US stock market annual returns spanning the
period 1872-1999 and observes these to have some
degree of predictability. Cakmakli and van Dijk (2016)
show that factor-augmented predictive regressions
have a superior performance to existing benchmarks
in predicting monthly US excess stock returns. More
recently, Haase and Neuenkirch (2023) attempt to
forecast S&P500 stock returns and obtain some suc-
cess in terms of risk-adjusted performance, although
the proposed models do not outperform commonly-
used benchmarks.

Next to studies on the predictability of asset
returns, a smaller group of papers focuses on pre-
dicting corporate finance decisions or outcomes,
including corporate financial distress and bank-
ruptcy (Altman, 1968; Jones & Hensher, 2004;
Shumway, 2001), security choices (Bayless &
Chaplinsky, 1991; Lewis et al., 1999), and the likeli-
hood of corporate restructuring activity (Palepu,
1986; Shumway, 2001) and of M&A deals in par-
ticular (Futagami et al., 2021; Rodrigues &
Stevenson, 2013; Song & Walkling, 2000; Tunyi,
2021). We contribute to this literature by assessing
the predictability of acquirer announcement returns
for given acquirer-target combinations, rather than
the probability of a deal happening.

2.3. Machine learning applications in business
research

Our paper contributes to a fast-growing literature
that uses ML techniques to address technically com-
plex management questions. ML is a multidisciplin-
ary field that merges insights from computer science
and statistical learning to build algorithms capable
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of learning patterns and associations from data
without human supervision (Makridakis et al., 2023;
Valizade et al., 2024). In finance, ML is most com-
monly applied in asset pricing, including algorithmic
trading, risk analysis and assessment, fraud detec-
tion, and portfolio optimization.” In contrast, appli-
cations of ML in corporate finance remain relatively
limited. For example, Li et al. (2021) use ML techni-
ques on earnings call transcripts to construct a cor-
porate culture metric, which they link to major
corporate events such as M&A. Beyond finance, ML
has also been adopted in other management areas,
including human resources management (Pei et al,,
2024) and marketing (Ngai & Wu, 2022).

Consistent with our study, several papers use ML
approaches to make financial forecasts. As such, the
ML and the financial forecasting literature partially
overlap. For example, Obaid and Pukthuanthong
(2022) find that an investor sentiment index
obtained using ML methods on newspaper pictures
can predict market return reversals and trading vol-
ume. Erel et al. (2021) apply ML techniques for pre-
dicting company director performance, and Gu
et al. (2020), Fieberg et al. (2023) and Zhou et al.
(2023) use ML to predict stock prices. While these
papers study unconditional return forecasts, our
paper forecasts abnormal stock returns conditional
on a major corporate announcement, i.e., the incre-
mental stock price reaction to the news that the
firm will acquire a particular other firm. More simi-
lar to our study, Bozos and Nikolopoulos (2011) use
a variety of ML approaches to forecast stock price
reactions to seasoned equity offering announce-
ments and find these to be partly predictable.

We contribute to this literature strand by using ML
approaches to assess whether acquirer announcement
returns can be forecasted. We emphasize that our con-
tribution lies in addressing the M&A announcement
return forecastability question per se, rather than in
merely comparing ML with OLS models. Before our
study, even OLS models had not yet been formally
assessed for their forecasting ability in the context of
acquirer stock price reactions.

3. Sample and variables

In this section, we describe the construction of the
dataset of M&A deals, the measurement of acquirer
announcement returns, and the selection of inde-
pendent variables used in the forecasting analysis.

3.1. M&A screening process

In a first step, we collect a sample of 363,706 M&A
deals between the dates of 01/01/1992 and 31/12/
2022 from the Securities Data Company Platinum
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(henceforth SDC), the reference database for empir-
ical research on M&A (Bollaert & Delanghe, 2015),
which is currently embedded in the London Stock
Exchange Group (LSEG) Workspace platform. We
start in 1992 because some evidence suggests that
SDC’s deal coverage is incomplete before that year
(Netter et al., 2011). We then impose a number of
data screens, which are standard in the empirical lit-
erature on M&A (Eckbo et al.,, 2018; Fuller et al.,
2002; Jaffe et al., 2013; Netter et al., 2011). More
particularly, we exclude observations for which we
have missing data on the deal value, or where the
final target share owned by the acquirer is lower
than 50% (Netter et al., 2011). We limit our study
to acquisitions made by firms headquartered in the
US. Finally, we remove financial institutions and
utility firms from our sample by excluding deals
whose acquirer primary SIC code is between 6000
and 6999 or between 4900 and 4999. The exclusion
of financial institutions and utility firms is common
in corporate finance research and M&A studies in
particular (Andrade et al., 2001; Eckbo et al., 2018),
because these firms tend to be more regulated and
have a different balance sheet structure than indus-
trial firms (Li et al, 2016). We remove deal
announcements whereby the same acquirer makes
multiple announcements on the same date, as it is
impossible to associate the stock price reaction with
a given set of deal characteristics for these
announcements.

From the remaining sample, we discard M&A for
which acquirer balance sheet information or daily
stock returns are not available from Compustat
Fundamentals Annual and the Center for Research
in Security Prices (henceforth CRSP), respectively,
for the fiscal year-end preceding the deal’s
announcement date, which we obtain from SDC.
Subsequently, we exclude observations for which the
deal size is smaller than $10 million, as in Eckbo
et al. (2018). The final dataset contains 9,517 obser-
vations. Since we closely follow recommendations
from seminal work in M&A throughout our data
collection and screening process, we are confident
that observations within our sample are representa-
tive of a “typical” M&A, and therefore suitable for
the purposes of the study.

3.2. Acquiring-firm stock price reactions

To calculate acquirer stock price reactions to M&A
announcements, we follow a similar event study
methodology as in prior research on M&A share-
holder wealth effects (Cai & Sevilir, 2012; Croci &
Petmezas, 2015; Ishii & Xuan, 2014; Louis, 2005). In
a first step, we calculate normal acquirer stock
returns using a standard market model approach

(Kothari & Warner, 2007). We regress the acquirer’s
stock return R;; on the market return R,,;, which we
measure as the return over the CRSP equally-
weighted stock market index, i.e.:

Ryt = a;i + PRyt + eip

with e; a mean zero, independent disturbance term
at time ¢.

The event study literature does not have standard
rules for the exact length and end date of the esti-
mation window in market model regressions.
Practices vary substantially across event studies and
likely reflect a tradeoff between including more
observations to increase statistical accuracy and
avoiding going too far back from the announcement
date, in case the parameters of the return-generating
mechanism have shifted (Strong, 1992). We take the
pragmatic approach of using the default estimation
period settings in Eventus, the software we use for
the event study estimation.® These consist of an esti-
mation period length of maximum 255 trading days,
ending on day 46 before the event day 0 (the
announcement date of the deal), to reduce the risk
of event-related contamination of the market model
results. In unreported robustness tests, we find that
the abnormal return estimations are largely insensi-
tive to the use of alternative estimation period
lengths and ending days.’

For each deal, we calculate the acquirer’s normal
return over the event date using the intercept o; and
slope coefficient f3; obtained from the market model
regression. We obtain the acquirer’s abnormal stock
return on the event date by deducting this normal
return from the acquirer’s raw return over the event
date. We follow a similar procedure for trading days
—1 and +1 around the event date, and aggregate the
resulting abnormal stock returns in a cumulative
abnormal stock return or CAR. The use of a three-
day event window is standard practice in the M&A
literature (Becht et al., 2016; Harford & Li, 2007;
Ishii & Xuan, 2014; Louis, 2005). It has the advan-
tage of accounting for potential pre-announcement
date information leakage (through the inclusion of
day —1) and for announcements made on a non-
trading day or after stock market closure on a trad-
ing day (through the inclusion of day 1). In an
unreported robustness test, we obtain a weaker fore-
casting accuracy when we measure CAR over larger
event windows, e.g., a window ranging from trading
days —2 to +2. This reduced accuracy can be
explained by the additional noise resulting from the
inclusion of additional days in the event window
(Kothari & Warner, 2007). We therefore focus on
the CAR[-1,1], or shortly CAR, throughout the
paper.

Table 1 describes the acquirer CAR. Consistent

with a number of previous event studies



Table 1. Summary statistics for the acquirer CAR[—1,+-1].

Mean 1.10%***
Median 0.60%***
Standard Deviation 7.65%
Percentage Negative 43.62%
t-test 14.07%
(0.00%)
Wilcoxon test 1.85E+7
(0.00%)
N 9,517

Notes: This table reports summary statistics for acquirer cumulative
abnormal returns (CAR) over the event window [—1, 41] around M&A
announcements. ***p < 0.01.

(Alexandridis et al., 2017; Cai et al.,, 2011; Netter
et al, 2011), we find a positive mean and median
CAR for the full sample (1.10% and 0.60% respect-
ively). A t-test and Wilcoxon test indicate that the
CAR is significantly different from zero. We also
find substantial variation in the CAR, with 43.62%
of the deal announcements provoking a negative
stock price reaction.

3.3. Independent variables

A rich empirical literature examines the determi-
nants of acquirer announcement returns, albeit with
few consistent findings across the different studies.
To identify suitable determinants of acquirer
announcement returns, we conduct a review of rele-
vant studies published in top finance and general
management journals from the early 1990s until
mid-2024. We focus on variables that are commonly
used in the academic literature and can be obtained
from standard databases.

Since our primary goal is forecasting, we do not
distinguish between control and main variables, as
all predictors are used jointly to forecast the CAR.
We are also not overly concerned about multicolli-
nearity, for two reasons. First, our focus is on pre-
diction accuracy rather than on interpreting the
individual effects of variables. Second, although
multicollinearity can pose problems for in-sample
analyses using traditional parametric methods such
as OLS, the built-in variable selection and dimen-
sion reduction capabilities of ML methods make
them well suited to handle correlated predictors (Gu
et al., 2020).

Broadly speaking, the variables included in previ-
ous studies on acquirer stock price reactions fall
into four main categories: acquirer, target, deal, and
macroeconomic characteristics. The inclusion of
these variables is typically justified by referring to
key M&A theories (Bradley et al., 1988; Dong et al.,
2006; Jensen, 1986; King et al., 2021; Malmendier &
Tate, 2008; Manne, 1965; Roll, 1986; Schneider &
Spalt, 2021; Shleifer & Vishny, 1989; Travlos, 1987).
We also include proxies for investor sentiment in
our set of variables, to allow for behavioral elements
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in the interpretation of M&A announcements. We
now briefly describe the four categories of variables
used in our analysis.

The first and largest category consists of a set of
standard acquirer characteristics, as in Moeller et al.
(2004), Harford and Li (2007), Ishii and Xuan
(2014), Becht et al. (2016), Elnahas and Kim (2017),
and Adra et al. (2020), among others. We obtain
these variables from Compustat Fundamentals
Annual. We measure the acquirer characteristics as
of the fiscal year-end before the deal’s announce-
ment date, since we want to replicate the informa-
tion set that is available to decision makers as of the
time of the deal selection. In particular, we consider
the acquirer’s Size, Return on Assets, Cash, Free
Cash Flow, Market to Book, Leverage, and Research
and Development (R&D) Intensity. We also con-
struct two variables capturing the acquirer’s finan-
cial distress costs (Altman Z and Bankruptcy Risk).
We furthermore include a High Tech Industry
dummy variable identifying acquirers in technology-
intense industries. Finally, to capture acquirer learn-
ing effects and potential overconfidence coming
with more experienced acquirers (Jaffe et al., 2013;
Renneboog & Vansteenkiste, 2019), we use an
Experience variable measuring the number of deals
the same acquirer has announced over the previous
years.

M&A rationales do not yield clear predictions
regarding the direction of the impact of these
acquiring-firm characteristics on acquirer announce-
ment returns. For example, the Market to Book
ratio could capture acquirer growth opportunities,
and therefore be associated with a synergistic ration-
ale for M&A and more positive acquirer announce-
ment returns (Bradley et al., 1988). But it could also
capture acquirer overvaluation, and therefore be
associated with an opportunistic rationale for M&A
and more negative acquirer announcement returns
(Dong et al., 2006; Eckbo et al., 2018; Shleifer &
Vishny, 2003). Perhaps unsurprisingly given this
association of given proxies with conflicting theo-
ries, empirical studies do not obtain conclusive evi-
dence on their impact. For example, while Moeller
et al. (2004) and Field and Mkrtchyan (2017) find a
negative impact of acquirer size proxies on acquirer
announcement returns, Ishii and Xuan (2014) do
not find a significant impact.

The second category of independent variables
consists of a set of standard target characteristics, as
in Asquith et al. (1983), Travlos (1987), Cai and
Sevilir (2012), and Becht et al. (2016), among others.
In particular, we obtain the following four target
characteristics from SDC: Deal Size (capturing the
size of the target), Relative Deal Size (capturing the
size of the target relative to the acquirer), a Public
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Target dummy, and an International Target
dummy.' We do not have clear predictions for
Deal Size and Relative Deal Size, because these
proxies can be linked with opposing theoretical
rationales. To give an example, Asquith et al. (1983)
find a positive impact of Relative Deal Size on
acquirer announcement returns, which they attribute
to the fact that the synergies of the deal are ampli-
fied for larger deals (Kali§ et al., 2023; Schneider &
Spalt, 2021), while Alexandridis et al. (2013) find a
negative impact, which they attribute to the higher
complexities associated with the post-merger inte-
gration of larger targets. Relative Deal Size can also
capture price pressure effects of merger arbitrageurs
in stock-financed deals (Mitchell et al., 2004). Some
empirical studies find a negative impact of a Public
Target dummy variable, which could be attributable
to the fact that acquirers may receive a better price
for private targets (Becht et al., 2016; Fuller et al.,
2002). Moeller and Schlingemann (2005) find more
negative acquirer announcement returns for
acquirers involved in deals with international (non-
US) targets.

The third category of independent variables con-
sists of a set of standard deal-related characteristics,
as in Jaffe et al. (2013), Alexandridis et al. (2017),
and Eckbo et al. (2018). We obtain these variables
from SDC, except for Dormant Period which we
construct based on the dataset’s observations. We
identify All Stock and All Cash deals with corre-
sponding dummy variables, the remaining deals
being financed with a combination of stock and
cash. We predict a more negative acquirer stock
price reaction for deals with a higher percentage of
acquirer stock financing, due to the adverse signal
that the decision to use stock may send about
acquiring-firm overvaluation (Eckbo et al, 2018;
Travlos, 1987). We also identify Hostile deals, which
are predicted to have more negative stock price
effects since acquirers are more likely to overpay in
hostile deal scenarios in order to secure the target
(Jaffe et al.,, 2013; Servaes, 1991). We account for
the similarity between acquirer and target business
activities through an Industry Relatedness dummy
variable. We predict a positive impact for this vari-
able, because similar target and acquirer activities
could signal more valuable synergies (Louis, 2005;
Morck et al, 1990). We furthermore include a
Merger of Equals dummy capturing deals between
similar-sized firms. Stock price reactions to these
deals may be more negative, since investors may
anticipate difficulties associated with the post-
merger integration of two similar-sized firms
(Zaheer et al., 2003). We include three dummy vari-
ables capturing the effects of the timing of a deal. A
Friday deal dummy identifies deals announced on a

Friday, as some evidence suggests these deals might
be met by weaker stock price reactions due to
investor inattention (Reyes, 2018). A Winter deal
dummy captures the stock price effects of negative
weather-induced moods, pessimism and risk aver-
sion amongst investors (Tunyi & Machokoto, 2021).
A Dormant Period deal captures the number of
days since the last M&A announcement in the same
industry (Cai et al, 2011). Finally, Percentage
Sought captures the percentage of the target the
acquiring firm seeks to acquire - by construction,
this is higher than 50%.

The fourth category consists of a set of poten-
tially relevant macroeconomic  characteristics,
obtained from the Federal Reserve Economic Data
(FRED). We measure these as closely as possible,
but prior to the M&A announcement. We include
the monthly Federal Funds Rate for the US to cap-
ture acquirers’ costs of debt financing for their
deals. Higher financing costs are predicted to
adversely affect M&A outcomes (Adra et al.,, 2020;
Martynova & Renneboog, 2009). We furthermore
add the VIX index, a Risk Sentiment index, and two
US policy uncertainty indices (EPU 3C and EPU
News) as proxies for overall uncertainty (Baker
et al., 2016). Previous studies show an adverse effect
of uncertainty on M&A decisions and their out-
comes (Bhagwat et al,, 2016; Bonaime et al.,, 2018;
Nguyen & Phan, 2017). We also add dummies for
the COVID Pandemic and US Election years, and
include changes in the US Gross Domestic Product
(GDP). Finally, we include a Merger Wave variable
capturing periods with a high volume of deals.
Table 2 summarizes the definitions of the independ-
ent variables.

Table 3 presents descriptive statistics for the
independent variables, which are similar to those
reported by other studies on M&A."!

To further gauge the similarity between our sam-
ple and the M&A deals used in prior studies, we
run an in-sample OLS regression of the CAR on the
independent variables. Table 4 provides the results.
We obtain an in-sample R* of 0.041 and an adjusted
R? of 0.038, in line with the magnitudes of in-
sample R* reported in previous event studies on
acquirer announcement returns.

Although in-sample description is not our key
focus, we briefly describe the regression findings. For
the acquirer characteristics (for which we did not have
clear prior expectations), we find a negative impact of
Size, Cash, Free Cash Flow, R&D Intensity, and High-
Tech Industry, and a positive impact of Leverage.
Investors may be concerned that acquirers with high
cash and free cash flow levels are more likely to
engage in empire-building behavior, whereas a high
leverage ratio may act as a disciplinary mechanism
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Table 2. Measurement of independent variables.

Variable & Measurement

Size

Acquirer log (Total Assets)

Return on Assets
Cash
Free Cash Flow

Market to Book
Leverage

R&D Intensity
Altman Z

Bankruptcy Risk
High Tech Industry

Experience

Deal Size

Relative Deal Size
Public Target
International Target
All Stock

All Cash

Hostile

Industry Relatedness
Merger of Equals

Friday Deal
Winter Deal

Dormant Period
Percentage Sought
Federal Funds Rate

VIX
Risk Sentiment

EPU 3C
EPU News
Pandemic

Election

GDP Change
Merger Wave

Acquirer Net Income / Total Assets

Acquirer Cash and Short-term Investments / Total Assets

Acquirer (Operating Income before Depreciation and Amortization - Interest & Expenses - Income Taxes -
Capital Expenditures)/Total Assets

Acquirer Market Value of Equity / Total Assets

Acquirer Total Liabilities/Total Assets

Acquirer R&D Expenditure/ Total Assets

3.3 (EBIT/Total Assets) -+ 0.99 (Sales/Total Assets) + 0.60 (Market Capitalization / Liabilities) + 1.2 (Working
Capital/Total Assets) + 1.4 (Retained Earnings/ Total Assets) (all variables are the acquirer’s)

Boolean variable, equal to 1 if Altman Z < 1.81 and equal to 0 otherwise

Boolean variable, equal to 1 if the acquirer SIC € {3571, 3572, 3575, 3577, 3578, 3661, 3663, 3669, 3674,
3812, 3823, 3825, 3826, 3827, 3829, 3841, 3845, 4812, 4813, 4899, 7370, 7371, 7372, 7373, 7374, 7375,
7378, 7379} and equal to 0 otherwise

The number of acquisitions by the same acquirer over the past two years represented in our sample

Size of the deal in millions (USD)

Size of the deal in millions (USD)/(Acquirer) Total Assets

Boolean variable, equal to 1 if the target is publicly quoted and equal to 0 otherwise

Boolean variable, equal to 1 if the target is not domiciled in the US and equal to 0 otherwise

Boolean variable, equal to 1 if deal is funded 100% with stocks and equal to 0 otherwise

Boolean variable, equal to 1 if the deal is funded 100% with cash and equal to 0 otherwise

Boolean variable, equal to 1 if the takeover is hostile and equal to 0 otherwise

Boolean variable, equal to 1 if acquirer and target have the same primary SIC code and equal to 0 otherwise

Boolean variable, equal to 1 if acquirer and target have approximately the same market capitalization and
equal to zero otherwise

Boolean variable, equal to 1 if the M&A announcement was on a Friday and equal to 0 otherwise

Boolean variable, equal to 1 if the M&A announcement was made during the winter and equal to 0
otherwise

Number of days prior to the the last M&A in the same industry (same primary SIC code)

Percentage of shares the acquirer is seeking to purchase in the transaction

Interest rate charged to US commercial banks and other depository institutions on loans they receive from
their regional Federal Reserve Bank’s lending facility

Chicago Board Options Exchange volatility index

Equity Market Volatility Tracker capturing investor sentiment about overall risk levels, based on articles in
3,000 US newspapers that contain terms including “economy”, “equity”, “volatility”, “pandemic” and more.
The higher the count, the higher the value of the tracker

US Monthly Economic Policy Uncertainty Three Component Index

US Monthly Economic Policy Uncertainty News Based Policy Uncertainty Index

Boolean variable, equal to 1 if the announcement was made in the years 2019, 2020 or 2021 and equal to 0
otherwise

Boolean variable, equal to 1 if the announcement was made in a US presidential election year and equal to
0 otherwise

Percentage change in US GDP

Total number of M&As in the preceding year represented in our sample

Notes: This table provides detailed descriptions of all independent variables used in the analysis. The variables capture acquirer characteristics, target
characteristics, deal-specific features, and contextual or macroeconomic factors. Boolean variables equal 1 if the specified condition is met, and 0

otherwise.

that curbs such tendencies (Jensen, 1986). Regarding
the target characteristics, we find a positive impact of
Relative Deal Size, consistent with Asquith et al
(1983), and a negative impact of the Public Target
and International Target dummies, in line with previ-
ous findings (Becht et al, 2016; Fuller et al, 2002;
Moeller et al., 2004). Our results for the deal-specific
characteristics are largely consistent with expectations,
except for the significantly negative impact of Industry
Relatedness. Finally, for the macroeconomic variables,
we observe a negative impact of the Federal Funds
Rate and Risk Sentiment, consistent with predictions.
We caution that we obtain high Variance
Inflation Factor (VIF) values for two of the features
included in our study, namely 12.35 for the policy
uncertainty index EPU 3 C and 11.59 for the policy
uncertainty index EPU News. These values indicate
strong multicollinearity. Maximum VIF values for
all  other features are Dbelow 3. While

multicollinearity may complicate the interpretation
of OLS coefficients and statistical significance, we
reiterate that in-sample inference is not our primary
focus, and that ML methods are very capable of
dealing with highly correlated explanatory variables.
In unreported tests, we find that dropping these two
policy uncertainty indices does not affect our results.
Given these considerations, we retain them in our
forecasting analysis, prioritizing a comprehensive set
of predictors over multicollinearity concerns, con-
sistent with other forecasting studies.

4. Forecasting, cross-validation and
hyperparameter selection methods

This section outlines the forecasting methods con-
sidered in our study. We also describe our cross-
validation and hyperparameter selection methods.
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Table 3. Summary statistics of the independent variables used in the forecasting analysis.

Count Mean St.Dev. Pct(25) Median Pct(75)
Size 9,517 7.374 1.988 5.994 7.296 8.639
Return on Assets 9,517 0.033 0.185 0.016 0.053 0.089
Cash 9,517 0.183 0.195 0.037 0.108 0.260
Free Cash Flow 9,517 0.037 0.128 0.019 0.057 0.092
Market to Book 9,517 4.665 28.382 1.861 2.892 4.753
Leverage 9,517 0.502 0.231 0.349 0.500 0.636
R&D Intensity 9,517 0.040 0.063 0.000 0.014 0.058
Altman Z 9,517 6.918 25.469 2.731 4.000 6.157
Bankruptcy Risk 9,517 0.121 0.326 0.000 0.000 0.000
High Tech Industry 9,517 0.344 0.475 0.000 0.000 1.000
Experience 9,517 2.408 2.380 1.000 2.000 3.000
Deal Size 9,517 715.787 4,252.920 32.000 92.000 310.000
Relative Deal Size 9,517 0.291 1.673 0.024 0.080 0.236
Public Target 9,517 0.170 0.376 0.000 0.000 0.000
International Target 9,517 0.210 0.408 0.000 0.000 0.000
All Stock 9,517 0.090 0.286 0.000 0.000 0.000
All Cash 9,517 0.352 0.478 0.000 0.000 1.000
Hostile 9,517 0.005 0.069 0.000 0.000 0.000
Industry Relatedness 9,517 0.656 0.475 0.000 1.000 1.000
Merger of Equals 9,517 0.002 0.040 0.000 0.000 0.000
Friday Deal 9,517 0.116 0.320 0.000 0.000 0.000
Winter Deal 9,517 0.245 0.430 0.000 0.000 0.000
Dormant Period 9,517 156.928 419.981 7.000 30.000 123.000
Percentage Sought 9,517 98.832 6.256 100.000 100.000 100.000
Federal Funds Rate 9,517 2.640 2.019 0.750 2.250 4.860
VIX 9,517 19.371 7414 13.800 17.880 22.960
Risk Sentiment 9,517 0.402 0.391 0.172 0.306 0.500
EPU 3C 9,517 113.541 41.300 82.384 102.161 137.470
EPU News 9,517 125.081 57.720 84.450 108.758 156.504
Pandemic 9,517 0.107 0.309 0.000 0.000 0.000
Election 9,517 0.216 0.411 0.000 0.000 0.000
GDP Change 9,517 0.011 0.006 0.009 0.012 0.015
Merger Wave 9,517 2,102.769 527.238 1,763 1,985 2,415

Notes: This table presents summary statistics for all independent variables used in the forecasting analysis. “Count” refers to
the number of non-missing observations. “Mean” and “St.Dev.” are the sample mean and standard deviation. “Pct(25)",
“Median”, and “Pct(75)" indicate the 25th percentile, median, and 75th percentile, respectively. Continuous variables are
expressed in raw or ratio terms, while dummy variables (e.g., Public Target, Pandemic, High Tech Industry) take the value of
1 if the condition is met and 0 otherwise. The dataset covers 9,517 M&A deals.

4.1. Forecasting methods

We consider six
approaches, which we will describe in further detail
in the remainder of this section. The first three
methods are parametric, which means that they
assume a specific functional form or model for the
relationship between variables, typically based on a
set of parameters. These models rely on underlying

assumptions about the data-generating process, such

commonly-used forecasting

as linearity or normality, and involve estimating a
fixed number of parameters from historical data
(Hyndman & Athanasopoulos, 2018). The final three
models are nonparametric, which means that they
adopt an agnostic, model-free approach to forecast-
ing, without set assumptions about the data-
generating process or number of parameters.

4.1.1. OLS regression

Within the literature on acquirer announcement
effects, the OLS regression paradigm became par-
ticularly popular. Likely reasons are its simplicity,
parsimony, and ability to directly test hypotheses
pertaining to the cross-sectional variation of M&A
announcement effects over a centered event window
(Eckbo et al., 2018; Fuller et al., 2002; Jaffe et al,,
2013; Malmendier & Tate, 2008; Travlos, 1987),

albeit with few systematic findings. In forecasting
studies, OLS regressions are widely-used alongside
ML models to compare the accuracy of both classes
of models (Cui et al., 2020; Lessmann & Vofs, 2017).
The OLS regression is therefore an obvious initial
choice of model for our forecasting analysis. We
emphasize that, despite its prevalence in event stud-
ies on M&A shareholder wealth effects, the ability
of the OLS model to forecast acquirer announce-
ment returns has not yet been formally examined.
As such, we do not treat the OLS method as a
benchmark against which other models are eval-
uated, but instead assess its as-yet-unestablished
forecasting ability in its own right.

4.1.2. Ridge regression

The Ridge regression (also known as Tikhonov
regularization) is a regularized version of the OLS
regression. In the Ridge regression, the cost function
equals J(B) = MSE(B) + 13" 7. The second
term on the right-hand side introduces a penalty for
overfitting that is not present in OLS regressions.
Ridge regressions have been used in diverse applica-
tions, activity
(Exterkate et al., 2016) and microeconomic forecast-
ing (Panagiotelis et al., 2019).

such as economic estimation



Table 4. In-sample analysis of determinants of CAR[—1,+1].
Dependent variable: CAR[1-,1]

coefficient (st. error)

Size

Return on Assets
Cash

Free Cash Flow
Market to Book
Leverage

R&D Intensity
Altman Z
Bankruptcy Risk
High Tech Industry
Experience

Deal Size

Relative Deal Size
Public Target
International Target
All stock

All cash

Hostile

Industry Relatedness
Merger of Equals
Friday Deal

Winter Deal
Dormant Period
Percentage Sought
Federal Funds Rate
VIX

Risk Sentiment
EPU 3C

EPU News
Pandemic

Election

GDP Change
Merger Wave
Constant

Observations

R2

Adjusted R?
Residual Std. Error

—0.005*** (0.0005)
0.003 (0.005)
—0.018*** (0.005)
—0.026™** (0.008)
—0.00001 (0.00003)
0.011%** (0.004)
—0.022 (0.015)
0.00002 (0.00003)
0.003 (0.003)
—0.003* (0.002)
0.0001 (0.0004)
—0.00000 (0.00000)
0.002*** (0.0005)
—0.013*** (0.002)
—0.006™** (0.002)
—0.008™** (0.003)
0.007*** (0.002)
—0.008 (0.011)
—0.004*** (0.002)
—0.004 (0.020)
0.002 (0.002)
0.001 (0.002)
0.00000** (0.00000)
—0.0002 (0.0001)
—0.002***(0.001)
—0.00000 (0.0001)
—0.008*** (0.002)
—0.0001 (0.0001)
0.00004 (0.00005)
0.002 (0.003)
0.002 (0.002)
0.189 (0.154)
0.00000 (0.00000)
0.07717%**
(0.014)

9,517
0.041
0.038
0.075 (df = 9483)

F Statistic 12.392%** (df = 33; 9483)

Notes: This table reports the results from an in-sample OLS regression
examining the determinants of acquirer cumulative abnormal returns
(CAR) over the [-1, +1] event window surrounding M&A announce-
ments. Reported values are coefficients with standard errors in paren-
theses. The model includes firm-level financials, deal characteristics,
and macroeconomic controls. Statistical significance is denoted by
*p<0.10, ¥**¥p<0.05, and ***p<0.01.

4.1.3. Lasso regression

We also use a least absolute shrinkage and selection
operator (Lasso) approach. Like Ridge, Lasso is a regu-
larized version of the OLS regression. First introduced
in Tibshirani (1996), it minimizes the residual sum of
squares subject to the sum of the absolute value of the
coefficients being less than a constant. The Lasso
regression cost function is as follows: J(B) =
MSE(B) +a Y\, |Bi|, the second term on the right-
hand side of this equation also imposing a penalty for
overfitting, in contrast with OLS. Lasso is widely-used
for forecasting and has been successful for predicting
product returns (Cui et al., 2020), medical outcomes
(Lantzy & Anderson, 2020), and microeconomic fore-
casting (Smeekes & Wijler, 2018).

4.1.4. Random Forest (RF) regression
Random Forests are a comparably recent addition to
regression and classification models and gained
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popularity since Breiman’s seminal paper (Breiman,
2001). RF, a nonparametric approach, performs par-
ticularly well in the presence of nonlinearity and
complex interactions, and is not prone to overfit-
ting. A drawback of RF is that it is computationally
taxing. RF has shown strong out-of-sample accuracy
in finance applications such as credit risk approxi-
mation (Mercadier & Lardy, 2019). It has also been
proven an effective forecasting method in other
fields. In a review study, Couronné et al. (2018)
compare RF with linear regressions in 243 real
high-quality datasets, and observe that, in general,
random forests outperform linear regressions.

4.1.5. k-Nearest neighbor (KNN) regression

KNN is a simple, computationally inexpensive and
intuitively appealing method that can be deployed
in regression and classification tasks. KNN has one
clear advantage, namely its ability to deal with com-
plex nonlinear behavior (Yankov et al., 2006). KNN
is very popular in the forecasting literature and has
been applied in diverse fields, e.g., to estimate can-
cer survival (Bjarnadottir et al., 2018), predict mort-
gage delinquency (Chen et al, 2021) and forecast
wind power (Mangalova & Agafonov, 2014).

4.1.6. Light Gradient-Boosting Machine (LGBM)
Gradient-boosting starts with a simple model that
makes predictions. Each subsequent model is trained
to correct the errors of the combined previous mod-
els. The final model is a weighted sum of all indi-
vidual models. This ensemble approach helps reduce
overfitting while improving predictive performance.
Developed in 2017, LGBM is reported to have a
similar performance as other more computationally
expensive gradient-boosting methods, but with a
speed improvement of one order of magnitude (Ke
et al., 2017). LGBM has been applied to credit scor-
ing (Liu et al., 2022) and for predicting short-term
wind power (Li et al, 2023) and carbon market
volatility (Zhu et al., 2025).

4.2. Cross-validation and hyperparameter
selection

We deploy state-of-the-art ML methodology similar
to the approaches used by recent papers applying
ML in an accounting or finance context (Cao &
You, 2024; Chen et al., 2022; Mercadier & Lardy,
2019; van Binsbergen et al., 2020; Wainer & Cawley,
2021). We carry out all analyses in Python’s scikit-
learn package (Pedregosa et al., 2011).

We start by ordering the dataset chronologically,
from older to more recent M&A. We then create
the traditional training/validation/testing datasets
using a fixed-size rolling window (Tashman, 2000).
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For a given year n+ 1, we use M&A deals in the
previous n years as the training/validation dataset
for the purpose of selecting optimal hyperpara-
meters, with n set equal to five. The deals in year
n+1 are then used for testing. For instance, for
forecasting the acquirer CAR for the year 1997, data
for the following years are used for training/valid-
ation: 1992, 1993, 1994, 1995, 1996.

The training/validation dataset is subjected to a
hyperparameter optimization procedure. A descrip-
tion of the candidate hyperparameters for each
method (except OLS, for which there are no hyper-
parameters) can be found in Table 5. We use a
Random Search procedure for this purpose
(Bergstra & Bengio, 2012).

All models are allowed 50 iterations when choosing
the hyperparameters. We set all other hyperparameters
required for the various models at scikit-learn pack-
age’s default values, consistent with common practice
in the ML literature (Fitzpatrick & Mues, 2016). For
the evaluation of each set of hyperparameters, we
carry out a five-fold cross-validation within the train-
ing/validation dataset. We then test the respective
models with their optimal hyperparameters in the test-
ing dataset.

The next step is to move according to a fixed-
size rolling window - the data from periods 2 to
n+ 1 become the next training/validation dataset,
and the testing dataset is updated to period n + 2.
The aforementioned steps are repeated until the end
of the rolling window, which coincides with the end
of our sample period.

Our approach is similar to a traditional nested
cross-validation, but has two main advantages over
the random partition and rotation of the training/
validation samples associated with the latter proced-
ure (Cao & You, 2024). Firstly, by working from a
chronologically-ordered set of M&A deals, the train-
ing/validation/testing  procedure recognizes the
intertemporal nature of the events in our dataset,
thereby preventing future events from being used to
model stock price reactions to past events. Second,
by gradually shifting the training/validation set and
thereby updating the data, our approach recognizes

that the determinants of acquirer stock returns may
change over time (Alexandridis et al., 2012, 2017),
for example due to changes in investor sensitivities,
macroeconomic characteristics and technology.

In line with common practice in ML (Alonso-
Robisco & Carbé, 2022), we conclude by scaling all
independent variables using scikit-learn’s standard
scaler. To prevent information leakage, for each
observation in any given testing set, normalization
uses the averages and standard deviations calculated
from the training/validation datasets.

5. Forecasting acquirer announcement
returns

In line with Campbell and Thompson (2008), we
rely on the out-of-sample R?, labeled RZ, to evalu-
ate the goodness of fit of the forecasting methods.
The R differs from the in-sample R? in two ways.
First, while the in-sample R? relies on the same data
for model testing and prediction purposes, the R
measures the predictive power of a given forecasting
approach on unseen test data (Campbell &
Thompson, 2008). Second, while both the in-sample
and out-of-sample R?> have a maximum value of
one, the in-sample R? is by construction always
higher than zero (because in-sample models are
optimized to minimize errors), but the R} can be
negative. A positive R} indicates that the model
has at least some predictive power beyond simply
using the average value of the dependent variable as
a forecast. For example, an R} value of 2% implies
that the forecasting model reduces the mean
squared forecast error by 2% compared to just using
the average CAR value from the training set as a
forecast. Conversely, a negative R% suggests that
the historical average would have provided a more
reliable forecast than the model being tested.

Table 6 outlines the R} for the different forecast-
ing approaches. As expected given the high noise-
to-signal ratio in daily excess stock returns, the
magnitudes of the R%; are very modest, never
exceeding 2.5%. Among the models, the three non-
parametric approaches have a (limited) predictive

Table 5. Candidate hyperparameters for model selection.

Model

Candidate hyperparameters

Ridge Regression
Lasso Regression
Random Forest (RF)

K-Nearest Neighbors (KNN)
LightGBM (LGBM)

/. € {0.05,0.06, ..., 2.05}

4 € {0.05,0.06, ...,2.05}

Number of trees: {100,500, 1000}

Max leaf samples: {1,3,5,7,11,15,20,21}

Max depth: {1,3,5,7,9,11,13,15,17,19,21,23,25}
ke {1,2,..,100}

Learning rate: {0.001,0.005,0.01,0.1}

Max tree leaves: {2,5,7,10,20}

Max depth: {2,5,7, 10,20}

Notes: Summary of the candidate hyperparameters used for each model during random search optimization. The proced-
ure uses 50 iterations and five-fold cross-validation within a rolling training/validation set. Hyperparameters not listed
were kept at scikit-learn’s default values. Models are trained on past data only, using a chronologically-ordered
rolling window to preserve the temporal structure of M&A events and avoid information leakage.



ability, as indicated by their positive R%,, with
LGBM winning the horse race with an R}
of 2.13%.

Conversely, the three parametric approaches
(Lasso, Ridge, and OLS) have negative R}, indicat-
ing they perform worse than just taking the average
CAR as a prediction.

A potential explanation for the dominance of
nonparametric methods is that the performance dis-
parity between parametric versus nonparametric
model families tends to increase as the number of
impertinent features rises (Athey & Imbens, 2019).
Considering the high noise-to-signal ratio in finan-
cial forecasting, it is reasonable to anticipate a high
prevalence of irrelevant independent variables in our
research context. Models such as OLS are typically
less successful in such a scenario, as they have no
effective way to ignore potentially less relevant
information. However, this is likely to be only a

Table 6. Out-of-sample R? for the different forecasting
methods tested.

R2¢ (%)
LGBM 2.13
RF 1.23
KNN 1.1
Lasso —0.32
Ridge -12.77
oLS —20.96

Notes: Out-of-sample R?, from larger to smaller. OLS is a linear regres-
sion using Ordinary Least Squares as estimator. Ridge and Lasso are
regularized linear regressions using Ridge and Lasso approaches,
respectively. RF is a Random Forest model. KNN is a K-Nearest
Neighbor model, while LGBM refers to Light Gradient-Boosting
Machine.
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Figure 1. R across the years.

model = Ridge
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partial explanation, because Lasso (a parametric
model) has redundant feature reduction built in, yet
performs poorly. A second, non-mutually exclusive
explanation could be that the true relation between
acquirer CAR and many of the features considered
in our analysis is nonlinear, thereby giving the three
nonparametric approaches (none of which presumes
a linear relation between dependent and independ-
ent variables) an edge.

A plausible interpretation for LGBM’s superiority
over the other two nonparametric methods, in turn,
is its ability to sequentially build trees, with each
tree learning from the forecasting errors in the pre-
vious trees. The other two approaches either have
no in-built learning (KNN)'* or a more rudimentary
tree-building procedure that is perhaps less suitable
to capturing complex interactions (RF).

We next perform a series of robustness tests on
the baseline findings reported in Table 6. As a first
step, we examine the consistency of these findings
across the sample period. A priori, we do not have
strong expectations regarding the consistency of
best- and worst-performing models across years, as
both the magnitude and the drivers of acquirer
stock price reactions may vary over time, for
example, due to shifts in investor sentiment toward
corporate deal-making. Figure 1 and Table 7 show
the forecasting results on a year by year basis. We
note the negative maximum R} values in two sam-
ple years (2006 and 2019), indicating that even non-
parametric methods have no forecasting ability in
these years. In all other years, we find that the best-

model = Lasso
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Notes: This figure presents the out-of-sample Rﬁs values by year for six predictive models: OLS, Ridge, Lasso, Random Forest (RF), K-Nearest Neighbors
(KNN), and LightGBM (LGBM). The metric R, captures each model’s predictive accuracy relative to a naive benchmark. A positive value indicates better
performance than the benchmark, while a negative value indicates worse performance.
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Table 7. Out-of-sample R? for the different forecasting
methods tested by year.

Years Model R2 (%)
Maximum Minimum Maximum Minimum
1997 LGBM OLS 2.02 -1.28
1998 KNN OLS 2.72 —6.50
1999 KNN Lasso 1.21 —0.10
2000 KNN OoLS 243 —3.55
2001 LGBM OLS 6.48 -7.92
2002 KNN OLS 117 —38.81
2003 LGBM OLS 1.21 —7.90
2004 KNN Ridge 1.99 -1.02
2005 RF OLS 11.84 -10.13
2006 LGBM KNN -0.30 -2.98
2007 Lasso OLS 0.02 —233.55
2008 KNN OLS 0.16 -2.40
2009 KNN Ridge 2.29 -1.11
2010 KNN OLS 0.52 —3.65
2011 Ridge Lasso 4.05 —0.07
2012 KNN OLS 1.55 —2.88
2013 LGBM OLS 2.33 —8.34
2014 oLS Lasso 492 —0.69
2015 OLS Lasso 9.24 -0.13
2016 oLS RF 2.94 -1.61
2017 Lasso OoLS 0.01 —5.87
2018 KNN RF 1.70 —1.56
2019 Lasso OoLS —1.80 —14.2
2020 KNN OoLS 0.94 —309.46
2021 LGBM OLS 4.56 —0.45
2022 LGBM Ridge 1.75 —4.74

Notes: Maximum and minimum R%)s and associated models for each of
the 26 years forecasted, from 1997 to 2022. OLS is a linear regression
using Ordinary Least Squares as estimator. Ridge and Lasso are regular-
ized linear regressions using Ridge and Lasso approaches, respectively.
RF is a Random Forest model. KNN is a K-Nearest Neighbor model,
while LGBM refers to Light Gradient-Boosting Machine.

performing method has a positive R}, suggesting
some forecasting ability.

The outperformance of nonparametric over para-
metric approaches is fairly robust throughout the
testing period. More particularly, in 19 out of the 26
sample years, a nonparametric method wins the
forecasting horse race. Interestingly, we observe that
KNN performs relatively well during turbulent peri-
ods such as the start of the COVID pandemic
(2020) and the Global Financial Crisis (2008 and
2009). We tentatively argue that this may reflect
KNN’s ability to adapt quickly to regime shifts and
structural breaks, as it makes no assumptions about
the global structure of the data and instead relies on
local similarity. In contrast, more complex models
like LGBM and RF may rely too strongly on pre-
crisis patterns and fail to recognize when underlying
return drivers change dramatically. The forecasting
process of KNN in these periods may also mirror
investor behavior, as market participants perhaps
rely more on analogical (nearest-neighbor) reason-
ing and less on fundamental valuation during times
of uncertainty.

In a next series of robustness tests, we examine
whether better forecasting performance can be
achieved by focusing on relevant subsets of M&A
deals. We report the detailed results of these robust-
ness tests in the Supplementary Materials for this
paper. We first split the sample into deals paid fully

in cash (All Cash dummy variable equal to one) and
deals involving a portion of stock payment (All
Cash dummy variable equal to zero). The forecast-
ing results for these two subsamples resemble the
pattern of the baseline results: nonparametric meth-
ods exhibit limited forecasting ability, while para-
metric methods show none. Next, we exclude public
targets from the sample and repeat the analysis for
private targets only. The results of this analysis
again align closely with the baseline findings."” The
lack of improvement in the forecastability of
announcement returns for subsets of deals is not
surprising. The reason is that the ML methods we
use are already very apt at implicitly considering
relevant subsets of deals, by creating splits (or tree
branches) based on combinations of relevant
features.

Subsequently, we repeat the baseline analysis with
the addition of a “Completed” dummy variable,
indicating whether a deal was completed (i.e., not
withdrawn). Although investors are unlikely to
know at the time of the deal announcement which
deals will eventually be completed—hence our
decision to exclude this variable from the baseline
analysis—the Completed dummy variable may
nonetheless proxy for investor perceptions of deal
quality or anticipated regulatory opposition. As
shown in the Supplementary Materials, we find that
including this additional variable does not materially
improve the forecasting performance of any of the
approaches. In an unreported in-sample analysis, we
also find no significant effect of the Completed
dummy on the acquirer’s CAR.

While announcement-period returns are by far the
most popular M&A performance metric, with over
90% of relevant studies relying on this measure (Ben-
David et al., 2025), some studies use long-term stock
returns following M&A announcements to capture
M&A performance (Campbell et al., 2024; Loughran
& Vijh, 1997; Rau & Vermaelen, 1998). However, as
several authors have outlined, long-term stock returns
are even more problematic than announcement-
period returns, due to the potential confounding
effects of other corporate events over longer windows,
as well as the technical difficulties involved in meas-
uring long-term abnormal stock price performance
(Andrade et al., 2001; Billett et al., 2011; Malmendier
et al., 2018)."* For completeness, in a final additional
test, we replicate the baseline analysis using acquirer
CAR measured over the extended window from trad-
ing day +2 to trading day +60 following the
announcement. We again present the results in the
Supplementary Materials. We find that only LGBM
and KNN exhibit some forecasting ability, albeit
extremely limited, while the other approaches fail to
outperform historical averages.
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Table 8. Summary of average SHAP values.
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RF KNN LGBM
3 SHAP 37 SHAP 3" SHAP

Feature SHAP >~ SHAP (%) Feature SHAP >~ SHAP (%) Feature SHAP >~ SHAP (%)
Relative Deal Size 0.002  0.002 11.52  Federal Funds Rate  0.002  0.002 8.71  Relative Deal Size 0.003  0.003 2283
Size 0.002  0.004 2233  Size 0.002  0.004 15.88 Size 0.002  0.005 43.20
R&D Intensity 0.001  0.005 29.15  Public Target 0.001  0.005 2171  R&D Intensity 0.001  0.006 54.27
Federal Funds Rate  0.001  0.005 34.16  High Tech Industry  0.001  0.006 26.56  Public Target 0.001  0.007 61.76
Cash 0.001  0.006 38.88 GDP Change 0.001  0.007 30.83 Cash 0.001  0.008 69.12
Deal Size 0.001  0.007 42.98 Risk Sentiment 0.001  0.008 35.00 Deal Size 0.001T  0.009 73.55
Merger Wave 0.001  0.007 47.06 Industry Relatedness 0.001  0.009 39.12  Altman Z 0.000  0.009 76.43
Public Target 0.001  0.008 50.78 Cash 0.001  0.010 4311 All Stock 0.000 0.009 79.01
Dormant Period 0.001  0.009 5437 R&D Intensity 0.001  0.011 47.10  Merger Wave 0.000 0.010 81.43
Risk Sentiment 0.001  0.009 57.59 Merger Wave 0.001  0.011 50.94 Return on Assets 0.000 0.010 83.80
Altman Z 0.000 0.010 60.74 International Target 0.001  0.012 54.70 Risk Sentiment 0.000 0.010 86.11
Free Cash Flow 0.000 0.010 63.87 VIX 0.001  0.013 5831 Leverage 0.000 0.011 88.25
EPU 3C 0.000 0.011 66.90 Winter Deal 0.001 0.014 61.70 Free Cash Flow 0.000 0.011 90.34
VIX 0.000 0.011 69.92  All Cash 0.001  0.015 65.06 Market to Book 0.000 0.011 92.36
Return on Assets 0.000 0.012 7290  Election 0.001  0.015 68.39  Dormant Period 0.000 0.011 94.37
Leverage 0.000 0.012 75.88  All Stock 0.001  0.016 71.66 Federal Funds Rate 0.000 0.012 96.21
Experience 0.000 0.012 78.82 Relative Deal Size 0.001  0.017 7481 Industry Relatedness 0.000 0.012 96.93
Market to Book 0.000 0.013 8149 Leverage 0.001 0.018 77.88 VIX 0.000 0.012 97.62
EPU News 0.000 0.013 84.09 Bankruptcy Risk 0.001  0.018 80.86 EPU 3C 0.000 0.012 98.19
All Stock 0.000 0.014 86.39 EPU3C 0.001  0.019 83.73 High Tech Industry  0.000 0.012 98.70
High Tech Industry  0.000 0.014 88.63 EPU News 0.001  0.019 86.46 GDP Change 0.000 0.012 99.20
Industry Relatedness 0.000 0.014 90.72  Experience 0.001  0.020 89.14  EPU News 0.000 0.012 99.68
GDP Change 0.000 0.015 92.56 Dormant Period 0.000  0.020 91.08 All Cash 0.000 0.012 99.88
International Target 0.000 0.015 94.17  Return on Assets 0.000 0.021 92.73 International Target 0.000 0.012 99.98
All Cash 0.000 0.015 95.48 Free Cash Flow 0.000 0.021 94.38  Experience 0.000 0.012 99.99
Bankruptcy Risk 0.000 0.015 96.60  Friday Deal 0.000 0.022 95.93  Winter Deal 0.000 0.012 100.00
Winter Deal 0.000 0.015 97.60 Percentage Sought 0.000 0.022 96.93  Election 0.000 0.012 100.00
Election 0.000 0.016 98.45 Deal Size 0.000 0.022 97.93  Friday Deal 0.000 0.012 100.00
Percentage Sought 0.000 0.016 99.01  Altman Z 0.000 0.022 98.91  Bankruptcy Risk 0.000 0.012 100.00
Friday Deal 0.000 0.016 99.52  Market to Book 0.000 0.022 99.45 Hostile Deal 0.000 0.012 100.00
Pandemic 0.000 0.016 99.86  Pandemic 0.000 0.022 99.83  Merger of Equals 0.000 0.012 100.00
Hostile Deal 0.000 0.016 99.96  Hostile Deal 0.000  0.022 99.96  Pandemic 0.000 0.012 100.00
Merger of Equals 0.000 0.016 100.00 Merger of Equals 0.000 0.022 100.00 Percentage Sought 0.000 0.012 100.00

Notes: This table presents variable importance for three nonparametric methods, as measured by SHAP values. RF is a Random Forest model. KNN
is a K-Nearest Neighbors model, while LGBM refers to Light Gradient-Boosting Machine. Y SHAP presents the cumulative sum of the SHAP values.

>~ SHAP (%) is the cumulative sum expressed as percentage of Max (> SHAP).

6. Variable importance analysis for acquirer
announcement returns

Having assessed the overall forecasting ability of the
different methods, we next examine the features that
are most important in driving the predicted stock
price reactions. This represents an additional contri-
bution of our paper, as, to the best of our know-
ledge, no prior studies have conducted a variable
importance analysis in the context of out-of-sample
forecasting of acquirer announcement returns.

We use SHAP values to better understand the
importance of each independent variable for the
three models with a positive RS - LGBM, KNN,
and RF. SHAP values are derived from the concept
of Shapley values in cooperative game theory
(Shapley, 1997). In broad terms, the SHAP approach
assesses the marginal contribution of each feature
by calculating the prediction with and without the
variable, and computing the difference between
these two results (Lundberg & Lee, 2017).

SHAP values are widely recognized in the field of
explanatory ML as one of the best methods for
assessing variable importance. SHAP has been
employed in previous research to enhance interpret-
ability across diverse domains, including the fore-
casting of gold prices (Jabeur et al, 2024), sales

volumes of non-fungible tokens (NFT) (Teplova
et al., 2023), and credit scores (Liu et al., 2024).

Table 8 shows the average individual and cumu-
lative SHAP values for the three nonparametric
methods. For LGBM, the best-performing method,
three variables, i.e., Relative Deal Size, (acquirer)
Size, and R&D Intensity, have a cumulative average
SHAP value that is higher than that of all remaining
variables collectively. Whilst there is considerable
overlap between LGBM and RF regarding the most
important variables (both have an identical top
three), KNN’s results are somewhat different,
although the acquirer Size also occupies a second
place for that method, similar to the other two
approaches.

Interestingly, many of the top-ranked variables are
commonly employed as control variables in previous
research on acquirer stock price reactions, rather than
serving as focal variables of interest. Other commonly-
used features such as acquirer Experience, Hostile
Deal, and Merger of Equals, have consistently low
SHAP values across the models.

Table 9 outlines the most important variables
across all testing periods, from 1997 to 2022. We
conclude that the important features identified by
SHAP analysis are remarkably consistent over time.
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Table 9. Most important acquirer CAR[—1,+1] predictor for
three non-parametric models.

Year feature

RF KNN LGBM
1997  Size Winter Deal Size
1998  Size Risk Sentiment Size
1999  Size Cash Size
2000  Size GDP Change Size
2001 Size Risk Sentiment Size
2002  Size Interest Rate Size
2003  Size Interest Rate Size
2004  Experience Size Size
2005  Size Public Target Size
2006 Interest Rate Interest Rate Relative Deal Size
2007  R&D Intensity GDP Change R&D Intensity
2008  R&D Intensity R&D Intensity Relative Deal Size
2009  R&D Intensity Merger Wave R&D Intensity
2010  R&D Intensity Interest Rate R&D Intensity
2011 R&D Intensity International Target Relative Deal Size
2012  R&D Intensity International Target R&D Intensity
2013 R&D Intensity Industry Relatedness  R&D Intensity
2014 EPU 3C GDP Change Relative Deal Size
2015  Relative Deal Size  Relative Deal Size Relative Deal Size
2016  Relative Deal Size  Interest Rate Relative Deal Size
2017  Relative Deal Size Interest Rate Relative Deal Size
2018  Relative Deal Size  Interest Rate Relative Deal Size
2019  Size Risk Sentiment Size
2020  Size VIX Relative Deal Size
2021 Size International Target Relative Deal Size
2022 Size International Target Size

Notes: This table presents the most influential variables in predicting
CAR[—1,4+1] for three nonparametric models, by year, as evaluated by
SHAP values. RF is a Random Forest model. KNN is a K-Nearest
Neighbors model, while LGBM refers to Light Gradient-Boosting
Machine.

7. Summary, practical implications and
avenues for future research

7.1. Summary of findings

M&A transactions can create or destroy value,
sometimes to the tune of billions of US dollars.
Acquirer stock price reactions to M&A announce-
ments have been the focus of many academic stud-
ies and are often mentioned in the business press
alongside other key deal characteristics (Andrade
et al, 2001; Hu et al., 2020; Jaffe et al., 2013; King
et al, 2004; Renneboog & Vansteenkiste, 2019).
However, so far, the literature’s focus has been on
in-sample analysis of the magnitude and cross-
sectional determinants of these returns. We, instead,
address the novel question of whether investor per-
ceptions of M&A deals, as captured by acquirer
stock price reactions to M&A announcements, are
in any way forecastable using pre-announcement,
publicly-available information. We also investigate
which variables are most relevant in predicting these
stock price reactions.

Our sample, constructed using standard screening
criteria (Jaffe et al., 2013; Netter et al., 2011), con-
sists of 9,517 M&A announcements by US public
acquirers between 1992 and 2022. As independent
variables, we use standard acquirer stock price reac-
tion determinants considered by a range of previous
studies (Adra et al., 2020; Becht et al., 2016; Elnahas

& Kim, 2017; Harford & Li, 2007; Ishii & Xuan,
2014; Moeller et al., 2004). We evaluate three para-
metric methods (OLS, Ridge, and Lasso) and three
nonparametric methods (RF, KNN, and LGBM) and
follow state-of-the-art ML methodology for hyper-
parameter selection and cross-validation, making
appropriate adjustments for the intertemporal
nature of our dataset.

Our evidence suggests that the three nonparamet-
ric models have some ability to forecast acquirer
stock price reactions, compared with simply using
average acquirer CAR as a prediction. As expected
given the high noise-to-signal ratio of daily abnor-
mal stock returns, the forecasting power of even the
best-performing method (LGBM) is modest.
However, given the large average market value of
acquirers, a relatively small out-of-sample accuracy
may still yield significantly improved outcomes. We
reiterate that the main contribution of our work
does not lie in improving the forecastability
achieved in previous studies, but rather in address-
ing the question of forecastability of acquirer stock
price reactions—by any method—in and of itself, as
this remains largely unexplored territory.

By contrast, we find that parametric models do
not have any predictive power for acquirer stock
price reactions. Although it is impossible to know
ex ante what models work best for any given predic-
tion problem, theory points to two ex post explana-
tions for the superior performance of nonparametric
methods in our research context. First, nonparamet-
ric approaches are more suited at ignoring irrelevant
independent variables. Given the high noise-to-sig-
nal ratio in abnormal stock returns, we should
expect a low number of relevant features in our
research context, which gives nonparametric
approaches an edge over their parametric counter-
parts (Athey & Imbens, 2019). Second, broadly
speaking, nonparametric approaches are better at
dealing with nonlinear effects of independent varia-
bles and with interaction effects between independ-
ent variables. It is quite plausible that there are
indeed nonlinearities in the impacts of some of the
features, notably size-related covariates, on acquirer
announcement returns. For example, there may be
economies and subsequent diseconomies of scale
associated with M&A deals, leading to a nonlinear
effect of size-related variables on M&A outcomes.

Another interesting and unexpected finding,
which resulted from a SHAP variable importance
analysis, is that only a handful of features are actu-
ally useful for predicting acquirer stock price reac-
tions. Interestingly, most of these variables are
“bread and butter” features commonly used as con-
trol variables in the literature, such as acquirer size
and (relative) deal size. The small number of



variables  consistently deemed important for
prediction purposes opens the possibility for more
parsimonious prediction models for acquirer
announcement returns.

7.2. Practical implications

The key question the reader may be asking is:
Should managers use the present framework to decide
on which M&A deals to pursue? Given the modest
forecastability of acquirer announcement returns
uncovered by our tests, we would not foresee these
forecasts to be the sole driver of M&A decisions.
However, we do hope that our paper will encourage
corporate decision makers, among which managers
and their advisors, to at least consider forecasted
acquirer CAR along with other indicators of deal
suitability (Shi et al., 2017). From anecdotal evi-
dence, we know that the selection of potential M&A
targets consumes substantial corporate resources.
Large publicly-quoted companies typically have a
dedicated target selection team tasked with evaluat-
ing myriad potential target firms each month."
Given the substantial size of M&A deals and the
nontrivial repercussions of engaging in bad deals,
we would argue that even a modest forecastability of
acquirer stock price reactions, as achieved through
the nonparametric models studied in this paper,
may lead to material improvements for various
stakeholders, including not only the managers of the
acquiring firm but also its supply chain partners
and employees. Having some insight into the antici-
pated stock price reactions to an M&A deal may
also be useful for target companies entering the
negotiation process.

Of course, we acknowledge that acquiring-firm
managers may still choose to pursue M&A deals
that are predicted to result in a negative stock price
reaction. Nonetheless, we believe it is valuable for
them to have ex ante knowledge of the likely stock
market reception of a deal. For example, managers
who intend to proceed with a deal that has a nega-
tive forecasted CAR may wish to devote more effort
to providing a comprehensive justification and
quantification of the associated synergies, given that
they have substantial discretion over the level of
synergy detail disclosed to the market (Dutordoir
et al., 2014).

We refrain from making strong claims about the
trading implications of our findings, because our
models estimate acquirer abnormal stock returns
conditional on a given acquirer-target combination
being announced. Since investors are unlikely to
anticipate the exact timing of these announcements,
they cannot directly trade on our forecasts.
Nevertheless, our results are still relevant for
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investors, for the following two reasons. First, equity
investors may wish to better understand the mecha-
nisms driving stock price reactions to M&A
announcements. Our findings show that nonpara-
metric approaches outperform traditional parametric
models, suggesting that market participants incorp-
orate M&A-related information in a nonlinear, non-
parametric fashion. This insight likely extends to
other corporate events, such as seasoned equity
offerings or dividend changes, where empirical stud-
ies still rely largely on in-sample OLS tests.
Incorporating nonlinear specifications or ML meth-
ods may similarly enhance predictive accuracy in
these settings.

Second, prior research documents that bidder—
target combinations can be forecasted to some
extent (Futagami et al, 2021; Rodrigues &
Stevenson, 2013; Song & Walkling, 2000; Tunyi,
2021). If investors can anticipate forthcoming
acquirer—target matches, our acquirer CAR forecasts
could be used ex ante to take long (short) positions
in prospective acquirers with predicted positive
(negative) announcement returns that outweigh
trading costs. Jointly modeling bidder-target combi-
nations and the corresponding
returns is likely to present methodological and
empirical challenges, but may nonetheless be within
the capabilities of sophisticated investors.

announcement

7.3. Limitations and directions for future
research

Our study has some limitations that may inspire
future research. First, by design, we restricted the
set of independent variables to publicly-available
information = from  standard data  sources.
Consequently, our results may represent a lower
bound on the forecastability of acquirer announce-
ment returns. Future research could explore whether
incorporating less accessible variables, such as CEO
narcissism, overconfidence, or political orientation
(Billett & Qian, 2008; Elnahas & Kim, 2017;
Grinstein & Hribar, 2004; Ham et al., 2018),
improves forecasting accuracy. However, a potential
tradeoff is that these nonstandard variables are typ-
ically available only for a subset of firms, which
could reduce the statistical power and generalizabil-
ity of such forecasting tests (Petropoulos et al,
2022).

Second, beyond the acquirer stock returns ana-
lyzed in this paper, investor perceptions of M&A
announcements could also be captured using alter-
native proxies, such as option-implied volatility,
Google search volume, or social media activity
related to the M&A deal. We encourage future
research to examine the forecastability of these
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alternative metrics. Future work could also extend
our analysis to non-US markets and explore differ-
ent forecasting methodologies for predicting
acquirer announcement returns.'®

Finally, we encourage future academic research to
investigate the predictability of stock price reactions
to other major corporate decisions, with an
emphasis on out-of-sample forecasting. Corporate
events such as dividend changes, security offerings,
and divestitures have been extensively examined
using traditional event study methods. Assessing the
out-of-sample forecastability of stock price reactions
to these announcements, and identifying the key
variables driving forecasting performance, would be
a valuable extension.

Notes

1. Source: authors’ calculations based on data from
Securities Data Company (SDC) Platinum.

2. Sources: https://tinyurl.com/myw55hmn and https://
tinyurl.com/2f4w4rcw. For comparison, the US stock
market recorded returns of 0.12% and 0.70% on the
respective announcement dates.

3. We use the terms forecastable and predictable
interchangeably throughout the paper.

4. Although technically the term investor may include
(convertible) bondholders, in this paper we use it as
a synonym for shareholder.

5. Data mining is still possible in out-of-sample
forecasts, although substantially less likely than for
in-sample forecasting (Timmermann, 2018).

6. To gauge Generative Artificial Intelligence’s answer
on why acquiring-firm managers may want to
predict  stock  price  reactions to M&A
announcements, we prompted ChatGPT with the
following question, in March 2025: “Imagine I am a
corporate CEO of a publicly-listed, US company
considering the takeover of company X. Imagine
that someone has developed a tool that can predict
my stock price reaction to the announcement of the
takeover of company X. Why would I want to use
this tool?” ChatGPT’s answer mentioned: “This tool
would provide a strategic advantage in risk
management, deal structuring, and investor
relations—all  critical factors in executing a
successful acquisition.”

7. A comprehensive review of ML applications in asset
pricing is beyond the scope of this article. For
detailed surveys, see Buchanan (2019), Ozbayoglu
et al. (2020), Hoang and Wiegratz (2023), and Ranta
et al. (2023).

8. Eventus performs event studies using stock price
data obtained directly from the CRSP database.

9. Detailed results of all unreported robustness tests
mentioned in the paper are available from the
corresponding author.

10. Similar to other empirical studies, we are
constrained from obtaining additional target-specific
variables by the fact that Compustat only provides
data for public firms. Most importantly, as only 17%
of the targets are listed on a stock market, we
cannot include the takeover premium as an

explanatory variable as this measure is unavailable
for private targets (Officer, 2007).

11. For exposition purposes, we report full descriptive
statistics for the dummy variables, although these
variables are by construction either 0 or 1.

12. KNN considers all independent variables when
forecasting and does not learn which ones are more
relevant for predicting the dependent variable.

13. The sample of public targets, constituting only 17%
of the total sample, is too small for a separate
analysis.

14. Previous papers have also used accounting measures,
post-merger diversification decisions, and subjective
evaluations by corporate managers as alternative
measures for M&A outcomes (Ambrosini et al,
2011; Avetisyan et al., 2020; Meschi & Métais, 2015;
Schoenberg, 2006). As outlined in Bruner (2002),
each of these measures has its own disadvantages.

15. As an illustration, please see https://tinyurl.com/
2s49ewae.

16. We welcome requests from researchers wishing to
replicate or build upon our results. To facilitate
reproducibility, we have deliberately used open-
source software.
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