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An analysis of Artificial Intelligence (AI) 
capability in libraries and archives 

Abdulhalik Pinar1 

Andrew Cox2 

Abstract 
This paper seeks to evaluate the AI capability of libraries and archives using a qualitative content 

analysis of 54 case studies of AI uses published between 2018 and 2024. It is framed by the model of 

AI capability proposed by Mikalef and Gupta3. The findings of the analysis largely confirm the 

model, but suggest that there are many gaps in library and archive AI capability, especially in areas 

such as infrastructure and technical resources, data issues arising from metadata inconsistencies, and  

financial resources. 

Introduction 
Rapid developments in artificial intelligence (AI) especially after the mass availability of generative 

AI from late 2022, have led to many predictions about AI’s potential to have a significant impact on 
sectors from health to finance. A number of authors have written about the potential impact on 

archives and libraries4. Some of these proposed impacts relate to new roles for librarians such as in AI 

literacy training. But impacts also include the application of AI to library services such as for 

metadata creation or other aspects of collection management and content discovery. Of course, while 

there are many potential benefits to using AI, there are also significant barriers, including costs, skills 

shortages, and ethical concerns surrounding this controversial technology. 

In the absence of comprehensive studies of the sector wide adoption of AI in libraries and archives, 

perhaps our best insight into the realities of AI adoption are the many individual published case 

studies in which authors describe applications in a particular library or context. These case studies 

may not offer a comprehensive picture of the adoption of AI, but they do give detail of what specific 

tools are in use and for what purposes they are being used. They also give in-depth insights into the 

considerable challenges faced when adopting these technologies. Mannheimer et al.5 carried out a 

wide ranging review of the same sort of data to explore how AI is being used in libraries and archives, 
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especially in large academic settings. They found that most projects focus on digitized and born 

digital text and images, mainly for tasks like metadata creation and reference support. However, they 

also observed that ethical issues such as privacy, consent, social justice, and accessibility are often 

overlooked, with most discussions focused narrowly on technical performance. The current paper 

extends their work, with a particular interest in the acknowledged challenges libraries have faced in 

AI adoption. 

While not all of the case studies focus we analyse relate directly to cataloguing or classification, the 

central concern of this journal, many contribute to the capabilities that make AI-supported cataloguing 

possible. Tasks such as OCR, entity recognition, and metadata extraction form upstream inputs for 

subject indexing and descriptive cataloguing, especially for digital collections. Other cases illustrate 

broader organisational capacities such as cross-departmental collaboration, data infrastructure, and 

strategic alignment that are essential for implementing AI in cataloguing workflows. Cataloguing does 

not operate in isolation; rather, it depends on an ecosystem of tools, resources, and institutional 

capability. Looking at how AI is used in related areas helps us better understand what makes AI-

supported cataloguing and metadata creation possible in practice. 

As an analytical lens to ground the study, this paper adopts the AI capability model developed by 

Mikalef and Gupta6. This is because the model offers a theoretically robust, comprehensive 

framework that has been widely used across different sectors. This model enables a multidimensional 

analysis of institutional capacity related to AI applications in knowledge organizations. In an 

assessment of the role of AI technologies in libraries and archives, factors such as data infrastructure, 

lack of necessary technical skills, and organizational transformation capacity were identified as the 

main structural needs associated with AI in such institutions7. In this context, the framework provided 

by the Mikalef and Gupta model appears to align with the case studies examined in this study. Other 

models developed to evaluate AI capability also exist; however, most of them are designed for 

specific sectors. For example, in the model developed by Chowdhury et al.8 for the field of human 

resource management, AI capability is addressed through sector-specific organizational goals such as 

employee adoption, workforce transformation, governance, and ethics. The fact that this framework is 

shaped by the internal dynamics of a particular sector limits its direct applicability to different 

organizational structures. In contrast, the Mikalef and Gupta model focuses on more general 

organizational resources such as data infrastructure, technical and human skills, and organizational 

transformation capacity without being confined to a specific sectoral context, making it more easily 

adaptable to a variety of settings, including knowledge organisations. 

Alternatively, AI maturity models and readiness models were also considered, but they were found to 

be of quite limited use given the aim of this study. For example, the maturity model developed by 

Schumacher, Erol, and Sihn9 aims to position institutions along a continuum of stages from initial to 

advanced levels of AI implementation. The applicability of such models requires a broad dataset that 

includes institutions at different stages of development; however, the cases examined in this study 

consist of institutions that have already implemented AI. Similarly, readiness models are designed for 

evaluating institutions that have not yet adopted AI, and are therefore not suitable for analysing 
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institutions already engaged in active use. In a review conducted within the field of library and 

information science, 12 different maturity models were analysed; however, the vast majority of these 

models were found to focus on areas such as digital preservation, digital libraries, or research data 

management, and are not directly related to AI capability10. For these reasons, the Mikalef and Gupta 

model offers a more appropriate framework for the aim of evaluating institutional capacity in this 

study. 

 This model is useful because it proposes a generalised framework of the resources needed for 

effective AI implementation, dividing them into three main categories: tangible resources, human 

skills and intangible resources. The model can help us think systematically about the resources library 

and archive case study authors refer to. Validating, or extending the model for the library and archive 

context, would be a useful contribution for future research and practice in our field. Based on this 

capability model, our study aimed, therefore, to answer the following four research questions: 

1. What uses of AI are being made by libraries and archives? 

2. What issues and barriers to the effective use of AI are discussed? 

3. Do libraries have AI capability and in what areas do they lack the necessary resources? 

4. Does the AI capability model of Mikalef and Gupta11 predict the key aspects of capability in a 

library and archive context or are there other types of resource needed? 

To answer these research questions, a qualitative content analysis was conducted of 54 case studies of 

AI applications published between 2018 and 2024, drawn from peer-reviewed journals, academic book 

chapters, conference proceedings, and some grey literature. Each case study was systematically 

reviewed to identify the type of institution, AI tools used, purposes, and challenges encountered.  

Literature review 
While the literature lacks comprehensive surveys of AI use in the library and archive sector 

internationally, there have been several surveys of librarians’ readiness and attitudes to AI which may 
give us some insights into library and archive capabilities. Survey results suggest that cataloguing and 

metadata creation represent primary areas for AI application within libraries. Huang12, for example, 

drawing on responses from 472 academic librarians in Taiwan, identified classification and subject 

indexing as key tasks for AI use. Lund et al.13’s survey data also suggests that applications in search 

and cataloguing are likely. Its use in operational efficiency and workflow automation is often 

mentioned too14. Library chatbots have also been seen as promising areas of development in studies15. 

AI is often portrayed as having the potential to significantly enhance library services, yet its adoption 

is often hindered by limited technical knowledge among librarians and inadequate technological 

infrastructure. These barriers are consistently identified across a range of studies from different 
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regions. A common finding is that many librarians feel unprepared to work with AI technologies or 

resolve related issues, which highlights a pressing need for professional development and institutional 

support16. Even in well resourced research libraries, uncertainty and hesitation persist due to 

unfamiliarity with AI tools and concerns around responsible implementation17. In Global South 

countries, these challenges are compounded by structural limitations; for example, outdated systems, 

poor internet connectivity, and lack of funding are recurrent issues18. Regional studies further 

emphasize that infrastructure-related barriers are particularly severe in parts of Southeast Asia, where 

underdeveloped systems and bureaucratic obstacles often delay progress19. 

Financial limitations also present significant challenges for libraries trying to adopt AI according to 

surveys of librarians. Many libraries find the initial costs for AI technologies including specialized 

equipment, software licenses, and ongoing maintenance too high, especially given tight budgets20. 

This problem is even more pronounced in libraries from Global South countries, where limited 

financial resources restrict their ability to invest in necessary infrastructure or staff training for 

effective AI adoption21. 

Another area of challenge is the difficulty of managing data when adopting AI technologies. Issues 

such as inconsistent metadata, lack of standardized data structures, and limited interoperability 

between systems complicate the effective use of AI tools and increase the workload for library staff22. 
Additionally, inaccuracies from AI-driven digitization, especially in texts extracted from older or 

damaged documents, often require significant manual corrections, reducing the benefits of 

automation23. Another common challenge is the lack of standardized vocabularies and data structures, 

which prevents AI systems from working efficiently and reliably, further increasing the workload on 

librarians24. 

Ethical issues also strongly influence libraries' decisions about adopting AI. Librarians often express 

worries about protecting users' privacy, especially when AI tools handle sensitive personal data or 
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track user behaviour25. There is also widespread concern about potential biases in AI algorithms, 

which could lead to misinformation or unfair outcomes, causing hesitation in fully trusting AI-

generated information26. 

Human factors, particularly resistance from library staff, significantly affect AI adoption. Librarians 

often express scepticism or anxiety toward adopting new technologies, fearing changes to their daily 

work routines or possible replacement of their roles by AI tools27. This resistance is often linked to 

uncertainty about AI’s reliability, concerns over increased workloads during initial implementation, 
and general discomfort with rapidly evolving technologies28. Additionally, librarians frequently 

express anxiety about the risk of job losses and changes to traditional roles, particularly in cataloguing 

and reference work, as AI tools become more prevalent29. 

Libraries also appear to face challenges related to strategic direction and institutional support when 

adopting AI. Librarians frequently report confusion or uncertainty due to a lack of clear guidelines, 

strategies, or support from library management30. Without well-defined strategies or institutional 

backing, librarians struggle to integrate AI effectively into their services, leading to partial or 

unsuccessful implementations31.  

AI Capability 

Mikalef and Gupta32’s AI Capability Model is a framework identifying the resources needed for AI 

split across three types: tangible resources, human skills, and intangible resources. The authors 

identify three sets of tangible resources, namely: data, technology and basic resources. As regards 

data, they suggest that AI requires high-quality, structured, and unstructured data at appropriate 

granularity, integrated from internal and external sources. The model emphasizes data accessibility, 

cleansing, and secure storage. Technology resources consist of hardware (e.g., GPUs, scalable 

storage) and software (e.g., machine learning platforms, Natural language processing tools) to process 

data and run AI algorithms. Investments in parallel computing and cloud-based AI services (e.g., APIs 

for vision or speech recognition) are seen as critical. Basic Resources include financial resources and 
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time to dedicate to AI projects, including funding for experimentation, staffing, and long-term 

development. 

The second set of resources, human skills, are of two types, namely technical skills and business 

skills. Not surprisingly they consider technical skills as important: they imply proficiency in AI 

techniques (e.g., machine learning, deep learning) and data science (e.g., data analysis, algorithm 

development). But the authors also give emphasis to business skills: such as the leadership abilities to 

align AI with organizational goals, identify use cases, manage cross-functional teams, and 

communicate AI’s value to stakeholders. 

The final set of resources required for AI capability according to Mikalef and Gupta33 are intangible 

resources. These are organizational traits that enable AI adoption. Again there are three components. 

Inter-departmental coordination is about aligning work across teams in AI projects to organizational 

priorities. Organizational change capacity is about having the agility to adapt workflows, policies, and 

cultures to integrate AI. Finally risk proclivity is the willingness to pursue high-risk, high-reward AI 

initiatives. 

The model has an inherent plausibility, and it was decided to adopt it as a framework to reflect on the 

analysis. Conceptually, the model is grounded in the Resource-Based View (RBV) of the firm, which 

argues that organizations can gain a competitive advantage by effectively using resources that are 

valuable, rare, difficult to imitate, and non-substitutable34. Although RBV has been widely applied to 

understand how internal capabilities lead to superior performance, recent work has highlighted its 

limitations. For example, Zahra35 points out that RBV often assumes stable access to resources and 

clear strategic rationality, but firms especially those in uncertain or resource constrained environments 

where organisations must constantly adapt, experiment, and exercise judgment in how they manage 

and recombine what they have. Freeman et al.36 take this further, arguing that RBV tends to overlook 

the role of values, ethics, and stakeholder relationships in shaping what is seen as valuable. They 

suggest that long-term, trust-based stakeholder relationships are not just context for strategy but are 

strategic resources. Similarly, while Barney et al.37 do not explicitly focus on ethical or normative 

dimensions, they do stress that firms rely on contributions from a wide range of stakeholders and that 

understanding value creation means looking beyond shareholders alone. Adding to this discussion, 

Moderno et al.38 argue that AI and robotic process automation capabilities challenge the static 

assumptions of classical RBV, requiring organizations to integrate cultural alignment, organizational 

learning, and flexible resource recombination into their strategic models. These newer perspectives 

are especially relevant in public and memory institutions such as libraries and archives, where AI 

adoption is not just about efficiency or performance but also about alignment with institutional 

purpose, trustworthiness, and long term public value. Our use of the AI capability model builds on 

this expanded understanding of RBV, recognizing that in these settings, culture, transparency, and 

responsibility are not separate from strategy they are part of what enables it. 
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Method 
This study is based on a qualitative content analysis applied to case studies of the use of artificial 

intelligence (AI) in libraries and archives. The case studies were identified through searches in 

databases including LISA (Library and Information Science Abstracts), LISTA (Library, Information 

Science & Technology Abstracts), Scopus, and Google Scholar. Searches were conducted using a 

combination of keywords: “artificial intelligence, AI, natural language processing” AND “libraries, 
archives, metadata, automated indexing”. Only case studies published in English were included, as the 

study aimed to capture internationally accessible literature. 

To be included, the case studies needed to: 

● Be presented in peer-reviewed journal articles, academic book chapters, conference 

proceedings, or institutional reports; 

● Involve the use of AI tools or techniques in a library or archive context; 

● Provide enough information about the purpose, application, and challenges of the AI use to 

shed light on our research questions. 

A total of 54 case studies published between 2018 and 2024 were identified (See Figure 1 and 

appendix 1). There has been considerable debate about AI in the last few years and many conferences 

where case studies have been presented (such as the Fantastic Futures conference series) but it was 

decided to focus on work published as full papers where sufficient detail is given for planned analysis.  

 

Figure 1: Distribution of case studies by years 

Each case study was reviewed to understand how AI is being used across different types of 

institutions. We noted the type of library or archive, when the AI project was implemented, what kind 

of tools were used, and the main goals of the projects and the challenges that were mentioned. 

The breakdown of institutions included in the study is as follows: 

● Academic Libraries: 34 

● National Libraries: 17 



● Public Libraries: 2 

● National Archives: 1 

The validity of the findings of this study is limited due to the relatively small number of available 

published case studies. More fundamentally what is published is unlikely to represent the full range of 

activity. Only a minority of practitioners are motivated to publish their results in peer reviewed/ 

extended form. In addition, it is far more likely to publish results of complex projects that are deemed 

to be “innovative” than to describe practices that have become widely accepted. So the reader should 
not take the findings to represent the full range of what is happening, but they do offer in-depth 

insights into that can be usefully summarised in the context of our interest in confirming the AI 

capability model put forward by Mikalef and Gupta39. 

Findings 
This review of 54 case studies published between 2018 and 2024 shows how libraries and archives 

have approached the use of artificial intelligence (AI) over time. In the earlier years (2018–2020), 

projects mainly focused on foundational technologies like Optical Character Recognition (OCR), 

basic machine learning models, and rule-based metadata tools. These were used to support digitization 

and to manage large volumes of text and scanned documents. Around 2021, there was a noticeable 

shift in interest in more advanced tools, especially transformer-based models such as  Bidirectional 

Encoder Representations from Transformers (BERT). These were applied to tasks such as improving 

metadata quality and handling multilingual content. However, this interest did not expand much 

further with only a few projects in 2022 through 2024 continued down that path. So, while some 

experimentation with these models occurred, they did not become a dominant trend. By 2024, 

publications focusing on foundational tools like OCR and basic Natural Language Processing (NLP) 

declined. This does not necessarily mean those tools were no longer in use, it may simply reflect a 

shift in what researchers chose to write about. Instead, the focus in 2024 appears to have turned 

toward broader applications, such as using AI to support user interaction, digital literacy, and 

integration into public-facing services. For instance, some projects explored large language models 

(LLMs) for classification, while others used AI in educational tools or chat based interfaces. 

Most Used Artificial Intelligence Tools in Libraries and Archives 

The rate of publication of papers about AI suggests that its adoption in libraries and archives is 

expanding, with many different applications ranging from text processing and visual data analysis to 

automatic classification and user interaction. The following overview highlights the AI tools most 

frequently used across analysed case studies.  Figure 2 summarizes the frequency with which different 

categories of AI techniques, such as natural language processing, machine learning, and speech and 

vision, were referenced across the 54 case studies. These categories were derived from a manual 

review of each project, capturing whether a specific technique was substantively applied. 

Text Processing and Metadata Enrichment is one important type of tool. Transformer-based models 

such as BERT and its derivatives (9 cases) are increasingly utilized for text understanding, metadata 

enrichment, and classification. For instance, the University of Illinois applied BERT to improve 

quality control for historical text digitization, enhancing the accuracy of metadata tagging40. Authors 
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from the National Library of Sweden describe the use of a customized KB-BERT model for 

multilingual metadata consistency41. 

Optical Character Recognition technologies (8 cases) play a critical role in digitizing historical 

documents and extracting textual content. Notably, the National Library of Finland implemented 

Tesseract OCR for 19th-century manuscripts, significantly improving character recognition 

accuracy42. The HathiTrust Digital Library similarly describes the employment of OCR for 

multilingual document processing, enhancing resource accessibility43. Natural Language Processing 

(NLP) (7 cases) facilitates automated metadata generation and text classification, as exemplified by 

the German National Library's optimized metadata workflows through NLP-based models, 

significantly increasing cataloguing efficiency44. 

Computer vision technologies (6 cases) support image-based metadata enrichment and cataloguing. 

Stanford University utilizes the Faster R-CNN model for automated cataloguing of artworks, 

significantly improving discoverability for researchers45. 

General Machine Learning techniques (6 cases) assist in classifying and managing large datasets. For 

example, the National Library of Norway has effectively automated its Dewey Decimal Classification 

workflows using machine learning algorithms46. 

Tesseract OCR (4 cases) is specifically effective in digitizing handwritten documents. Carnegie 

Mellon University Libraries enhanced archival workflows by integrating Tesseract OCR to digitize 

handwritten manuscripts47. 

AI-driven chatbots (4 cases) have become integral for user interaction and information retrieval. The 

University of Delaware Libraries, for instance, uses AI chatbots to streamline resource access and 

enhance user engagement48. 

Several specialized AI tools have also been implemented for specific archival needs. Annif (3 cases) 

is widely used for automatic subject indexing, and Transkribus (2 cases) demonstrates effectiveness in 

handwriting recognition49. Additionally, the Kratt tool (1 case) has been adopted by the National 

Library of Estonia for AI-driven metadata enrichment50. 
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Large Language Models (LLMs) (1 case) are emerging as tools for dynamic metadata generation, 

with institutions like the German National Library exploring their potential in automating 

classification and enhancing retrieval processes51. 

 

      

Figure 2: AI Tools in use 

For analysis we used the AI family tree model created by Wheatley and Hervieux52 as a guiding 

framework for organizing the different types of AI technologies we encountered. Originally developed 

for their library workshops on AI literacy, it groups tools like natural language processing, machine 

learning, and speech and vision into clear, visual clusters. In our study, we observed that Natural 

Language Processing (NLP) was the most frequently utilized AI category, appearing in 54 cases across 

the reviewed projects. This reflects the widespread adoption of language-focused tools such as BERT, 

chatbots, and subject indexing systems like Annif and Kratt technologies often used to support metadata 

enrichment, automated classification, and user interaction. Machine Learning (ML) followed with 38 

instances, underpinning many foundational and functional components of library AI systems, including 

classification algorithms and the architecture of large language models. We also grouped tools related 

to Speech and Vision such as OCR (e.g., Tesseract), handwriting recognition (e.g., Transkribus), and 

speech-to-text systems under a unified category, which appeared in 35 cases. 

Purposes of use 

Our second analysis was of the purposes to which AI was being put. Again we endeavoured to place 

each case study in a single category. A significant proportion of the case studies prioritized Metadata 

Creation, Enrichment, and Indexing (15 cases, 28%). AI technologies, particularly transformer-based 
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NLP models like BERT, were commonly deployed to automate and enhance metadata quality. For 

instance, the National Library of Estonia successfully automated subject indexing and metadata 

generation for historical records through their AI-powered tool, Kratt, significantly improving 

operational efficiency53. 

An equally significant objective was digitization and operational automation (15 cases, 28%), 

primarily leveraging optical character recognition (OCR). Tools like Tesseract OCR have been widely 

employed, although challenges related to OCR quality and integration with existing legacy systems 

frequently surfaced54.      

Increasing Access to Collections (11 cases, 20%) was also a key goal, facilitated by AI-driven tools 

such as chatbots and computer vision models. While chatbots were referenced in isolated examples, 

they did not represent a widespread or analytically prominent trend across the dataset. For example, 

Hangzhou Public Library implemented AI chatbots to streamline user interaction and support, 

significantly easing demands on traditional reference services55. Similarly, the Frick Art Reference 

Library utilized computer vision technology to enhance discoverability within digitized collections, 

making resources more accessible to researchers56. 

Several institutions utilized AI specifically for collection analysis and to enhance research support 

capabilities (10 cases, 19%). Carnegie Mellon University Libraries' CAMPI —an AI-driven tool that 

supports metadata generation using computer vision— initiative is notable, employing computer 

vision to cluster and analyse visual archives, which significantly streamlined research processes57. 

A smaller subset of case studies focused specifically on gaining deeper insights from datasets, 

highlighting AI’s potential to analyse patterns, trends, and relationships within archival materials, 
although these cases were fewer and indicated a niche but growing interest (3 cases, 5%). 

Overall, these findings suggest a clear trend toward more sophisticated and ethically informed AI 

applications, moving beyond foundational tasks to strategic initiatives that align closely with broader 

institutional goals and user needs. 

Challenges  

The analysis of 54 case studies reveals a range of recurring challenges in applying AI within library 

and archive environments. Unlike the previous two analyses the case studies usually mentioned 

multiple aspects, so as many categories as appeared were included, rather than picking a single 

category. As shown in Figure 3, the most frequently mentioned were financial, data management, and 

ethical challenges, followed by technical, integration, metadata-related, and resource management 

issues.  
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Figure 3: Frequency of challenges mentioned 

Financial Challenges (38 out of 54 cases, 70%) 

It seems from the case studies that financial constraints represent a significant barrier to successfully 

implementing and sustaining AI solutions in libraries and archives. The main financial concerns 

identified were high initial investment costs, unpredictable ongoing maintenance expenses, and 

limited institutional funding, which collectively threaten the sustainability and long-term viability of 

AI initiatives. High initial investment costs frequently prevent institutions from initiating or fully 

implementing AI projects. For example, Stanford University’s Global Currents project faced 
substantial computational bottlenecks due to inadequate GPU (Graphics Processing Unit) resources, 

requiring significant upfront investment in specialized hardware and computing infrastructure to 

resolve58. 

Unpredictable ongoing maintenance expenses also create substantial obstacles, often causing projects 

to fail after initial success. San Jose State University Library suspended its AI-enabled chatbot despite 

promising early results, primarily due to mounting and unanticipated operational costs associated with 

the continued maintenance and upgrades59. 

Even when initial investment and ongoing maintenance are feasible, limited institutional funding 

structures create financial uncertainties. The National Library of Finland initially adopted the 

proprietary ABBYY FineReader for digitizing historical documents but later shifted to open-source 

Tesseract due to licensing expenses. However, this switch introduced significant hidden costs, 

 
58 Coleman, ‘Computer Vision and Cultural Heritage Case Study 2’. 
59 Ehrenpreis and DeLooper, ‘Implementing a Chatbot on a Library Website’. 



particularly manual post-correction efforts, underscoring that even "free" AI solutions require 

adequate, sustainable financial support60. 

Financial sustainability remains a persistent challenge even for relatively well-funded institutions. The 

National Archives (UK) emphasized difficulties maintaining digital infrastructure capable of 

supporting large-scale AI-driven archival processing, despite receiving substantial public funding61. 

Similarly, institutions involved in the AEOLIAN project noted that externally funded pilot projects 

required robust long-term financial strategies to transition effectively into sustainable operational 

workflows62. 

Finally, it is important to note that it seemed that financial constraints disproportionately impact 

institutions in the Global South, highlighting and deepening the digital divide. For example, the 

University of Kalyani faced considerable difficulties securing sufficient funds to launch and sustain 

AI-based subject indexing systems and encountered significant problems retaining skilled personnel 

due to limited ability to offer competitive salaries and infrastructure support63. 

These examples collectively demonstrate how financial barriers—ranging from high upfront costs and 

ongoing maintenance unpredictability to restricted institutional funding—significantly affect the 

implementation, operational continuity, and scalability of AI projects across libraries and archives. 

Data Management Challenges (37 out of 54 cases, 69%) 

Data management emerged as one of the most prevalent and multifaceted challenges in AI 

implementation across libraries and archives. Key issues frequently identified in the papers include 

metadata inconsistencies, data sparsity, heterogeneity of datasets, and the varying quality of OCR 

outputs. These problems significantly affect machine learning model training, integration of data, and 

the usability of digital archives. 

Metadata inconsistencies were a prominent and recurring challenge. The EyCon project, focused on 

early conflict photography and visual AI, reported significant issues with outdated metadata, 

inconsistent archival practices across institutions, and insufficient contextual information, particularly 

problematic in collections of sensitive historical content64. Similarly, the Frick Art Reference Library 

encountered substantial barriers due to sparse and semantically outdated metadata, which impeded the 

effectiveness of automated classification processes, necessitating extensive manual curation to avoid 

misclassifications65. 

Challenges related to metadata standardization and enrichment at scale further limited AI 

effectiveness. The CAMPI initiative (Computer-Aided Metadata Generation for Photo Archives) 

struggled specifically with the integration of AI-driven object detection into archival metadata 

workflows. They identified that inconsistent metadata structures across collections significantly 
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constrained the automation success, highlighting a broader issue of lacking uniform standards across 

archival datasets66. 

OCR output quality posed an ongoing obstacle, limiting data usability for AI training and application. 

The National Library of Finland emphasized that OCR-generated errors introduced substantial noise 

into datasets, particularly affecting historical documents in varying conditions. These inaccuracies 

complicated downstream AI tasks and reduced overall reliability67. HathiTrust Digital Library faced 

similar difficulties, noting that inconsistent OCR quality across document types severely hampered 

character recognition accuracy and the effectiveness of text analysis68. 

Data sparsity was also frequently cited as a significant limitation. Stanford University’s Global 
Currents project reported challenges with training computer vision models due to limited and uneven 

datasets, resulting in poor performance and increased computational requirements69. These constraints 

not only demand high-quality data but also entail substantial additional manual labelling and dataset 

correction efforts. 

The heterogeneity of datasets further complicated effective data management and AI implementation. 

The University of Kalyani encountered substantial difficulties in managing and standardizing diverse 

bibliographic records when training a semi-automated subject indexing system. Inconsistent metadata 

structures across their records adversely affected indexing accuracy and performance, highlighting 

how data heterogeneity compounds challenges in resource-limited contexts70. Similarly, the 

AEOLIAN project noted that variations in archival record organization, absence of standardized 

vocabularies, and a lack of consistently context-rich metadata undermined the accuracy and 

integration of AI-based classification tools71. 

Collectively, these examples demonstrate how metadata inconsistencies, limited standardization, OCR 

quality issues, data sparsity, and heterogeneity of datasets significantly hinder AI adoption and 

operational success within library and archive environments. 

Ethical Challenges (36 out of 54 cases, 67%) 

As libraries and archives increasingly adopt artificial intelligence (AI), ethical concerns surrounding 

these technologies have become as significant as their technical and operational challenges. The key 

ethical issues identified in the analysis include algorithmic bias, lack of transparency, risks of 

decontextualization, and the limitations of current AI systems that necessitate extensive human 

intervention, restricting fully automated processes. These challenges become particularly critical 

when applying AI tools to sensitive or collections about historically marginalized communities. 

Algorithmic Bias and Historical Inaccuracy 

Algorithmic bias, particularly arising from historically skewed or incomplete datasets, is a major 

ethical concern. The Library of Congress’s Newspaper Navigator project, for instance, highlighted 
those inaccuracies in OCR and biases within training data led to the misclassification and distortion of 

historical content, negatively affecting representation of marginalized or underrepresented 
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communities72. Similarly, the Smithsonian Institution reported challenges related to culturally biased 

metadata generated by AI. When applied to global cultural collections, these biases reinforced 

Western-centric perspectives and led to misleading interpretations or mislabelling of non-Western 

materials73. 

Limitations of AI and Need for Extensive Human Intervention 

Current AI systems frequently lack the capability to accurately interpret complex semantic contexts 

without extensive human oversight, significantly limiting their autonomous operation. The University 

of Ottawa emphasized the necessity of integrating domain expertise into AI workflows, noting that 

AI-generated metadata often suffered from semantic errors and contextual misunderstandings unless 

closely supervised by human experts74. A project at Carnegie Mellon University Libraries also 

demonstrated these limitations, revealing that AI-driven metadata generation tools consistently failed 

to fully capture document context, particularly in historical collections. The system frequently 

produced overly generic or misleading labels, requiring extensive human correction and validation75.  

Decontextualization Risks in AI-Driven Digitization 

Another significant ethical concern involves the potential decontextualization of archival materials by 

AI systems, especially with documents related to sensitive historical events involving colonialism, 

violence, or trauma. The National Archives (UK) identified that their AI-assisted sensitivity review 

tools often failed to preserve contextual integrity, resulting in misrepresentations or overly simplified 

historical narratives76. The EyCon Project similarly reported significant challenges arising from 

applying generalized vocabularies to culturally specific imagery. The use of universalized terms led to 

classification errors, loss of original contextual meaning, and increased risk of marginalizing already 

underrepresented cultural perspectives77. 

Technical Challenges (35 out of 54 cases, 65%) 

The use of artificial intelligence (AI) in libraries and archives faces substantial technical barriers, 

primarily related to computational demands, limitations of existing algorithms, OCR performance 

issues, and the complexity of configuring advanced AI tools. These technical difficulties often delay 

project implementation, negatively impact AI model accuracy, and significantly increase workload 

demands for technical and archival staff. 

Computational resource limitations were frequently cited in the case studies. The Stanford Global 

Currents project, which applied computer vision techniques to medieval manuscripts, specifically 

highlighted insufficient GPU resources and data sparsity as significant technical constraints. These 

limitations directly impacted AI model performance, accuracy, and scalability78. Similarly, the 

University of Basel encountered considerable challenges optimizing classification algorithms due to 
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limited computational capacity, particularly when dealing with extensive, high-resolution image 

datasets79. 

The complexity of configuring and operating AI tools presents another prominent technical challenge. 

The University of Kalyani reported significant difficulty managing multiple backend algorithms for 

their automated subject indexing tool, Annif. The configuration required advanced technical skills, 

stable computing environments, and sophisticated data pipeline management, presenting substantial 

technical barriers in resource-constrained settings80. 

OCR technology limitations represent another significant technical barrier, particularly for degraded 

or non-standard historical documents. The National Library of Finland transitioned from proprietary 

OCR software to open-source Tesseract primarily due to budget constraints, yet they continued 

encountering substantial technical difficulties related to accuracy, dialect variations, and formatting 

inconsistencies in historical texts81. Similarly, Dias and Lopes82 found that despite using advanced 

preprocessing techniques (such as adaptive thresholding and morphological filtering), OCR output 

quality significantly varied depending on document condition and type. Their research emphasized 

that enhancing OCR accuracy requires not only better software selection but also extensive iterative 

preprocessing and parameter tuning processes demanding substantial technical expertise. 

Algorithmic complexities and inconsistencies in performance also represent persistent technical 

obstacles. The Library of Congress found BERT-based models unreliable in consistently classifying 

complex historical documents, particularly in tasks requiring nuanced contextual understanding. This 

necessitated ongoing manual correction and technical recalibration of models83. The University of 

Ottawa similarly reported technical difficulties when natural language processing (NLP) tools failed 

to align semantically with curated taxonomies, diminishing metadata accuracy and requiring frequent 

recalibration efforts84. 

Finally, these technical challenges become increasingly complicated when institutions deploy multiple 

AI technologies simultaneously—such as OCR, NLP, and image classification—within large-scale 

digitization projects. The compounded complexity significantly increases technical burdens, 

computational requirements, and the overall demands on institutional technical expertise and 

infrastructure. 

Integration Challenges (29 out of 54 cases, 54%) 

Integrating artificial intelligence (AI) into library and archival environments frequently encounters 

difficulties related to legacy infrastructures, rigid workflows, institutional adaptability, and 

complexities in embedding AI into public-facing services. In the case studies, many institutions find 

that while AI tools promise transformative benefits, effectively integrating these tools into existing 

operational systems remains complex and resource-intensive. 
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One primary integration issue involves compatibility with existing library and archival infrastructures. 

The University of Nebraska, for example, experienced significant technical difficulties in harmonizing 

AI-driven workflows with legacy archival systems, resulting in isolated and non-scalable 

implementations85. Similarly, the British Library, collaborating with the Alan Turing Institute, faced 

major challenges in embedding tools like Transkribus and BERT-based models due to non-

standardized data structures and inadequate API compatibility86. 

Even when technically feasible, integrating AI solutions often disrupts existing institutional 

workflows. The University of Saskatchewan reported that their adoption of NLP tools initially led to 

productivity declines due to necessary workflow adaptations and extensive staff retraining87. 

Additionally, the Frick Art Reference Library found integrating automated image classification into 

curatorial workflows challenging, primarily due to differing interpretative frameworks between 

human expertise and AI-driven outputs88. 

Furthermore, institutions frequently encountered difficulties integrating AI tools into user-facing 

services. For instance, Ryerson University Library reported low adoption rates for its AI-powered 

chatbot due to user skepticism, limited awareness, and discomfort with automated tools89. Likewise, 

the University of Toronto Libraries noted slow uptake of AI-driven recommendation systems, 

primarily due to trust issues and perceived opacity in algorithmic decision-making processes90. 

Metadata Inconsistency and Interoperability Barriers (25 out of 54 

cases, 46%) 

Inconsistent metadata standards and interoperability problems represent significant barriers in AI 

implementation, severely constraining automation and effectiveness in some of the case studies. The 

German National Library experienced substantial difficulties applying AI-based classification systems 

across multiple datasets with differing metadata schemas, necessitating extensive manual 

interventions91. The EyCon Project similarly identified significant issues when applying universalized 

vocabularies and ontologies to culturally specific image archives. This mismatch led to 

overclassification, misrepresentation, and loss of original contextual meaning92. Additionally, the 

CAMPI initiative (Computer-Aided Metadata Generation for Photo Archives) reported that existing 

metadata inconsistencies across collections significantly limited their success in integrating automated 

image analysis tools93. 

Resource Management Challenges (21 out of 54 cases, 39%) 

Resource management issues—including shortages in skilled personnel, institutional preparedness, 

and sustainable infrastructure—present substantial challenges to successful AI implementation in 
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libraries and archives. These barriers significantly affect project viability, operational continuity, and 

scalability. 

A major issue is the shortage of trained personnel equipped with both technical and archival 

knowledge. The University of Kalyani highlighted significant staffing shortages in data science and 

AI system management, limiting their ability to scale semi-automated subject indexing systems 

effectively94. Similarly, the National Archives (UK) noted additional operational burdens as staff were 

required to acquire new technical skills beyond their traditional archival roles, creating significant 

strain95. 

Sustaining AI-driven projects beyond initial phases proved consistently challenging in the case 

studies. San Jose State University Library, for instance, discontinued a promising AI chatbot due to 

escalating resource demands for technical maintenance and upgrades, highlighting broader 

sustainability concerns96. Similarly, North-West University’s experimentation with humanoid robotics 
for library services demonstrated initial technical feasibility but was eventually discontinued due to 

the high complexity and costs of maintaining the necessary infrastructure97. 

Additionally, inadequate organizational infrastructure significantly restricts effective AI deployment 

and scaling. The AEOLIAN project found that cultural institutions often lacked critical digital 

infrastructure such as cloud storage, adequate computing environments, and version control systems 

required to effectively operate and scale AI-driven solutions98. Institutions also frequently experienced 

unclear governance roles and misalignments between IT departments and digital transformation units, 

resulting in operational delays and duplicated efforts. 

Collectively, these resource management challenges underline the need for strategic institutional 

investments, targeted training, and improved organizational structures to effectively support sustained 

AI adoption in library and archival contexts. 

Discussion 
In this section it is considered how far 1) our analysis of the case studies confirm the AI capability 

model99 and 2) whether libraries and archives do have AI capability. First let us consider tangible 

resources, which is said to consist of data, infrastructure and financial resources. In all three 

dimensions these did seem central to the case studies. As regards data, libraries and archives possess 

specialized, historical, and culturally significant datasets (such as texts and historical images). It is the 

enhanced use of these that is central to their AI implementation efforts. This strongly aligns with the 

capability model’s emphasis on data as foundational for successful AI implementation. Equally issues 
such as OCR inaccuracies and other data-related problems reported underscore the necessity of 

structured, high-quality data100, but do point to some areas of weakness in libraries’ AI capability. 

As regards the second aspect, the case studies’ focus on infrastructure confirms the importance of this 
resource. However, the extent to which institutions possess strong AI infrastructure varies 
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significantly, with some demonstrating advanced AI capabilities while others rely on external services 

or remain in developmental phases. The National Library of Sweden, for instance, has developed 

advanced NLP models like KB-BERT and BERTopic, indicating a strong capability in text 

processing101. However, whether its infrastructure extends to broader AI applications remains unclear. 

KBR Belgium, on the other hand, effectively utilizes cloud-based AI solutions such as Microsoft 

Power Automate and AI Builder, demonstrating successful AI adoption but not necessarily indicating 

a standalone, high-performance AI infrastructure102. Meanwhile, Estonia’s Kratt project remains in an 
experimental stage, illustrating AI potential but not yet reflecting a fully developed or integrated AI 

capability103. These examples highlight that while AI is actively employed across institutions, it is 

difficult to generalize that all of them possess a robust AI infrastructure as defined by the AI 

capability model. 

Mikalef and Gupta104’s model emphasizes the need for financial resources. Again, financial resources 
were often seen as a constraint on what libraries could achieve, confirming the importance of this 

factor. The case studies indicate significant disparities between institutions in the Global North and 

Global South, reflecting socio-economic constraints effect AI use in poorer countries105. 

The second type of resource the capability model says is needed for AI capability are human skills, 

consisting of technical and business skills. The case studies appear to confirm this as an important 

aspect. AI applications in libraries require significant technical expertise, particularly in initial 

training, evaluation, and fine-tuning of models. This reliance is highlighted by the fact that while 

some institutions possess AI-related technical skills (in Machine Learning, NLP, OCR), others 

experience skill gaps that hinder effective AI implementation, requiring external support or extensive 

training. Case studies confirm that institutions with well-developed AI capabilities can more 

effectively implement and optimize AI applications, whereas those lacking in-house expertise struggle 

with AI integration and long-term sustainability. This variation underscores the ongoing need for 

technical skill development in the sector to fully align with the model’s requirements106. 

The model of AI capability107 explicitly states that business skills required for AI success include 

leadership, cross-functional team coordination, and the ability to align AI with organizational goals. 

Case studies confirm that strong leadership is critical in AI adoption, as institutions that lacked 

leadership support struggled to implement AI effectively. Additionally, the model highlights that 

more than 40% of organizations face cultural resistance to AI, which hinders adoption and business 

value108. This underscores the necessity of business skills such as change management and strategic 

decision-making, particularly in ensuring staff buy-in and aligning AI projects with institutional 

goals109. Furthermore, cross-departmental collaboration is emphasized as essential for bridging gaps 
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between technical teams and non-technical stakeholders, as seen in AI initiatives across several 

institutions110. Case studies such as Oliver111 support the AI capability model’s assertion that 
institutions must invest in business skills to navigate challenges like resistance to change, 

interdepartmental misalignment, and a lack of strategic oversight. Cross-departmental collaboration 

and communication are seen as necessary to bridge the gap between technical teams and non-

technical stakeholders. 

The third type of resource in the model are intangible resources. The role of interdisciplinary 

collaboration, involving teams of archivists, librarians, digital humanists, and computer scientists, 

aligns closely with the AI capability model’s emphasis on cross-functional coordination. Mikalef & 

Gupta112 identify interdepartmental coordination as a key intangible resource, enabling effective AI 

adoption through communication and shared goals across teams. This is reflected in case studies such 

as Dikow et al.113, where collaboration between curators, data scientists, and biologists supported 

machine learning applications in natural history collections. Similarly, Cornut et al.114 highlight 

interdisciplinary cooperation in the development of AI annotation tools involving computer scientists 

and archival professionals.  

Mikalef and Gupta115 stress risk proclivity as a key intangible resource. Libraries and archives 

generally adopt a cautious, incremental approach to AI implementation rather than taking bold, high-

risk initiatives. Case studies suggest that this approach is influenced by financial constraints, ethical 

considerations, and regulatory oversight, which prioritize risk mitigation over rapid AI adoption116. 

While the model suggests that organizations embracing risk-taking gain a competitive edge, cultural 

institutions appear to prioritize sustainability and careful integration over aggressive AI expansion117. 

This can be seen as an area of limited capability. 

Thus in many aspects the close analysis of the case studies supports many aspects of the model of 

capability put forward by Mikalef and Gupta118. However, there are several factors that appeared to be 

very important in our case study collection not mentioned in the model that perhaps need to be added. 

They often emerged in discussing areas where libraries were lacking. They can be summarised in 

three areas: ethical concerns; AI literacy for all staff; and Interoperability. While technical expertise 

plays a role in bias mitigation, broader ethical concerns are central to how AI can be applied in the 

library and archive context. This gap aligns to Freeman et al.119’s point that the RBV neglects values 

and ethics. Solving these issues often seem to involve governance frameworks and institutional 
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policies120, areas underrepresented in the AI Capability Model.  But ethical skills could also be seen as 

an aspect of human skills not in the model. 

Effective deployment of AI consistently required substantial training and digital literacy programs for 

staff, aligning with Mikalef and Gupta121’s model, which highlights the need for technical expertise. 
However, AI literacy is not just necessary for technical personnel—it is crucial across the entire 

organization. Case studies show that non-technical staff, such as librarians and managers, also require 

AI awareness and training to ensure informed decision-making, ethical implementation, and effective 

collaboration between departments122. So again one could argue that the wide diffusion of AI skills 

across the organization should be stressed as an essential resource for AI capability. 

Thirdly, integration and interoperability posed technical and structural challenges. The Kratt tool in 

Estonia faced difficulties integrating into cataloguing workflows123. At the British Library, integration 

of tools like Transkribus and BERT based models was hindered by legacy infrastructure and non-

standardized data structures124. Similarly, metadata inconsistencies across collections complicated AI 

deployment at the German National Library125. As these examples illustrate the integration of new AI 

based services with legacy systems seems a key dimension of AI capability. This is less a weakness of 

the capability model and more a reflection that AI capability is just part of the organisation’s overall 

operations. 

Conclusion 
This paper has sought to evaluate Mikalef and Gupta126’s AI capability model in the library and 
archive context. Through the content analysis of published case studies of library and archive 

applications of AI, it asks whether the model appears to fully represent the resources needed to 

implement AI. It further asks if by this criteria libraries and archives do have AI capability and, if not, 

where the key gaps are.  A number of important resources not mentioned in the model  are uncovered, 

particularly the need for ethical skills, the need for AI awareness across the whole organisation and 

the challenges of integrating AI with legacy systems. However, in general it seems that the case 

studies confirm many aspects of the model. 

The data of the case studies suggests that there are many gaps in library and archive AI capability, but 

especially in areas such as lack of infrastructure and technical resources, data issues arising from 

metadata inconsistencies, and lack of financial resources. Many projects struggle with metadata 

inconsistencies, lack of standardization, and data sparsity, which hinder AI training and classification 

accuracy. Financial constraints also shaped outcomes, particularly in the Global South, where 

institutions faced more difficulty developing infrastructure or hiring skilled staff. In terms of skills, 

access to the necessary technical and managerial skills varied. More broadly, institutions cited 

difficulty retaining skilled staff and managing complex tool configurations. In terms of intangible 

resources: resistance to change, lack of leadership, and limited coordination were common. For 
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readers of the journal it is hoped that this exploration of AI capability sheds direct light on the 

capability to apply AI to cataloguing and classification tasks, especially in their broader context of an 

ecosystem of tools and organisational structures. It is unlikely that libraries can have the capacity to 

introduce AI for tasks such as metadata creation, without consideration of the level of wider 

capability. 

An important reflection on this analysis is that the case studies should not be taken to represent typical 

activity in libraries and archives, in two ways. Firstly, it is probable that the libraries reporting their 

activities in published reports are unrepresentative. They are likely to be the more privileged, high 

resourced institutions, such as national libraries and wealthier academic libraries. Their activity is 

more advanced than is typical. Secondly, published papers are much more likely to report the most 

innovative activities because they are new to the literature. More familiar uses that are becoming 

standard practice will be mentioned less. Taking this reflection into account would suggest that the 

position in libraries and archives in general may be less advanced than portrayed in our paper. If 

anything the case studies over represent library and archive capability. What the paper has achieved is 

providing supporting evidence that the AI capability model proposed by Mikalef and Gupta127’s is 

useful in evaluating libraries’ ability to implement AI, at least if extended with the three resources 
mentioned at the end of the discussion.  

Of course, how AI is implemented into library and archive services is not the only narrative around 

AI. A large part of the response of libraries to AI, particularly post ChatGPT, revolves around raising 

AI literacy, rather than applying AI to library services. Nevertheless, the focus on how AI is 

implemented into library services does represent an important part of the story about AI and libraries 

and archives. As more data emerges about libraries’ and archives’ use of AI, future research will be 
able to offer more comprehensive evaluations of trends, tools, and capability development.           
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