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ABSTRACT

Biases in animal behaviour research are inevitable consequences of our societal and cultural standpoint. To remove our biases, 

the first stage is to identify them. We call on individual researchers to adopt a more active approach to addressing bias within 

their research. We propose that biases exist within a matrix defined by the general acceptance of a bias's existence and the under-

standing of the impact this bias has on research outputs. Borrowing from a conceptual framework previously applied to the study 

of biodiversity, our matrix consists of four categories: “known knowns” are biases we are aware exist and are empirically tested; 

“known unknowns” are biases we know of but have limits to being mitigated against; “unknown knowns” are biases which we 

know exist but are overlooked; and “unknown unknowns” are biases we are unaware exist. Contextualising biases in this way, we 

believe, will lead to greater investment by individual researchers to locate and mitigate biases in their own research. To facilitate 

this process, we provide a set of self- reflective questions designed to help researchers critically evaluate the assumptions, limita-

tions, and generalisability of their research. By acknowledging and addressing biases within this framework, we move toward a 

more robust and trustworthy scientific process.

1   |   Introduction

Contrary to the rhetoric of scientific objectivity, scientists are 

not neutral, dispassionate observers. It has long been recognised 

that aspects of our social context—e.g., our upbringing, edu-

cation, culture and beliefs—can strongly influence how we 

inquire about and interpret the world (Gould 1981; Keller and 

Scharff- Goldhaber  1987; Zuk  1993). Thus, as individuals, we 

construct our knowledge from a perspective that reflects our 

own experiences and understandings (Sprague 2005). This per-

spective is influenced by those who created knowledge before us, 

who were themselves similarly influenced (Adams et al. 2015). 

It is therefore inevitable that scientific research will be prone to 

bias, and as scientists, it is our responsibility to address, miti-

gate, and remove biases from our research. This is particularly 

true for the study of animal behavior, which often requires a 

level of inference and subjective interpretation. Here, we aim to 

foster an environment where individual researchers take greater 
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accountability for bias in their own work and actively seek out 

bias at every stage of the research process. Though biases will 

arise in all fields of science, here we illustrate our article with ex-

amples from animal behavior research and have a general focus 

toward quantitative science to illustrate the points we raise as 

this is our combined field of expertise. However, we believe the 

ideas can be applied to other fields.

There are a number of ways biases pervade in the research 

process. (i) When formulating our hypotheses, we may seek 

out processes which align with our expectations (Kamath 

and Wesner  2020; Urquiza- Haas and Kotrschal  2015; van 

Wilgenburg and Elgar 2013; Yanai and Lercher 2020). For exam-

ple, many traits are studied in only one sex (Haines et al. 2020; 

Zucker and Beery 2010), possibly because we view certain traits 

as masculine or feminine (Green and Madjidian 2011). (ii) When 

planning our methodology, we may base our approach on what 

we assume is biologically plausible, setting the limits around our 

own perception of the environment and/or the subject's capabil-

ities (Bennett et al. 1996; Hansell and Ruxton 2008). Sampling 

methods, particularly in animal behavioral research, are also 

particularly vulnerable to bias (Webster and Rutz 2020). For ex-

ample, studies involving the trapping of animals may inadver-

tently select for ‘bold’ individuals (Carter et al. 2012). Animals 

used in both captive and wild behavioral studies may be non- 

random in many ways, from their genetic makeup to their pre-

vious experiences (Griffith et al. 2017; Webster and Rutz 2020), 

and sampling may be biased towards aesthetics, oddities 

and rarities, particularly in scientific collections (Pyke and 

Ehrlich 2010). (iii) Finally, even if we succeed in collecting unbi-

ased data, our interpretations of that data may be influenced by 

our pre- existing ideas (Matlin and Stang 1978; van Wilgenburg 

and Elgar 2013). Acknowledging our inherent biases as individ-

uals and maintaining awareness that our biases likely enter our 

research process facilitates improved detection and mitigation 

of bias.

Several frameworks exist which aid the mitigation of specific bi-

ases (see for example, Chadwick et al. 2024; Moher et al. 2015; 

von Elm et  al.  2008; Webster and Rutz  2020). These frame-

works have arisen by individual researchers locating a bias in 

their research field and taking steps to address this. We believe 

we need to create an environment where more researchers are 

taking an active approach such as these to locate bias in their 

own research. Zvereva and Kozlov (2021) found that research-

ers believed their own research was less prone to bias than that 

of other researchers, demonstrating a need for all individual re-

searchers to acknowledge that their research is likely to be bi-

ased (Zvereva and Kozlov 2021).

How, as researchers, can we locate our bias? We suggest that by 

classifying biases, researchers will be better able to assess how 

their own work may be influenced by biases. Loxdale et al. (2016) 

applied a knowledge- data framework to the current understand-

ing of biodiversity, given that both knowledge and data are not 

constant over time (Loxdale et  al.  2016). They highlight that 

there are species known to science (‘known knowns’); species we 

hypothesize to exist or have existed (‘known unknowns’); species 

once recorded but likely to have now gone extinct, although this 

cannot be proven (‘unknown knowns’); and finally, species yet to 

be discovered (‘unknown unknowns’). Loxdale et al.'s framework 

provided a tool to enable researchers to focus on areas of bio-

diversity research that lack knowledge and/or data. We believe 

adapting this approach can provide a key tool to address areas of 

animal behavior research which are impacted or prone to bias.

In this article, we apply the conceptual framework of ‘knowns’ 

and ‘unknowns’ to our current understanding of bias in a scien-

tific framework as a tool for researchers to envision how biases 

may manifest in their research (Figure 1). For a bias to be fully 

mitigated against, it is crucial for all researchers to be aware of 

its presence and for the impact the bias has had to be fully inves-

tigated. We, therefore, modify Loxdale et al.'s matrix such that 

there are two linear factors describing bias in scientific contexts: 

(x) the level of acceptance of a bias' existence in the general sci-

entific population (or field of research if the bias is specific to 

an area/field) and (y) how much current understanding there 

is of the impact the bias has on scientific research. Before a bias 

can be mitigated against, we need to be aware of its presence, 

and hence, the acceptance of a bias' existence (x- axis) is a crucial 

component to mitigating against bias. However, being aware of 

a bias cannot on its own lead to mitigation of the bias: we as 

researchers also need to take action to address the bias by fully 

understanding the impact the bias has on research.

Becoming aware of a bias's existence is innately difficult, as it 

requires us to challenge what we assume to be true (Zvereva and 

Kozlov 2021). How aware we are of a bias's existence is strongly 

intertwined with human culture and societal bias. There is a 

logical progression from being aware of how our culture and so-

ciety views the world, to awareness of how our viewpoints are 

biased or influence our research (Figure 1, x- axis). It is innately 

challenging to be aware of a bias that has no obvious logical 

links to how we perceive the world. Therefore, this axis (x) is 

challenging to progress along, unlike the y- axis which is directly 

related to the amount of investment by researchers. Once a bias 

is located, it is up to us as individual researchers to invest in fully 

realising and mitigating against the bias. The understanding of 

a bias's impact on research (y- axis) does not necessarily mean 

the bias has been fully investigated and mitigated against but 

rather, it is receiving sustained attention from researchers, and 

the knowledge of how the bias has affected/is affecting research 

is increasing.

Our manuscript describes four categories of bias: ‘know knowns’, 

‘known unknowns’, ‘unknown knowns’ and ‘unknown un-

knowns’ (summarised in Figure  1). ‘Known knowns’ represent 

biases that we are readily aware of, and there has been sustained 

investment in understanding the impact of the bias. Researchers 

should strive for all biases to be ‘known knowns’. ‘Known un-

knowns’ are biases of which we are aware, but there are barri-

ers preventing empirical testing or mitigation. These biases risk 

becoming embedded in research practice without sustained in-

vestment in acknowledging they exist and efforts made to miti-

gate against them. ‘Unknown knowns’ are biases of which we are 

aware but are overlooked. These biases often have fewer barriers 

preventing them from becoming ‘known knowns’ but often the 

current research culture prevents motivation for researchers to 

invest in mitigating against them. ‘Unknown unknowns’ are bi-

ases that remain outside of our awareness. By consciously mak-

ing an effort to locate bias in our research, we are more likely 

to uncover ‘unknown unknowns’. We encourage researchers to 
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assess every step of the research process for bias by considering 

that biases may present themselves in one of the four categories. 

Our framework provides a guide for researchers to explore and 

question their research process to locate biases, with the aim of 

full awareness and understanding of the impact of the bias.

Our framework provides an approach which, though aimed 

at the field of animal behaviour, can be applied across various 

fields of research and provides individual researchers with the 

tools to locate bias in their own research. It is important to note 

that uncovering unknown bias often involves an element of luck, 

such as a bias being revealed through new methodologies (e.g., 

Griffith et al. 2008). However, the likelihood of locating biases 

becomes significantly easier when we are actively searching. We 

believe our framework will encourage researchers to be more 

mindful of potential biases, thereby increasing the likelihood of 

identifying biases in their own work.

2   |   Known Knowns: Biases We Know of That Are 
Empirically Tested

We propose ‘known known’ biases are those which are widely 

recognised, accepted, and empirically tested by researchers. 

These biases, therefore, feature highly in both the general accep-

tance (x) and there is a thorough understanding of the biases im-

pact in research (y). It is notable that awareness of these biases is 

often, unsurprisingly, intertwined with cultural shifts in human 

society, such as in the case of the study of race, gender, and socio- 

economics (Gould 1981; Henrich et al. 2010; Saini 2019). In an-

imal behaviour research, historically an anthropomorphised 

view also meant behaviours were observed with preconceived 

stereotypes, such as sex roles. However, as researchers have be-

come more aware of this bias, the field has made efforts to miti-

gate its influence, prompting shifts in research focus, changes in 

the language used to describe behaviour, and critical reflection 

of how the bias has shaped the field (Green and Madjidian 2011). 

Other ‘known known’ biases have less obvious societal links but 

are nevertheless impactful on scientific research. These biases 

are, more often than not, broad in terms of their impact across 

multiple fields. For example, observer bias is a well- known 

phenomenon that impacts multiple fields and disciplines. In 

the field of animal behaviour, observer bias occurs when a re-

searcher's prior expectation influences how they score or inter-

pret an animal's behaviour (Tuyttens et al. 2014). Researchers 

have implemented standardised ways to mitigate this bias, such 

as observer blinding (Traniello and Bakker 2015). Biases in this 

category are not exclusively broad, but those which are area- 

specific tend to have clear definitions and have implemented 

practices in the research field to mitigate the effects. For exam-

ple, citizen science projects can be prone to spatial bias, where 

there is variation in recorder activity such as ‘hotspots’ of spatial 

coverage close to high human population densities (Geldmann 

et al. 2016). This can be reduced through sampling design and 

accounted for during data analysis, for example, using spatial 

filtering (Robinson et al. 2018).

Not only are ‘known known’ biases widely accepted in the scien-

tific community, but they also receive abundant attention in sci-

entific literature, either through empirical testing. For example, 

studies on female sexually selected traits receive much more at-

tention since it was highlighted that female sexual selection was 

FIGURE 1    |    A conceptual framework of ‘known’ and ‘unknown’ biases during the research process. The framework is based on a matrix where (x) 

represents the level of acceptance that a bias exists and (y) represents the current understanding of the impact a bias is having on scientific research, 

and each combination describes the features of a bias located along each axis. The four categories can be interpreted as coordinates (x, y).
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underrepresented in the literature (Amundsen  2000; Clutton- 

Brock 2009). It is now commonly assumed that laboratory and 

rearing conditions can lead to differences in observed behavior 

in laboratory studies (Griffith et  al.  2017). ‘Known known’ bi-

ases have also seen the implementation of methods to mitigate 

against them, as is the case with publication bias (Møller and 

Jennions 2001) and observer bias (Traniello and Bakker 2015). 

There is also frequent discussion of the bias, for example, repre-

sentation and diversity amongst researchers (Keller and Scharff- 

Goldhaber  1987; O'Brien et  al.  2020), anthropomorphising 

animal behaviour (Pollo and Kasumovic  2022) and gender bi-

ased research (Zucker and Beery 2010). As such, ‘known known’ 

biases have the ability to gain traction once a bias is known to 

the scientific community, leading to an exponential increase 

in efforts to address and mitigate the bias. The discovery of 

‘known knowns’ are of high value and researchers should aim 

to prioritize locating these biases and moving other biases into 

this category. Not only do they increase our knowledge of the 

given bias, making research more trustworthy, transparent, and 

reliable, but they also lead to various new avenues of research. 

This has been the case in the study of animal personalities/tem-

peraments, where variation between individuals was once over-

looked; there are now numerous studies and theories as to why 

individual variation in behavior is maintained, leading to deeper 

insights into how personality influences our understanding of 

evolution and ecology. For example, pace- of- life syndromes, 

bold/shy individuals, and dispersal syndromes (Laskowski 

et al. 2022; Réale et al. 2007; Wolf and Weissing 2012).

As researchers, we should aim to locate biases and fully explore 

them. That is, we should aim for all biases to become ‘known 

knowns’. However, it is important to highlight that when a bias 

becomes a ‘known known’, this is not the endpoint. The examples 

of specific biases above illustrate this, as we would not consider 

any of these examples to be completely understood and resolved. 

Researchers should strive to fully explore these biases, filling in 

the gaps in our knowledge, addressing and rectifying the bias's 

influence to date, and expanding bias mitigation to other fields. 

Our framework provides a guide for researchers to locate biases 

and thereby increase awareness and understanding of their im-

pact to move them within this category.

3   |   Known Unknowns: Biases We Know of but 
Cannot Currently Be Mitigated Against

‘Known unknowns’ are biases which researchers are aware of 

(high in acceptance, (x)) but have barriers preventing mitiga-

tion or empirical testing (low in understanding of impact (y)). 

These biases are often specific to a research field and may be 

difficult to circumvent by experimental design. That is, biased 

methods may be unavoidable until new techniques or methodol-

ogies are developed. For example, certain demographics within 

a population may be missed due to sampling limitations. This 

is the case with the so- called ‘invisible fraction’ where a non- 

random subset of a population dies before it is sampled and leads 

to biased inference, such as on the strength of selection or the 

amount of genetic variance; and unless there is sufficient genea-

logical data, it may be impossible to account for this analytically 

(Grafen  1988; Weis  2018). Similarly, animal behaviour studies 

may also suffer from detection/sampling bias, where certain 

individuals are more likely to be observed or captured, for ex-

ample, bold individuals (Carter et al. 2012). There are also biases 

which require systematic changes to the academic process to 

resolve, as is the case with publication bias. Though methodol-

ogies have been developed to account for publication bias (as is 

the case in meta- analyses), there are still few, if any, areas of 

research where the published literature is truly representative of 

the natural world (Møller and Jennions 2001). As with the case 

of publication bias, ‘known unknowns’ are often a historical leg-

acy. For example, the non- random collection of specimens that 

make up museum collections may result in biased conclusions 

(Meineke and Daru 2021).

‘Known unknown’ biases have the potential to become ‘known 

knowns’, and in some cases, relatively easily. However, progress 

is often hindered by a lack of resources available for dedicating 

effort towards finding resolutions to these biases, such as the 

call for investment in removing bias from aggregated datasets of 

biological collections (Meineke and Daru 2021). These should, 

therefore, be key targets for developing approaches for mitigat-

ing and removing the bias. However, they also run the danger of 

becoming stagnant areas that are never satisfactorily resolved, 

ultimately holding back progress in the field. It is often all too 

easy to justify a pre- existing method by simply citing its use 

elsewhere, without stating its limitations. This uncritical ap-

proach may lead researchers to increasingly ignore these biases 

and may risk the bias being forgotten about over time—see ‘un-

known knowns’. By remaining aware of ‘known unknown’ biases 

throughout the research process and acknowledging them in our 

outputs, we improve our chance of developing new ways to ad-

dress the bias or challenge the systems that hinder its mitigation.

4   |   Unknown Knowns: Biases We Know of but 
Overlook

‘Unknown known’ biases are those that are easily located but 

nonetheless are overlooked or dismissed (low on acceptance (x), 

though there is general understanding of their impact (high in 

y)). These biases have limited empirical evidence despite there 

being no significant barriers to investigation. These biases re-

main underexplored, contributing to ‘research waste’ whereby 

studies are either not published due to biases such as publication 

bias or are published without sufficient detail to allow proper 

scrutiny or replication by other researchers (Purgar et al. 2022). 

‘Unknown known’ biases may be particularly problematic since 

they often have wide- reaching importance across multiple 

fields, and as such, we generally understand the impact these 

biases have on research and the severe impact they have on re-

search integrity and reliability but fail to act upon them. One 

of the clearest examples is confirmation bias and the failure to 

report alternative hypotheses to explain results (MacCoun 1998; 

Nickerson  1998; van Wilgenburg and Elgar  2013). In research 

of animal behaviour, for example, there is a tendency to inter-

pret behaviours in a human- centric way rather than from the 

perspective of the animal (e.g., see, Amundsen 2000; Pollo and 

Kasumovic 2022; Tuyttens et al. 2014; Wynne 2004). A failure 

to diversify the subjects of our research fully is a key contribu-

tor to the reproducibility crisis, as it limits the replicability and 

generalisability of our findings. Prominent examples in animal 

behaviour include the persistent sex bias in animal studies, 
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with males being more commonly used in animal experiments 

(Voelkl et al. 2020; Zucker and Beery 2010; Zuk 1993) and the 

over- reliance on model organisms, which are often highly un-

representative of wild organisms, even those which are the 

closest free- living relatives of model organisms (Alfred and 

Baldwin 2015).

‘Unknown known’ biases have the potential to become ‘known 

knowns’ but require additional investment among research-

ers towards finding resolutions. For example, Marshall  (2024) 

highlighted that inadequate experimental design is not un-

common in ecology and evolution but can be reduced signifi-

cantly by dedicating time and effort to discussing experimental 

design (Marshall 2024). The progress of some biases from ‘un-

known knowns’ to ‘known knowns’ is hampered by the pressure 

to publish in modern academia (Fanelli  2010). Biases such as 

publication bias and confirmation bias can be aided by jour-

nal initiatives, such as data- sharing. A recent study by Ivimey- 

Cook et al.  (2025) showed that 61% of journals in ecology and 

evolution had either mandated or encouraged data- sharing in 

response to the reproducibility crisis, with a 96.5% compliance 

rate when mandated policies were enforced by editorial staff 

(Ivimey- Cook et  al.  2025). This demonstrates that once the 

impact a bias is having on research is understood and aware-

ness among the research community increases, initiatives such 

as journal mandates become increasingly adopted and are an 

effective strategy to mitigate the bias and increase researcher 

awareness. The current system encourages an environment 

where a cohesive, high- impact story is favored over reporting 

what are viewed as potential flaws such as viable alternative hy-

potheses or a lack of generalizability. Furthermore, more biases 

will be mitigated against if individual researchers take a more 

active role in locating and addressing these biases in their own 

research, which has been exemplified with frameworks such as 

STRANGE (Webster and Rutz 2020).

Mitigation of ‘unknown known’ biases can be aided by deliberate 

interventions to encourage researchers to identify and resolve 

biases during the research process. Within other fields, such as 

psychology and social science, the influence of social, political, 

and cultural factors has been acknowledged and confronted via 

critical theory (Kellner 1990). The application of critical theory 

aims to remove implicit and unconscious bias by identifying 

gaps, limitations, and assumptions of current understanding. 

We suggest this same approach can be applied to biological re-

search and propose a formal critical approach, which will allow 

us to evaluate how bias influences our choice of research ques-

tions, development of theory, choice of methods, and interpreta-

tion of evidence (Green and Madjidian 2011; Haines et al. 2020) 

(Table 1).

In Table 1, we outline a novel formal critical approach to identify 

biases for animal behaviour research. The underlying theme is 

that critical theory can be implemented with explicit justifica-

tion of every assumption, action and conclusion within the re-

search process. This can be broken down into three reflective 

questions: ‘What assumptions am I making?’; ‘What limitations 

does my study have?’; and ‘How generalisable is my research?’. 

We believe these three questions capture the core sources of 

bias in scientific research. For example, unstated assumptions 

can obscure theoretical and methodological biases, and is a 

component leading to the reproducibility crisis (Ioannidis 2005). 

Limitations of studies are often under- reported so as to favour 

a ‘high- impact’ story or to increase the chance of publication 

(Price and Murnan 2004). The generalisability of findings has 

come under increased scrutiny as many studies rely on un-

representative samples, such as STRANGE species in animal 

behaviour research (Webster and Rutz  2020). Identifying our 

biases in this way ensures each stage of our research process is 

rigorously examined, preventing biases from being overlooked. 

Though our questions are aimed at research within the field of 

animal behaviour, these self- reflective questions can be applied 

more broadly to other fields of biological research. For journals 

publishing animal behaviour research, we suggest that a state-

ment on ‘Assumptions, limitations, and generalisability’ should 

be required as part of the submission process, and published 

alongside the results, to (a) ensure the authors engage with this 

process of critical reflection and (b) help the readers to objec-

tively evaluate the findings. The guidelines provided in Table 1 

provide the basis for writing such a statement.

5   |   Unknown Unknowns: Biases We Do Not Know 
Exist

The final category, ‘Unknown unknown’ biases are arguably the 

most concerning since we are unaware of their existence (low 

in awareness (x)), causing an undetermined impact on our re-

search (low in understanding of impact (y)). Routes to discov-

ering these biases may not be immediately obvious. These, 

therefore, have the potential to mislead scientific thought and 

hamper our understanding of the natural world. An example of 

how the discovery of an ‘unknown unknown’ revolutionised sci-

entific thinking is how molecular techniques revealed true ge-

netic monogamy is rare in passerine birds (Griffith et al. 2008). 

Prior to this, our understanding of reproductive behaviour was 

biased by field observations suggesting most passerines are mo-

nogamous. This has revolutionised our understanding of both 

natural and sexual selection, revealing the importance of be-

haviours such as extra- pair paternity and female mate choice 

(Brouwer and Griffith 2019).

The challenge herein lies in finding ways to uncover these bi-

ases. Discovering an ‘unknown unknown’ often hinges signifi-

cantly on luck and chance, such as unexpected results which 

may draw attention to previously unrecognised assumptions 

(Copeland 2019). However, we suggest two avenues that could 

lead to more and faster discovery of these biases. Firstly, re-

searchers can take a more active approach in thinking about 

how unknown biases are impacting their own research. Specific 

to the field of animal behaviour, the STRANGE framework 

has been successful in enabling researchers to think critically 

about how generalisable their study species are to locate bias 

in their own research (Webster and Rutz  2020). By taking an 

epistemological approach and being critical at every stage of 

the research process, we are more likely to expose ways our re-

search has been influenced by our standpoints (by adopting a 

critical perspective; Kellner 1990). Our self- reflective questions 

(Table  1) may provide a good starting point for researchers to 

investigate how bias may be introduced to research. Leading 

on from this is the limitation affecting our ability to be more 

self- critical; and so secondly, we suggest a call for funding that 
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is dedicated specifically to identifying as yet unknown biases 

that could have fundamental importance to our understanding 

of biology. The UK Metascience Unit (UKRI 2024) and the Meta- 

Research Innovation Center at Stanford (METRICS; Stanford 

University n.d.) projects are leading examples of initiatives ded-

icated to identifying and reducing bias and increasing research 

integrity.

6   |   Final Remarks

Biases are not static in the matrix framework proposed here. All 

biases are capable of becoming ‘known knowns’ with varying 

degrees of ease. Biases can move between categories, and it is 

the responsibility of all of us to ensure bias in our work moves 

towards becoming removed entirely, even if it is only able to cur-

rently be mitigated or acknowledged. Importantly, we must be 

cautious of biases becoming stagnant with no effort to remove 

them from the academic process.

Acknowledging the limitations of our own objectivity, and rec-

ognising that all existing knowledge within animal behaviour 

research may be influenced by known and/or unknown biases, 

should lead us to act with deliberate caution when designing 

and conducting our studies, and interpreting our findings. 

Furthermore, we should be transparent about the limitations of 

our research when reporting findings, being careful not to over-

state results or the generalisability of the research. Our frame-

work (Figure 1) and self- reflective questions (Table 1) we hope 

will enable researchers to be more mindful of potential biases 

TABLE 1    |    Reflective questions to identify plausible biases in biological research. This framework can provide the basis for writing a statement 

on the assumptions, limitations, and generalisability of a study. Note that this is not an exhaustive list of questions but provides researchers with the 

foundation to assess bias in their own research.

Ideas for example Testing for example Explaining for example

What assumptions am 

I making?

What is my justification for 

exploring this trait in the 

context I am studying it?

Am I exploring a trait in a 

context that is appropriate for 

the study organism/system?

Can my results be 

explained by an 

alternative hypothesis?

Is my personal standpoint 

influencing my expectations?

Have I made assumptions that 

limit my observations?

Is my interpretation of 

my results subject to 

confirmation bias?

Could my methods be inadvertently 

exploring a different trait to 

what I think I am exploring?

Have I chosen appropriate methods/

subjects to test my hypothesis?

What limitations does 

my study have?

Are any of the assumptions 

I have made limiting the 

scope or validity of my 

research question?

Is my methodology designed to 

reduce or account for bias?

Are there limitations 

in my methods, data 

or results that could 

be misinterpreted or 

be misleading?

Could I be missing 

alternative possibilities due 

to systematic biases (for 

example, publication bias)

Could my data be influenced 

by systematic biases?

Can I improve the 

accessibility of 

my research?

Is my data subject to an 

assumption or limitation that I 

cannot rectify retrospectively?

How generalisable is 

my research?

Does my hypothesis reflect the 

generalisability of my idea?

To what extent do my methods 

allow me to generalise beyond the 

trait or organism being tested?

Have I made clear whether/

how the trait is likely 

to vary in a different 

context/species?

Is the generalisability of 

my research impacted 

by taxonomic or 

geographical bias?

Is my methodology repeatable 

for other systems or species?

Does my sampling approach 

allow me to generalise to 

the level I require?
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in their own research. Although this paper focuses on biases in 

animal behaviour research, many biases, such as sampling lim-

itations, observer bias, and publication bias, are also common in 

other fields of research. Evaluating the assumptions, limitations, 

and generalisability of our work can be applied more broadly 

to other fields and all researchers. Regardless of discipline, re-

searchers should consider how biases might impact their own 

research. Adopting an active approach to locating and mitigat-

ing bias will lead to a research culture of continuous improve-

ment, creating a transparent and trustworthy scientific process.

Author Contributions

Lucy A. Winder: conceptualization, writing – original draft, visual-
ization, writing – review and editing, project administration. Emilie 
Brignall: conceptualization, writing – original draft. Francesca S. 
E. Dawson Pell: conceptualization, writing – original draft. Marion 
Germain: conceptualization, writing – original draft. Chay Halliwell: 
conceptualization, writing – original draft. James A. Hibberd: concep-
tualization, writing – original draft. Fay Morland: conceptualization, 
writing – original draft. Andreas Nord: conceptualization, writing – 
original draft. Mark Sutherland: conceptualization, writing – original 
draft. Jamie E. Thompson: conceptualization, writing – original draft. 
Nicola Hemmings: conceptualization, writing – original draft, writ-
ing – review and editing, supervision.

Acknowledgements

We would like to thank Katherine Assersohn for useful discussions 
throughout the preparation of the manuscript. We would also like to 
thank Hugh Loxdale and several other anonymous reviewers for their 
constructive feedback.

Ethics Statement

The authors have nothing to report.

Conflicts of Interest

The authors declare no conflicts of interest.

Data Availability Statement

No new data were generated in this manuscript.

References

Adams, G., I. Dobles, L. H. Gómez, T. Kurtiş, and L. E. Molina. 2015. 
“Decolonizing Psychological Science: Introduction to the Special 
Thematic Section.” Journal of Social and Political Psychology 3: 213–
238. https:// doi. org/ 10. 5964/ jspp. v3i1. 564.

Alfred, J., and I. T. Baldwin. 2015. “The Natural History of Model 
Organisms: New Opportunities at the Wild Frontier.” eLife. https:// doi. 
org/ 10. 7554/ eLife. 06956 .

Amundsen, T. 2000. “Why Are Female Birds Ornamented?” Trends 
in Ecology & Evolution 15: 149–155. https:// doi. org/ 10. 1016/ S0169 -  
5347(99) 01800 -  5.

Bennett, A. T. D., I. C. Cuthill, J. C. Partridge, and E. J. Maier. 1996. 
“Ultraviolet Vision and Mate Choice in Zebra Finches.” Nature 380: 
433–435. https:// doi. org/ 10. 1038/ 380433a0.

Brouwer, L., and S. C. Griffith. 2019. “Extra- Pair Paternity in Birds.” 
Molecular Ecology 28: 4864–4882.

Carter, A. J., R. Heinsohn, A. W. Goldizen, and P. A. Biro. 2012. 
“Boldness, Trappability and Sampling Bias in Wild Lizards.” Animal 

Behaviour 83: 1051–1058. https:// doi. org/ 10. 1016/j. anbeh av. 2012. 
01. 033.

Chadwick, F. J., D. T. Haydon, D. Husmeier, O. Ovaskainen, and 
J. Matthiopoulos. 2024. “LIES of Omission: Complex Observation 
Processes in Ecology.” Trends in Ecology & Evolution 39: 368–380. 
https:// doi. org/ 10. 1016/j. tree. 2023. 10. 009.

Clutton- Brock, T. 2009. “Sexual Selection in Females.” Animal 
Behaviour 77: 3–11. https:// doi. org/ 10. 1016/j. anbeh av. 2008. 08. 026.

Copeland, S. 2019. “On Serendipity in Science: Discovery at the 
Intersection of Chance and Wisdom.” Synthese 196: 2385–2406.

Fanelli, D. 2010. “Do Pressures to Publish Increase Scientists' Bias? An 
Empirical Support From US States Data.” PLoS One 5: e10271. https:// 
doi. org/ 10. 1371/ journ al. pone. 0010271.

Geldmann, J., J. Heilmann- Clausen, T. E. Holm, et  al. 2016. “What 
Determines Spatial Bias in Citizen Science? Exploring Four Recording 
Schemes With Different Proficiency Requirements.” Diversity and 
Distributions 22: 1139–1149. https:// doi. org/ 10. 1111/ ddi. 12477 .

Gould, S. J. 1981. The Mismeasure of Man. WW Norton & Company.

Grafen, A. 1988. “On the Uses of Data on Lifetime Reproductive 
Success.” In Reproductive Success, 454–485. University of Chicago 
Press.

Green, K., and J. A. Madjidian. 2011. “Active Males, Reactive Females: 
Stereotypic Sex Roles in Sexual Conflict Research?” Animal Behaviour 
81: 901–907. https:// doi. org/ 10. 1016/j. anbeh av. 2011. 01. 033.

Griffith, S. C., O. L. Crino, S. C. Andrew, et  al. 2017. “Variation in 
Reproductive Success Across Captive Populations: Methodological 
Differences, Potential Biases and Opportunities.” Ethology 123: 1–29. 
https:// doi. org/ 10. 1111/ eth. 12576 .

Griffith, S. C., I. P. F. Owens, and K. A. Thuman. 2008. “Extra Pair 
Paternity in Birds: A Review of Interspecific Variation and Adaptive 
Function.” Molecular Ecology 11: 2195–2212. https:// doi. org/ 10. 1046/j. 
1365-  294X. 2002. 01613. x.

Haines, C. D., E. M. Rose, K. J. Odom, and K. E. Omland. 2020. “The 
Role of Diversity in Science: A Case Study of Women Advancing Female 
Birdsong Research.” Animal Behaviour 168: 19–24. https:// doi. org/ 10. 
1016/j. anbeh av. 2020. 07. 021.

Hansell, M., and G. Ruxton. 2008. “Setting Tool Use Within the Context 
of Animal Construction Behaviour.” Trends in Ecology & Evolution 23: 
73–78. https:// doi. org/ 10. 1016/j. tree. 2007. 10. 006.

Henrich, J., S. J. Heine, and A. Norenzayan. 2010. “The Weirdest People 
in the World?” Behavioral and Brain Sciences 33: 61–83. https:// doi. org/ 
10. 1017/ S0140 525X0 999152X.

Ioannidis, J. P. 2005. “Why Most Published Research Findings Are 
False.” PLoS Medicine 2: e124.

Ivimey- Cook, E. R., A. Sánchez- Tójar, I. Berberi, et  al. 2025. “From 
Policy to Practice: Progress Towards Data-  and Code- Sharing in Ecology 
and Evolution.” https:// doi. org/ 10. 32942/  X2492Q.

Kamath, A., and A. B. Wesner. 2020. “Animal Territoriality, Property 
and Access: A Collaborative Exchange Between Animal Behaviour and 
the Social Sciences.” Animal Behaviour 164: 233–239. https:// doi. org/ 10. 
1016/j. anbeh av. 2019. 12. 009.

Keller, E. F., and G. Scharff- Goldhaber. 1987. Reflections on Gender and 
Science. Yale University Press.

Kellner, D. 1990. “Critical Theory and the Crisis of Social Theory.” 
Sociological Perspectives 33: 11–33. https:// doi. org/ 10. 2307/ 1388975.

Laskowski, K. L., C.- C. Chang, K. Sheehy, and J. Aguiñaga. 2022. 
“Consistent Individual Behavioral Variation: What Do we Know and 
Where Are we Going?” Annual Review of Ecology, Evolution, and 
Systematics 53: 161–182. https:// doi. org/ 10. 1146/ annur ev-  ecols ys-  10222 
0-  011451.

 1
4

3
9

0
3

1
0

, 0
, D

o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n

lin
elib

rary
.w

iley
.co

m
/d

o
i/1

0
.1

1
1

1
/eth

.7
0

0
1

9
 b

y
 U

N
IV

E
R

S
IT

Y
 O

F
 S

H
E

F
F

IE
L

D
, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

9
/0

9
/2

0
2
5
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d

itio
n

s) o
n

 W
iley

 O
n

lin
e L

ib
rary

 fo
r ru

les o
f u

se; O
A

 articles are g
o

v
ern

ed
 b

y
 th

e ap
p

licab
le C

reativ
e C

o
m

m
o
n

s L
icen

se

https://doi.org/10.5964/jspp.v3i1.564
https://doi.org/10.7554/eLife.06956
https://doi.org/10.7554/eLife.06956
https://doi.org/10.1016/S0169-5347(99)01800-5
https://doi.org/10.1016/S0169-5347(99)01800-5
https://doi.org/10.1038/380433a0
https://doi.org/10.1016/j.anbehav.2012.01.033
https://doi.org/10.1016/j.anbehav.2012.01.033
https://doi.org/10.1016/j.tree.2023.10.009
https://doi.org/10.1016/j.anbehav.2008.08.026
https://doi.org/10.1371/journal.pone.0010271
https://doi.org/10.1371/journal.pone.0010271
https://doi.org/10.1111/ddi.12477
https://doi.org/10.1016/j.anbehav.2011.01.033
https://doi.org/10.1111/eth.12576
https://doi.org/10.1046/j.1365-294X.2002.01613.x
https://doi.org/10.1046/j.1365-294X.2002.01613.x
https://doi.org/10.1016/j.anbehav.2020.07.021
https://doi.org/10.1016/j.anbehav.2020.07.021
https://doi.org/10.1016/j.tree.2007.10.006
https://doi.org/10.1017/S0140525X0999152X
https://doi.org/10.1017/S0140525X0999152X
https://doi.org/10.32942/X2492Q
https://doi.org/10.1016/j.anbehav.2019.12.009
https://doi.org/10.1016/j.anbehav.2019.12.009
https://doi.org/10.2307/1388975
https://doi.org/10.1146/annurev-ecolsys-102220-011451
https://doi.org/10.1146/annurev-ecolsys-102220-011451


8 Ethology, 2025

Loxdale, H. D., B. J. Davis, and R. A. Davis. 2016. “Known Knowns and 
Unknowns in Biology.” Biological Journal of the Linnean Society 117: 
386–398. https:// doi. org/ 10. 1111/ bij. 12646 .

MacCoun, R. J. 1998. “Biases in the Interpretation and Use of Research 
Results.” Annual Review of Psychology 49: 259–287. https:// doi. org/ 10. 
1146/ annur ev. psych. 49.1. 259.

Marshall, D. J. 2024. “Principles of Experimental Design for Ecology 
and Evolution.” Ecology Letters 27: e14400. https:// doi. org/ 10. 1111/ ele. 
14400 .

Matlin, M. W., and D. J. Stang. 1978. The Pollyanna Principle: Selectivity 
in Language, Memory, and Thought. Schenkman Publishing Company.

Meineke, E. K., and B. H. Daru. 2021. “Bias Assessments to Expand 
Research Harnessing Biological Collections.” Trends in Ecology & 
Evolution 36: 1071–1082. https:// doi. org/ 10. 1016/j. tree. 2021. 08. 003.

Moher, D., L. Shamseer, M. Clarke, et  al. 2015. “Preferred Reporting 
Items for Systematic Review and Meta- Analysis Protocols (PRISMA- P) 
2015 Statement.” Systematic Reviews 4: 1. https:// doi. org/ 10. 1186/ 
2046-  4053-  4-  1.

Møller, A. P., and M. D. Jennions. 2001. “Testing and Adjusting for 
Publication Bias.” Trends in Ecology & Evolution 16: 580–586.

Nickerson, R. S. 1998. “Confirmation Bias: A Ubiquitous Phenomenon 
in Many Guises.” Review of General Psychology 2: 175–220.

O'Brien, L. T., H. L. Bart, and D. M. Garcia. 2020. “Why Are There So 
Few Ethnic Minorities in Ecology and Evolutionary Biology? Challenges 
to Inclusion and the Role of Sense of Belonging.” Social Psychology of 
Education 23: 449–477.

Pollo, P., and M. M. Kasumovic. 2022. “Let's Talk About Sex Roles: What 
Affects Perceptions of Sex Differences in Animal Behaviour?” Animal 
Behaviour 183: 1–12. https:// doi. org/ 10. 1016/j. anbeh av. 2021. 10. 016.

Price, J. H., and J. Murnan. 2004. “Research Limitations and the 
Necessity of Reporting Them.” American Journal of Health Education 
35: 66–67.

Purgar, M., T. Klanjscek, and A. Culina. 2022. “Quantifying Research 
Waste in Ecology.” Nature Ecology & Evolution 6: 1390–1397. https:// doi. 
org/ 10. 1038/ s4155 9-  022-  01820 -  0.

Pyke, G. H., and P. R. Ehrlich. 2010. “Biological Collections and 
Ecological/Environmental Research: A Review, Some Observations 
and a Look to the Future.” Biological Reviews 85: 247–266. https:// doi. 
org/ 10. 1111/j. 1469-  185X. 2009. 00098. x.

Réale, D., S. M. Reader, D. Sol, P. T. McDougall, and N. J. Dingemanse. 
2007. “Integrating Animal Temperament Within Ecology and 
Evolution.” Biological Reviews 82: 291–318. https:// doi. org/ 10. 1111/j. 
1469-  185X. 2007. 00010 .

Robinson, O. J., V. Ruiz- Gutierrez, and D. Fink. 2018. “Correcting for 
Bias in Distribution Modelling for Rare Species Using Citizen Science 
Data.” Diversity and Distributions 24: 460–472.

Saini, A. 2019. Superior: The Return of Race Science. Beacon Press.

Sprague, J. 2005. Feminist Methodologies for Critical Researchers: 
Bridging Differences. Altamira Press.

Stanford University. n.d. “METRICS: Meta- Research Innovation Center 
at Stanford.” https:// metri cs. stanf ord. edu.

Traniello, J. F., and T. C. Bakker. 2015. “Minimizing Observer Bias 
in Behavioral Research: Blinded Methods Reporting Requirements 
for Behavioral Ecology and Sociobiology.” Behavioral Ecology and 
Sociobiology 69: 1573–1574.

Tuyttens, F. A. M., S. de Graaf, J. L. T. Heerkens, et al. 2014. “Observer 
Bias in Animal Behaviour Research: Can We Believe What We Score, 
if We Score What We Believe?” Animal Behaviour 90: 273–280. https:// 
doi. org/ 10. 1016/j. anbeh av. 2014. 02. 007.

UKRI. 2024. “UK Metascience Unit. UK Research and Innovation.”

Urquiza- Haas, E. G., and K. Kotrschal. 2015. “The Mind Behind 
Anthropomorphic Thinking: Attribution of Mental States to Other 
Species.” Animal Behaviour 109: 167–176. https:// doi. org/ 10. 1016/j. 
anbeh av. 2015. 08. 011.

van Wilgenburg, E., and M. A. Elgar. 2013. “Confirmation Bias in 
Studies of Nestmate Recognition: A Cautionary Note for Research Into 
the Behaviour of Animals.” PLoS One 8: e53548. https:// doi. org/ 10. 
1371/ journ al. pone. 0053548.

Voelkl, B., N. S. Altman, A. Forsman, et al. 2020. “Reproducibility of 
Animal Research in Light of Biological Variation.” Nature Reviews 
Neuroscience 21: 384–393. https:// doi. org/ 10. 1038/ s4158 3-  020-  0313-  3.

von Elm, E., D. G. Altman, M. Egger, S. J. Pocock, P. C. Gøtzsche, and 
J. P. Vandenbroucke. 2008. “STROBE Initiative. The Strengthening 
the Reporting of Observational Studies in Epidemiology (STROBE) 
Statement: Guidelines for Reporting Observational Studies.” Journal of 
Clinical Epidemiology 61: 344–349.

Webster, M. M., and C. Rutz. 2020. “How STRANGE Are Your Study 
Animals?” Nature 582: 337–340. https:// doi. org/ 10. 1038/ d4158 6-  020-  
01751 -  5.

Weis, A. E. 2018. “Detecting the “Invisible Fraction” Bias in Resurrection 
Experiments.” Evolutionary Applications 11: 88–95. https:// doi. org/ 10. 
1111/ eva. 12533 .

Wolf, M., and F. J. Weissing. 2012. “Animal Personalities: Consequences 
for Ecology and Evolution.” Trends in Ecology & Evolution 27: 452–461. 
https:// doi. org/ 10. 1016/j. tree. 2012. 05. 001.

Wynne, C. D. L. 2004. “The Perils of Anthropomorphism.” Nature 428, 
no. 6983: 606.

Yanai, I., and M. Lercher. 2020. “A Hypothesis Is a Liability.” Genome 
Biology 21: 231. https:// doi. org/ 10. 1186/ s1305 9-  020-  02133 -  w.

Zucker, I., and A. K. Beery. 2010. “Males Still Dominate Animal 
Studies.” Nature 465: 690. https:// doi. org/ 10. 1038/ 465690a.

Zuk, M. 1993. “Feminism and the Study of Animal Behavior.” Bioscience 
43: 774–778.

Zvereva, E. L., and M. V. Kozlov. 2021. “Biases in Ecological Research: 
Attitudes of Scientists and Ways of Control.” Scientific Reports 11: 1–9. 
https:// doi. org/ 10. 1038/ s4159 8-  020-  80677 -  4.

 1
4

3
9

0
3

1
0

, 0
, D

o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n

lin
elib

rary
.w

iley
.co

m
/d

o
i/1

0
.1

1
1

1
/eth

.7
0

0
1

9
 b

y
 U

N
IV

E
R

S
IT

Y
 O

F
 S

H
E

F
F

IE
L

D
, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

9
/0

9
/2

0
2
5
]. S

ee th
e T

erm
s an

d
 C

o
n
d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d

itio
n

s) o
n

 W
iley

 O
n

lin
e L

ib
rary

 fo
r ru

les o
f u

se; O
A

 articles are g
o

v
ern

ed
 b

y
 th

e ap
p

licab
le C

reativ
e C

o
m

m
o
n

s L
icen

se

https://doi.org/10.1111/bij.12646
https://doi.org/10.1146/annurev.psych.49.1.259
https://doi.org/10.1146/annurev.psych.49.1.259
https://doi.org/10.1111/ele.14400
https://doi.org/10.1111/ele.14400
https://doi.org/10.1016/j.tree.2021.08.003
https://doi.org/10.1186/2046-4053-4-1
https://doi.org/10.1186/2046-4053-4-1
https://doi.org/10.1016/j.anbehav.2021.10.016
https://doi.org/10.1038/s41559-022-01820-0
https://doi.org/10.1038/s41559-022-01820-0
https://doi.org/10.1111/j.1469-185X.2009.00098.x
https://doi.org/10.1111/j.1469-185X.2009.00098.x
https://doi.org/10.1111/j.1469-185X.2007.00010
https://doi.org/10.1111/j.1469-185X.2007.00010
https://metrics.stanford.edu
https://doi.org/10.1016/j.anbehav.2014.02.007
https://doi.org/10.1016/j.anbehav.2014.02.007
https://doi.org/10.1016/j.anbehav.2015.08.011
https://doi.org/10.1016/j.anbehav.2015.08.011
https://doi.org/10.1371/journal.pone.0053548
https://doi.org/10.1371/journal.pone.0053548
https://doi.org/10.1038/s41583-020-0313-3
https://doi.org/10.1038/d41586-020-01751-5
https://doi.org/10.1038/d41586-020-01751-5
https://doi.org/10.1111/eva.12533
https://doi.org/10.1111/eva.12533
https://doi.org/10.1016/j.tree.2012.05.001
https://doi.org/10.1186/s13059-020-02133-w
https://doi.org/10.1038/465690a
https://doi.org/10.1038/s41598-020-80677-4

	Known and Unknown Biases: A Framework for Contextualising and Identifying Bias in Animal Behaviour Research
	ABSTRACT
	1   |   Introduction
	2   |   Known Knowns: Biases We Know of That Are Empirically Tested
	3   |   Known Unknowns: Biases We Know of but Cannot Currently Be Mitigated Against
	4   |   Unknown Knowns: Biases We Know of but Overlook
	5   |   Unknown Unknowns: Biases We Do Not Know Exist
	6   |   Final Remarks
	Author Contributions
	Acknowledgements
	Ethics Statement
	Conflicts of Interest
	Data Availability Statement
	References


