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A Note on Moving Frames along Sobolev Maps and
the Regularity of Weakly Harmonic Maps

Luigi Appolloni and Ben Sharp

September 4, 2025

Abstract

The purpose of this note is twofold. First we show that, for weakly differentiable

maps between Riemannian manifolds of any dimension, a smallness condition on a

Morrey-norm of the gradient is sufficient to guarantee that the pulled-back tangent

bundle is trivialised by a Ąnite-energy frame over simply connected regions in the

domain. This is achieved via new structure equations for a connection introduced

by Rivière in the study of weakly harmonic maps, combined with Coulomb-frame

methods and the Hardy-BMO duality of Fefferman-Stein.

We also prove that for weakly harmonic maps from domains of any dimension

into closed homogeneous targets, a smallness condition on the BMO seminorm of

the map is sufficient to obtain full regularity.

1 Introduction

Since the work of Wente [19], so-called div-curl structures or ŞWente termsŤ have been
known to appear crucially in the study of geometric PDE and calculus of variations in
the large. Such terms are generally of the form E · D for vector Ąelds in conjugate
Lebesgue spaces E, D ∈ Lp, Lp∗

for which one is divergence-free whilst the other is curl-
free: a-priori only in L1, these terms lie in the slightly smaller Hardy space H1 which
enjoys better properties in relation to weak convergence and under convolution by singular
integrals (and hence elliptic regularity theory) see Coiffman-Lions-Mayers-Semmes [4] for
generalisations and links to classical harmonic analysis. In his celebrated work on the
regularity theory of harmonic maps from surfaces, Frédéric Hélein [9] used a moving
frame technique along the map to re-write the equations in such a way that Wente-type
terms naturally appear. This was extended by Fabrice Bethuel [3] for weakly harmonic
maps u : Bm

1 → N from higher dimensional domains, under a smallness condition on the
M2,m−2 Morrey norm of the gradient (which is just the L2-norm when m = 2):

∥du∥M2,m−2(B1) := sup
x∈Bm

1 ,r>0



r2−m
∫

Br(x)∩Bm
1

♣du♣2 dx

1/2

.

The appearance of Wente terms is sufficient to conclude that a weakly harmonic map
whose gradient is small in this Morrey-norm, is in fact smooth. This smallness condition is
guaranteed for weakly stationary harmonic maps away from a closed set S ⊂ B1 satisfying
Hm−2(S) = 0. Here are throughout, N n →֒ R

d is an n-dimensional submanifold of Rd

equipped with the induced metric and Bm
1 ⊂ R

m denotes the open unit ball.

1



In [13] Tristan Rivière established a deep and remarkable link between the above regularity
theory and systems of the form

−∆ui = Ωi
j · duj for u ∈ W 1,2(Bm

1 ,Rd) and Ω ∈ L2(Bm
1 , so(d) ⊗ T∗

R
m). (1.1)

Rivière found a new gauge in order to re-write the above as a conservation law under
an appropriate smallness-condition on Ω, when m = 2. In particular he uncovered hid-
den Wente terms and showed that solutions were continuous. This was extended by
Rivière-Struwe [14] to higher-dimensional domains, wherein they recover regularity of
such systems under the natural assumption that Ω, du ∈ M2,m−2 and ∥Ω∥M2,m−2 is small.
This powerful observation concerning systems of the form (1.1) has had deep and fruitful
consequences in many nearby regularity problems in geometric PDE both in higher-order
and non-local settings, see e.g. [13, 5, 12, 17] and citations thereof.
In particular given a C2-Riemannian manifold N →֒ R

d and

u ∈ W 1,2(Bm
1 , N ) := ¶v ∈ W 1,2(Bm

1 ,Rd) : v(x) ∈ N for a.e. x ∈ Bm
1 ♢

Rivière introduced the following speciĄc Ω which we henceforth denote with the lower
case ω = ω(N , u) : Bm

1 → so(d) ⊗ T∗
R

m: let A ∈ Γ(T∗N ⊗ T∗N ⊗ VN ) be the second
fundamental form deĄned by A(X, Y ) = (DXY )⊥ which one extends in the obvious way
as a section of T∗

R
d ⊗T∗

R
d ⊗TR

d over N via A(X, Y ) := A(X⊤, Y ⊤) and can be written
in ambient R

d-coordinates ¶z♢ via A = Ai
jkdzj ⊗ dzk ⊗ ∂zi . For u as above deĄne

ω = ωi
j = −(Ai

jk(u) − Aj
ik(u))duk. (1.2)

In particular given a vector v ∈ R
d we may see that ω may be equivalently deĄned without

coordinates via

ωv = ωi
jv

j = −A(v, du) + ⟨A(du, ·)♯, v⟩ ∈ R
d ⊗ T∗

R
m. (1.3)

RivièreŠs interest in such an ω is that weakly harmonic maps u solve (1.1) for this speciĄc
ω, (∆u = ω · du = A(du, du)) and thus the regularity theory for harmonic maps may
be reduced to the study of systems in the form (1.1). In this article we show that ω as
deĄned in (1.2) is signiĄcant even for arbitrary (i.e. not necessarily harmonic) u.

1.1 Moving frames along Sobolev maps

The Ąrst half of this article concerns arbitrary maps u ∈ W 1,2(Bm
1 , N ) and the related ω

deĄned in (1.2). We equip u∗(TR
d) = Bm

1 × R
d with the connection ∇ω = d + ω. We

uncover some fundamental structure equations for this induced connection which, when
combined with Coulomb-frame methods, contain Wente terms. Utilising the H1 − BMO
duality of Fefferman-Stein [6] we have the following:

Theorem 1.1. Let N →֒ R
d be C2-Riemannian manifold, u ∈ W 1,2(Bm

1 , N ) and ω be
deĄned by (1.2). There exist ε = ε(m, d) > 0, C = C(m, d) < ∞ so that if

∥ω∥M2,m−2(B1) := sup
x∈Bm

1 ,r>0



r2−m
∫

Br(x)∩Bm
1

♣ω♣2 dx

1/2

< ε,

then u∗TN and u∗VN are both trivial in the sense that there exist

¶ei♢
n
i=1, ¶νj♢

d
j=n+1 ⊂ W 1,2(B1,R

d)
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so that ¶ei(x)♢ resp. ¶νj(x)♢ form orthonormal bases of Tu(x)N resp. Vu(x)N for a.e.
x ∈ B1. Furthermore, ¶ei♢ resp. ¶νj♢ are Ąnite-energy Coulomb frames in the sense that
for all relevant i, j we have

d∗(ei · dej) = 0, d∗(νi · dνj) = 0

and
max

i,j
¶∥dei∥M2,m−2(B1), ∥dνj∥M2,m−2(B1)♢ ≤ C∥ω∥M2,m−2(B1).

Remark 1.2. We may conclude the same result, assuming ∥A∥L∞(N) is Ąnite (e.g. if
N is closed), under a smallness condition on ∥du∥M2,m−2 except both ε and C would
depend additionally on ∥A∥L∞(N). We note that it is not true that a small bound on
∥du∥M2,m−2 implies that the image of u is contained in a small region e.g. when m = 2
let γ : [0, ∞) → N be any Lipschitz curve with ♣γ′♣ = 1 almost everywhere, and consider
γ◦u : B1 → N for u(x) = ε log log(e♣x♣−1). However the result above implies that a certain
amount of ∥du∥M2,m−2 is required for the image to Şwrap aroundŤ enough for u∗TN to be
non-trivial e.g. u : B3

1 → S2 deĄned by u(x) = x
♣x♣

satisĄes r−1∥du∥2
L2(Br(0)) = 8π for all

r > 0 and of course the pulled-back tangent bundle is not trivial in this case.

Remark 1.3. We will see below that ω = 1
2
R−1dR where R : B1 → O(d) can be interpreted

as G ◦ u and G : N → G(n, d) →֒ O(d) is the Gauss map of N (see Remark 2.3). Thus
the theorem above can be compared directly with Lemma 5.1.4 in [9] and be thought of
as an extension of this to higher dimensions - see Theorem 1.5 below.

In light of the above Remarks we pose the following

Question 1.4. Does the above Theorem remain true if instead of imposing that ∥ω∥M2,m−2

or ∥du∥M2,m−2 is small, we instead require

[R]BMO(B1) := sup
Br(x)⊂B1



r−m
∫

Br(x)
♣R − Rr,x♣2


1
2

< ε, Rr,x :=
1

♣Br(x)♣

∫

Br(x)
R

or indeed [u]BMO(B1) < ε. Of course the best one could hope for is that we end up with
an equivalent bound on [ei]BMO(B1) and [νj]BMO(B1) in terms of [R]BMO(B1).

Theorem 1.1 is a special case of the following

Theorem 1.5. Suppose that Π ∈ W 1,2(Bm
1 , gl(d)) is a projection (i.e. Π2 = Π and

rank(Π) = n a.e.), equivalently suppose that Π ∈ W 1,2(B1, G(n, d)). DeĄne ωΠ := ΠdΠ −
dΠΠ. There exist ε = ε(m, d) > 0, C = C(m, d) < ∞ so that if ∥ωΠ∥M2,m−2(B1) < ε then
there exist

¶ei♢
n
i=1, ¶νj♢

d
j=n+1 ⊂ W 1,2(B1,R

d)

so that ¶ei(x)♢ resp. ¶νj(x)♢ form orthonormal bases of Π(x)Rd resp. Π⊥(x)Rd for a.e.
x ∈ B1. Furthermore, ¶ei♢ resp. ¶νj♢ are Ąnite-energy Coulomb frames in the sense that
for all relevant i, j we have

d∗(ei · dej) = 0, d∗(νi · dνj) = 0

and
max

i,j
¶∥dei∥M2,m−2(B1), ∥dνj∥M2,m−2(B1)♢ ≤ C∥ω∥M2,m−2(B1).

In the above Π⊥(x) := Id − Π is the projection onto the orthogonal complement.
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Remark 1.6. As mentioned in Remark 1.3, when m = 2 this result recovers [9, Lemma
5.1.4] with a new proof which works for all m. We also recover (when m = 2) ε =
√

4π
3

using the optimal L2-Wente estimates proved by Ge [7], see Remark 2.6 for the

necessary changes in the proof. This constant is equivalent to the
√

8π
3

appearing in [9],

the discrepancy is due to a differnent choice of metric on G(n, d).

Outline of the Proof of Theorem 1.1 The proof relies on a series of observations
concerning the geometry of the connection ∇ω which we expect to be of interest in their
own right.
Let End(TR

d) denote the endomorphism bundle restricted to N and T̃ ∈ Γ(End(TR
d))

be the projection onto the tangent space of N : T̃(z) = ΠTzN . Similarly Ṽ ∈ Γ(End(TR
d))

projection onto the normal space Ṽ(z) = ΠVzN . Denote by T = T̃ ◦ u ∈ Γ(u∗End(TR
d)),

V = Ṽ ◦ u ∈ Γ(u∗End(TR
d)) and R = T − V ∈ Γ(u∗End(TR

d)) where we note that R is
of course orthogonal with R = R−1 = RT . In fact we have the following identities for ω
(see Lemma 2.2):

ω =
1

2
R−1dR = TdT − dTT.

The connection ∇ω on u∗(TR
d) induces a connection on u∗End(TR

d) and we show that
T, V and R are all parallel sections (see Lemma 2.5), in particular:

∇ωR = dR + [ω, R] = 0.

Since ∥ω∥M2,m−2 is small, we utilise the Coulomb frame constructed by Rivière-Struwe
[14] and Ąnd a new frame P making the new connection forms divergence free. At which
point the gauge-invariant form of the above allows us to write, for Q = P −1RP :

dQ = −[d∗ξ, Q].

Testing this equation with dQ gives a Wente structure on the right hand side and we
may employ H1-BMO duality to show that ∥dQ∥2

L2(B1) ≤ Cε∥dQ∥2
L2(B1) i.e. when ε

is sufficently small Q = P −1RP is a constant. In particular this yields that P itself
simultaneously trivialises both the pulled-back tangent and normal bundles. The full
details are given in Section 2.

1.2 The regularity of harmonic maps into homogeneous targets

As discussed in the opening weakly harmonic maps are regular in a neighbourhood of
a point p if ∥du∥M2,m−2(BR(p)) is sufficiently small for some radius R > 0. By the scale
invariance of this norm, this condition may be stated in an equivalent way: as long as all
approximate tangent maps, ûr,q(x) = u(q + rx), for q ∈ BR(p) and all r < R − ♣p − q♣, are
locally W 1,2-close to a constant, then u is regular near p.
In the case of harmonic maps into homogeneous targets, Hélein [8] utilised NoetherŠs
theorem to show that pure Wente structures naturally appear using the presence of a
moving frame constructed via the isometries acting on N (and not via Coulomb gauge
methods). In the second part of this article we note that weakly harmonic maps into a
homogeneous target are regular in a neighbourhood of a point p if

[u]BMO(BR(p)) := sup
Br(x)⊂BR(p)



r−m
∫

Br(x)
♣u − ur,x♣2 dx

1/2

, ur,x :=
1

♣Br(x)♣

∫

Br(x)
u

4



is sufficiently small - i.e. when N is homogeneous we may replace a Ąrst order condition
on the map u (∥du∥M2,m−2 small) with a zeroth order one ([u]BMO small) to achieve full
regularity. As above, we may re-state this: for weakly harmonic maps into homogeneous
targets, if all approximate tangent maps in a neighbourhood of p are locally L2-close to a
constant, then u is regular near p.

Theorem 1.7. Suppose that N n →֒ R
d is a closed homogeneous Riemannian manifold

isometrically embedded in Euclidean space and equip Bm
1 with a smooth metric g. Then

there exists C = C(m, g, N ) < ∞ so that if u : (B1, g) → N is weakly harmonic then

∥∇2u∥L1(B1/2) ≤ C∥∇u∥2
L2 .

Furthermore there exists ε > 0 = ε(m, g, N ) > 0 so that for any weakly harmonic map
u : (B1, g) → N satisfying [u]BMO(B1) < ε then

∥∇u∥L∞(B1/2) ≤ C∥u − u∥L1(B1) ≤ C[u]BMO(B1).

Our starting point for the proof is a result of Hélein [8, Lemmata 1 and 2] which uses the
homogeneity of N and NoetherŠs theorem to uncover Wente terms in the harmonic map
PDE, see also [2] for a new interpretation of this via equivariant embeddings. From this
we may infer that there exist K = K(N ) ∈ N, L = L(N ) < ∞ so that a harmonic map
u as in the Theorem above solves

∆gu = Xj ·g d(Y j(u)) (1.4)

for
¶Xj♢

K
j=1 ⊂ L2(B1, T∗

R
m), d∗

g(Xj) = 0 and ♣Xj♣ ≤ L♣du♣, (1.5)

and

¶Y j♢K
j=1 ⊂ Γ(TN ), ♣d(Y j(u))♣ ≤ L♣du♣, and [Y j(u)]BMO(B1) ≤ L[u]BMO(B1). (1.6)

The proof of Theorem 1.7 now follows from the below, the proof of which is given in
Section 3. We note that by translation in R

d we may assume that (1.4)-(1.6) remain true
for u − u in place of u, where u = 1

♣B1♣

∫

B1
u = 0:

Theorem 1.8. Let 1 ≤ m, n and Bm
1 ⊂ R

m the unit ball equipped with a smooth Rieman-
nian metric g. Assume that u ∈ W 1,2(Bm

1 ,Rd) weakly solves

∆gu = Xj ·g dY j in Bm
1

where ¶Xj♢, ¶Y j♢ satisfy (1.5) and (1.6) and we assume additionally that
∫

B1
u = 0.

Then there exists C = C(K, L, m, g, d) so that

∥∇2u∥L1(B1/2) ≤ C∥∇u∥2
L2 .

Furthermore there exits ε = ε(K, L, m, g, d) > 0 so that [u]BMO(B1) < ε implies that

∥∇u∥L∞(B1/2) ≤ C∥u∥L1(B1) ≤ C[u]BMO(B1).

Acknowledgements The authors were supported by the EPSRC grant EP/W026597/1.
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2 Proof of Theorems 1.1 and 1.5

Given a C2-Riemannian manifold N →֒ R
d, recall that T̃ : N → End(TR

d) is the
projection onto TN whilst Ṽ = Id − T̃ is the projection onto the normal bundle VN .
Given a map u : Bm

1 → N we set T = T̃ ◦ u, V = Ṽ ◦ u.

Remark 2.1. We note trivially from the deĄnition of T and V that T + V ≡ Id and so
dT = −dV , but also VdTV = 0 = TdTT since:

T = T2 =⇒ dT = TdT+dTT =⇒ TdTT = 2TdTT similarly VdVV = 0 =⇒ VdTV = 0.

In particular we may decompose dT into the sum of two parts, one which maps tangent
vectors to normal, and its transpose:

dT = VdTT + TdTV = dTT + TdT.

Lemma 2.2. Let N n →֒ R
d be a C2-Riemannian manifold and u ∈ W 1,2(B1, N ) with ω

deĄned by (1.2). Then we may write ω in the following two equivalent ways:

1. Setting R = T − V ∈ W 1,2(Bm
1 , O(d)) we have ω = 1

2
R−1dR.

2. ω = TdT − dTT.

Remark 2.3. As may be seen in the work of Uhlenbeck [18, Section 8], or indeed checked
directly, O = ¶O ∈ O(d) : O2 = Id♢ is a disjoint union of totally geodesic submanifolds
of O(d) and that R̃ : G(n, d) → O(d) given by R̃(E) = ΠE − ΠE⊥ may be considered a
totally geodesic embedding onto On = ¶O ∈ O : dim+1(O) = n♢ where dim+1(O) is the
dimension of the eigenspace corresponding to eigenvalue +1. Thus R above should be
thought of as the composition of u with the Gauss map G : N → G(n, d) = On.

Remark 2.4. Note that the Ąrst point in Lemma 2.2 indicates immediately that the related
connection ∇2ω = d+2ω is Ćat. We also note later that if we additionally assume that the
tension Ąeld of u, τ(u) := T∆u is weakly in L1 then we may compute (see the Appendix),
for any v ∈ R

d:

−d∗ωv = −A(v, τ(u)) + ⟨A(τ(u), ·)♯, v⟩ − ∇N
duA(v, du) + ⟨∇N

duA(du, ·)♯, v⟩. (2.1)

Thus if u is harmonic, and N is embedded via a parallel second fundamental form (∇N A ≡
0) then d∗ω = 0, too. Examples of such N include round spheres, O(d), U(d), and real and
complex Grassmannians equipped with their induced metrics e.g. from the embedding R̃
above.

Proof. For z0 ∈ N Ąx an orthonormal frame ¶ei(z)♢n
i=1 around z0 ∈ N such that

∇N
ei

ej(z0) = Dei
ej(z0) − A(ei, ej) = 0, where we denote by ∇N the Levi-Civita con-

nection on N and by D the usual Euclidean derivative in R
d. Observe that for all v ∈ R

d,
we have

T̃(z)v =
n
∑

i=1

⟨ei(z), v⟩ei(z),

thus

dT̃(z) [ej] v =
d
∑

i=1

⟨Dej
ei(z), v⟩ei(z) + ⟨ei, v⟩Dej

ei(z).
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Evaluating this at z0, we obtain

dT̃(z0) [ej] v =
n
∑

i=1

⟨A(ei, ej), v⟩ei + ⟨ei, v⟩A(ei, ej).

Now, if X ∈ Tz0N , using EinsteinŠs summation convention, we can write X = Xjej, and
the above formula can be expressed as

dT̃(z0) [X] v =
n
∑

i=1

⟨A(ei, X), v⟩ei + A(v, X) = ⟨A(·, X)♯, v⟩ + A(v, X). (2.2)

Thus
dT(x)v = ⟨A(·, du)♯, v⟩ + A(v, du)

and clearly
dT(Tv) = A(v, du) and TdTv = ⟨A(·, du)♯, v⟩

which, by comparison with (1.3) gives ωv = TdTv − dTTv for all v ∈ R
d, proving the

second claim.
Now, since T and V are projections, it is straightforward to verify that RT = R and
R2 = Id, which implies R−1 = RT = R. As a consequence, we have using Remark 2.1

1

2
R−1dR =

1

2
RdR =

1

2
R (dT − dV) = RdT = (T − V) dT = TdT − VdT

= TdT − dTT

since VdT = dTT.

The connection ∇ω on u∗TR
d induces also connection on u∗(End(TR

d) via

∇ωE = dE + [ω, E] for E ∈ Γ(u∗End(TR
d))

from which it is straightforward to check:

Lemma 2.5. ∇ωT = 0, ∇ωV = 0 and ∇ωR = 0.

Proof. We will check only the Ąrst claim, with the others following trivially from this and
Remark 2.1. Using part 2. of Lemma 2.2 and Remark 2.1 we have

[ω, T ] = ωT − Tω = (TdT − dTT)T − T(TdT − dTT) = −dTT − TdT = −dT

as required.

Proof of Theorem 1.1 and Theorem 1.5. In the case of Theorem 1.5 we note that Remark
2.1 and Lemma 2.5 holds for Π, Π⊥, and ωΠ respectively, and indeed the below proof works
by replacing T with Π, V with Π⊥, ω with ωΠ and R with Π − Π⊥.
Using the Morrey-space version of the Coulomb frame proven by Rivière-Struwe [14,
Lemma 3.1] we know that by choosing ε = ε(m, d) > 0 sufficiently small there are P ∈
H1(Bm

1 , SO(d)) and ξ ∈ H1
0 (Bm

1 , so(d) ⊗ ∧2T∗
R

m) such that

P −1dP + P −1ωP = d∗ξ, and dξ = 0 on Bm
1 . (2.3)

7



Moreover, dP and Dξ belong to M2,m−2(Bm
1 ) with

∥dP∥M2,m−2 + ∥Dξ∥M2,m−2 ≤ C∥ω∥M2,m−2 ≤ Cε. (2.4)

In the above Dξ denotes the collection of all Ąrst order derivatives of all components of ξ
which we distinguish from dξ which is simply the exterior derivative of the two-form.
The gauge-invariant version of Lemma 2.5 tells us that

∇d∗ξ(P −1TP ) = d(P −1TP ) + [d∗ξ, P −1TP ] = 0,

similarly ∇d∗ξ(P −1VP ) = 0 and ∇d∗ξ(P −1RP ) = 0, as may be checked directly using
(2.3).
In particular letting Q = P −1RP then we have dQ = [Q, d∗ξ] giving (where we always
sum over repeated indices)

♣dQ♣2 = tr([Q, d∗ξ] · dQT ) = ∗(Qi
kd∗ξk

l ∧ ∗dQi
l − d∗ξk

l Ql
i ∧ ∗dQk

i )

= − ∗ 2(d ∗ ξk
l ∧ Qi

kdQi
l)

= − ∗ 2d(∗ξk
l ∧ Qi

kdQi
l) + 2(−1)m−2 ∗ (∗ξk

l ∧ (dQi
k ∧ dQi

l)).

We may extend ξ by zero to the whole of Rm without relabelling, and recall that [ξ]BMO(Rm) ≤
C∥Dξ∥M2,m−2(Rm) in view of the Poincaré inequality. We also extend Q − Q to a W 1,2

function Q̃ on the whole of Rm so that ∥dQ̃∥L2 ≤ C∥dQ∥L2(B1) and dQ̃ = dQ in B1. By
H1-BMO duality [6] and the fundamental results of Coiffman-Lions-Mayers-Semmes [4]
we have, up to a sign which is irrelevnat

∥dQ∥2
L2(B1) = 2

∫

∗ξk
l ∧ (dQ̃i

k ∧ dQ̃i
l)

≤ 2[ξk
l ]BMO∥dQ̃i

k ∧ dQ̃i
l∥H1

≤ C∥Dξ∥M2,m−2∥dQ∥2
L2(B1)

≤ Cε∥dQ∥2
L2(B1).

For ε sufficiently small, Q is a constant. Now if ¶Ei♢ and ¶Nj♢ is an orthonormal basis
Tu(0)N and Vu(0)N then we
Claim: ei(x) := P (x)P (0)T Ei and νj(x) := P (x)P (0)T Nj are orthonormal moving frames
for u∗(TN ) and u∗(VN ) respectively as required by the Theorem.
Clearly both ¶ei♢ and ¶νj♢ are orthonormal frames satisfying the desired estimate, by
(2.4). We will see below that R(x)ei(x) = (T(x) − V(x))ei(x) = ei(x) meaning that
ei(x) ∈ Tu(x)N almost everywhere, and similarly R(x)νj(x) = −νj(x) meaning that
νj(x) ∈ Vu(x)N almost everywhere. Indeed:

R(x)ei(x) = R(x)P (x)P (0)T Ei = P (x)(P T (x)R(x)P (x))(P (0)T Ei)

= P (x)(P (0)T R(0)P (0))P (0)T Ei = ei(x)

and

R(x)νj(x) = R(x)P (x)P (0)T Nj = P (x)(P T (x)R(x)P (x))(P (0)T Nj)

= P (x)(P (0)T R(0)P (0))P (0)T Nj = −νj(x).

It remains to check that d∗(ei · dej) = 0 and similarly for ¶νj♢. We do this for the former
leaving the latter to the reader. Assume w.l.o.g. that P (0) = Id and note that

ei · dej = PEi · (dP )Ej = Ei · P −1dPEj = Ei · d∗ξEj − Ei · (P −1ωP )Ej.

The result follows from Ei · (P −1ωP )Ej = ei · ωej = 0 since ωej is a normal vector by
Remark 2.1.

8



Remark 2.6. When m = 2 one Ąnds P ∈ H1(Bm
1 , SO(d)) and ξ ∈ H1

0 (Bm
1 , so(d)) solving

P −1dP + P −1ωP = ∗dξ on B, with ∥dP∥L2 ≤ 2∥ω∥L2 and ∥dξ∥L2 ≤ ∥ω∥L2

regardless of the size of ε (see e.g. [15, Theorem 8.4]). The optimal L2 Wente estimate on

dics [7] then gives ∥dQ∥2
L2 ≤

√

3
4π

∥ω∥L2∥dQ∥2
L2 which means that ε =

√

4π
3

is sufficient.

3 Proof of Theorem 1.7

Proof of Theorem 1.8. For simplicity we will give the proof only in the case that g is
the Euclidean metric, leaving the required changes necessary for the general case to the
interested reader.
The Ąrst estimate on ∥∇2u∥L1(B1/2) is standard - by suitably extending Xj and Y j similarly
to the below one may use e.g. [9, Theorem 3.2.9].
For the BMO-regularity part we begin by noticing that, from standard L2-Hodge theory
(see for instance [10, Corollary 10.5.1]), there exists ξj ∈ W 1,2(Bm

1 , ∧2T∗
R

m) such that
Xj = d∗ξj, each component of ξj has mean zero in B1 and ∥Dξj∥L2(Rm) ≤ ∥Xj∥L2(B1). We

extend ξj to ξ̃j ∈ W 1,2(Rm, ∧2T∗
R

m) and for which we still have

∥Dξ̃j∥L2 ≤ C∥Xj∥L2(B1) ≤ C∥du∥L2(B1).

We similarly extend each Y j − Y
j

to Ỹ j, deĄned on the whole of Rm and for which we
have dỸ j = dY j in B1 and (see [11])

[Ỹ j]BMO(Rm) ≤ C[Y j]BMO(B1) ≤ C[u]BMO(B1).

Testing the equation with ϕ ∈ C∞
c (Bm

1 ,Rd) and applying the divergence theorem, we
obtain

∫

Xj · dY jϕ =
∫

d∗ξ̃j · dỸ jϕ = −
∫

B1

(d∗ξ̃j · dϕ)Ỹ j

=
∫

(d ∗ ξ̃j ∧ dϕ)Ỹ j.

Now, [4] gives that

∥(d ∗ ξ̃j ∧ dϕ)∥H1(Rm) ≤ C∥Dξ̃j∥L2(Rm)∥dϕ∥L2(B1) ≤ C∥du∥L2(B1)∥dϕ∥L2(B1).

Combined with the H1 − BMO duality we have, for all ϕ ∈ C∞
c (Bm

1 ,Rd)

∫

Xj · dY jϕ ≤ C∥du∥L2(B1)∥dϕ∥L2(B1)[Ỹ
j]BMO(Rm)

≤ C∥du∥L2(B1)[u]BMO(B1)∥dϕ∥L2(B1),

giving ∥Xj · dY j∥H−1(B1) ≤ C∥du∥L2(B1)[u]BMO(B1). Now letting v ∈ W 1,2
0 be the unique

solution to ∆vi = Xj · dY j we have

∥v∥2
L2(B1) + ∥dv∥2

L2(B1) ≤ C∥du∥2
L2(B1)[u]2BMO(B1). (3.1)

We now may essentially follow some of the arguments as in [16] to complete the proof
which we outline brieĆy:
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Write u = h+v for h a harmonic function. We Ąrst observe that ∥h∥L1(B1) ≤ C(∥u∥L1(B1)+
∥v∥L1(B1)) ≤ C(∥u∥L1(B1) + ∥du∥L2(B1)[u]BMO(B1)), whence one trivially has that

∥dh∥2
L2(B1/2) ≤ C(∥u∥2

L1(B1) + ∥du∥2
L2(B1)[u]2BMO(B1)).

Thus in particular,

∥du∥2
L2(B1/2) ≤ C(∥du∥2

L2(B1)[u]2BMO(B1) + ∥u∥2
L1(B1))

and by repeating the argument above on each ball B2R(x) ⊂ B1, and by the scaling
properties of each quantity we see that

∥du∥2
L2(BR/2(x)) ≤ C(∥du∥2

L2(BR(x))[u]2BMO(B1) + R−m−2∥u∥2
L1(B1))

≤ Cε2∥du∥2
L2(BR(x)) + CR−m−2∥u∥2

L1(B1).

Hence exactly as equation (23) in [16] is derived using [16, Lemma A.7] we may obtain
that, for ε sufficiently small

∥du∥L2(B7/8) ≤ C∥u∥L1(B1). (3.2)

Observe now that we can write du = H + dv where H = dh is a harmonic one-form and

∥du∥2
L2(B1) = ∥H∥2

L2(B1) + ∥dv∥2
L2(B1).

Since H is harmonic, the quantity r−m∥H∥2
L2(Br) is increasing, which implies

∥H∥2
L2(Br) ≤ rm∥H∥2

L2(B1)

≤ rm∥du∥2
L2(B1). (3.3)

for all 0 < r ≤ 1. Using equations (3.1) and (3.3), for any δ > 0, we have

∥du∥2
L2(Br) ≤ (∥H∥L2(Br) + ∥dv∥L2(Br))

2

≤ (1 + δ)∥H∥2
L2(Br) + Cδ∥dv∥2

L2(B1)

≤ (1 + δ)rm∥du∥2
L2(B1) + Cδ∥du∥2

L2 [u]2BMO

=


(1 + δ)rm + Cδ[u]2BMO



∥du∥2
L2(B1)

<


(1 + δ)rm + Cδε
2


∥du∥2
L2(B1) (3.4)

where we also used YoungŠs inequality. At this point, given α ∈ (0, 2) to be determined
later, choose δ, ε ∈ (1, 2] sufficiently small so that

(1 + 2δ)

2m
+ Cδε

2 = 2α−m.

For any x ∈ B3/4, ϱ = 7/8 − ♣x♣ > 1/8, and any r ≤ ρ we may write 2−k−1ϱ ≤ r ≤ 2−kϱ.
Deriving (3.4) on Bϱ(x) and iterating gives (also from (3.2))

∥du∥2
L2(Br(x)) ≤



2−k+1
m−α

∥du∥2
L2(Bϱ(x)) ≤ 32m−αrm−α∥du∥2

L2(B7/8) ≤ Crm−α∥u∥2
L1(B1).

The above estimate gives

∥du∥M2.m−α(B3/4) ≤ C∥u∥L1(B1).
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As a consequence, since u solves equation (1.4) and recalling (1.5) and (1.6), we obtain
that

∥∆u∥M1,m−α(B3/4) ≤ C∥u∥2
L1(B1)

and thus, Ąxing α such that α such that 1 < α < 2m/(2m − 1), the Riesz potential
estimates of Adams [1] gives du ∈ Lp̃(B5/8) for 1

p̃
= 1 − 1

α
. Thus for some q > 2m,

∥du∥Lq(B5/8) ≤ C∥u∥L1(B1).

Going back to (1.5) and (1.6) we obtain ∥∆u∥Ls(B5/8) ≤ C∥u∥2
L1(B1) for some s > m from

which Calderon-Zygmund estimates and Sobolev embedding Ąnishes the proof.

A Sketch proof of (2.1)

Proof. Given X, Y ∈ Γ(TN ) and assuming that ∇N
X Y = ∇N

Y X = 0 at z0 we have

D2T̃[X, Y ]v = DY (DXT̃)v

and starting from (2.2) we have, for any v ∈ R
d

D2T̃[X, Y ]v = DY (⟨A(·, X)♯, v⟩ + A(v, X))

= ⟨DY (A(·, X)♯), v⟩ + DY (A(v, X))

= ⟨∇N
Y A(·, X)♯, v⟩ − ⟨A(·, X)♯, A(Y, v)⟩ + ∇N

Y A(v, X) − ⟨A(v, X), A(Y, ·)♯⟩

where we have used that if η ∈ Γ(VN ) then DY η = ∇N
Y η − ⟨η, A(Y, ·)♯⟩.

Thus we have that

d∗ωv = ∆TTv − T∆Tv

= dT̃[T∆u]Tv − TdT̃[T∆u]v + D2T̃[du, du]Tv − TD2T̃[du, du]v

= A(v, τ(u)) − ⟨A(τ(u), ·)♯, v⟩ + ∇N
duA(v, du) − ⟨∇N

duA(du, ·)♯, v⟩

using the above, and (2.2) again.
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