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Abstract

This study explores how large language models (LLMs) can support deductive and inductive thematic coding in real-life 

contexts, balancing AI-driven efficiency with essential human oversight. Using three datasets from Tearfund, a UK-based 

Christian charity, we propose a dual-role human–LLM collaborative framework where the LLM functions as an initial 

annotator and a validator. In the deductive phase, GPT-4o and GPT-4o-mini were compared against human coders. GPT-4o 

achieved a substantial agreement in multi-label thematic categorization (κ = 0.61–0.65), while GPT-4o-mini showed a mod-

erate agreement (κ = 0.41–0.58). Both models excelled in sentiment analysis (κ = 0.91–0.95), but struggled with evaluating 

evidence of impact due to contextual complexity (κ ≤ 0.01). GPT-4o-mini exhibited greater output variability and instability 

than GPT-4o, but benefited more from few-shot learning to mitigate hallucinations. In the inductive phase, GPT-4o dem-

onstrated a strong semantic alignment with human-generated themes (cosine similarity = 0.76–0.79) though its tendency 

toward broad themes required human refinement. Despite their potential to streamline thematic analysis, LLMs also pose 

limitations and implementation challenges, including inconsistencies in excerpt extraction (precision = 0.41, recall = 0.53) 

and the trade-off between the time saved in coding and the time required for human validation. To facilitate practical imple-

mentation, we provide reusable prompt templates for four stages: context, instructions, data processing, and verification. 

Our findings underline the indispensable role of human expertise—from prompt engineering and managing hallucinations 

to final verification—to ensure accurate and trustworthy AI-assisted analyses. While LLMs can enhance qualitative analysis, 

their full potential is only realized under skilled human guidance.

Keywords Large language models (LLMs) · Generative AI (GenAI) · GPT-4o · Prompt engineering · Thematic analysis

1 Introduction

Recent advances in AI, particularly Generative Artificial 

Intelligence (GenAI) such as large language models (LLMs), 

have greatly expanded the applications of AI in various 

fields (Sedkaoui & Benaichouba 2024), including the char-

ity sector. For example, the 2023 Charity Digital Skills 

report 1suggested that 35% of charities were already using 

AI for tasks, such as writing fundraising materials or taking 

meeting minutes, with a further 26% having plans to do so 

in future. This growing trend is evident in Tearfund, a UK-

based Christian charity working globally to tackle poverty 

and injustice as it explores how AI-driven thematic analysis 

can assist in evaluating projects and informing future initia-

tives. Unlike traditional natural language processing (NLP) 

techniques, LLMs provide an intuitive, text-based interface, 

making them accessible to a broader user base without deep 

programming knowledge (Turobov et al. 2024). This ease 

of use has driven the interest in applying LLMs to thematic 

analysis, a widely used method in qualitative research to 
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systematically uncover patterns or themes (Terry et  al. 

2017).

Carrying out thematic analysis enables researchers to 

explore research questions or gain insights into a specific 

issue by identifying and examining themes (Braun & Clarke 

2006; Maguire & Delahunt 2017). Thematic analysis can 

involve both deductive and inductive coding approaches. 

Deductive coding, also known as theory-driven coding, 

applies an existing framework or predefined codes to the 

data, often based on specific theories or hypotheses the 

researchers wish to explore. In this method, researchers use 

a detailed “codebook,” developed from an established theo-

retical framework, to guide the coding process and ensure 

that the data accurately reflect the predefined concepts or 

the characteristics being examined (Miles et al. 2014). In 

contrast, inductive coding, or data-driven coding, generates 

codes and themes directly from the data itself, allowing them 

to emerge naturally without the influence of preconceived 

categories (Thomas 2006). This approach is particularly use-

ful in exploratory research, aiming to discover new insights 

(Mansourian 2008).

Although effective, thematic analysis is often time-

consuming, labor-intensive and subjective (Dai et al. 2023; 

Gamieldien et al. 2023; Tai et al. 2024). Integrating LLMs 

into thematic analysis could offer several benefits, including 

reduced labor costs (Gilardi et al. 2023), increased efficiency 

(Gao et al. 2024; Zhang et al. 2024), adding an additional 

layer of objectivity (Mathis et al. 2024), and the ability to 

uncover insights that human coders might overlook (Meng 

et al. 2024; Turobov et al. 2024). However, the effective 

application of LLMs in thematic analysis depends on a suc-

cessful prompt design to guide the models and mitigate the 

risk of generating “hallucinations”—inaccurate or mislead-

ing information that can compromise analysis reliability (Tai 

et al. 2024; Turobov et al. 2024). Although LLMs are gain-

ing popularity for thematic analysis, their practical applica-

tion remains in early stages. Most studies focus on either 

deductive coding or inductive coding, with some employ-

ing them solely as initial coders and a few extending their 

role to include validation. However, research on combining 

both coding approaches and dual roles into a comprehen-

sive framework is limited. Additionally, much of the existing 

work does not consider the use of AI technologies within the 

context of real-life coding workflows.

This study addresses these gaps through a case study 

with Tearfund. We investigate the role of LLMs, particu-

larly GPT-4o, in supporting Tearfund’s deductive and induc-

tive coding workflows, which form the analysis phase of an 

evaluation meta-synthesis (explained further in Sect. 3.1). 

Specifically, we address the following research questions: 

(RQ1): How well can LLMs perform deductive and induc-

tive coding tasks? (RQ2): How can LLMs be implemented 

within an existing thematic analysis workflow? Although 

centered around a specific use case, we believe the practical 

insights gained from this investigation will be of interest to 

any organization seeking to employ AI assistance for the-

matic analysis. In addition to evaluating the performance of 

LLMs, we also propose a dual-role human–LLM collabora-

tive framework where LLMs act as both validators and ini-

tial annotators under human oversight. Our findings support 

the efficacy of LLMs for thematic analysis as demonstrated 

in past work, but also highlight issues with their practical 

implementation in real-life contexts.

2  Literature review

2.1  Large language models (LLMs)

LLMs have driven notable progress in NLP (Patil & Gudi-

vada 2024), offering tools that can significantly enhance tra-

ditional qualitative analysis methods, such as thematic analy-

sis. By automating text analysis and generating codes, LLMs 

showcase the potential to complement human expertise in 

identifying themes and patterns in large datasets (Khan et al. 

2024). Several cutting-edge LLMs have emerged, including 

GPT-4, GPT-4o, PaLM2, Llama 3.1, and Claude 3.5 Son-

net, from companies, such as OpenAI, Meta, Google, and 

Anthropic. These foundational models are pre-trained with 

billions to trillions of parameters, enhancing accuracy and 

coherence in language tasks, and can be used for multiple 

downstream tasks. Additionally, their expanded context win-

dows, such as the 128,000-token capacity of GPT-4o and the 

200,000-token capacity of Claude 3.5 Sonnet, allow them to 

handle vast amounts of input data efficiently and be used for 

more complex tasks.

The success of using LLMs, particularly in thematic anal-

ysis, hinges on the quality and specificity of the prompts 

provided (De Paoli 2023; Zhang et al. 2025). A well-crafted 

prompt, which can be a question, command, or statement, is 

used to guide the model’s focus (Giray 2023). Techniques, 

such as in-context learning (ICL), chain-of-thought (CoT) 

prompting, and role-playing, can improve model outputs 

by providing examples (one- or few-shot learning), break-

ing reasoning into steps, and aligning outputs with specific 

domains (Brown et al. 2020; Wei et al. 2022; Gao 2023). 

Clearly structuring prompts, particularly for complex tasks, 

can also enhance the model’s response quality (Arvidsson 

& Axell 2023). Designing an effective prompt is a clear 

opportunity for human engagement, especially for thematic 

analysis that often requires domain and subject expertise 

(Turobov et al. 2024; Zhang et al. 2025) and can be sig-

nificantly improved with iterative refinement (Bijker et al. 

2024; De Paoli 2023; Hou et al. 2024; Khan et al. 2024; 

Sinha et al. 2024).
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Despite the benefits of LLMs, they also pose a number 

of challenges. For example, LLMs inherently carry the 

biases in their training data which can result in prejudiced 

and unfair outputs (Motoki et al. 2024). The relative ease 

with which LLMs can be used for tasks, such as thematic 

analysis, can also result in an unhealthy trust in the qual-

ity of outputs resulting in a lack of critical analysis and 

engagement with the process (Lee et al. 2025). There are 

also a range of other ethical issues raised by LLMs, such 

as their impact on human workers and the potential for job 

displacement, inequalities in the access of AI technologies, 

the environmental costs of the vast computing infrastructure 

needed to power applications like ChatGPT, the potential for 

dissemination of misinformation, and the lack of transpar-

ency within “black box” systems in their decision-making 

and internal reasoning processes (Hendrycks 2024; Shin 

2025). Additionally, LLMs can generate inaccurate or false 

information, a phenomenon known as “hallucination” (Do 

et al. 2024; Turobov et al. 2024). This arises when models 

struggle with conflicting or diverse data. In the case of the-

matic analysis, human validation of LLM outputs ensures 

accuracy and completeness (Lee et al. 2024). Mitigating hal-

lucinations can involve prompt refining and self-assessment 

strategies (Cooke 2024) and is vital in practice for gaining 

users’ trust. In this study, we use various prompt techniques 

to guide and improve the model outputs.

2.2  LLMs for thematic analysis

As LLMs evolved, researchers have explored their potential 

application in thematic analysis. For example, Xiao et al. 

(2023) investigated the use of GPT-3 for deductive coding, 

demonstrating GPT-3 can be a useful tool for deductive qual-

itative coding. Their findings showed that when properly 

guided with a codebook, GPT-3 reduced the labor-intensive 

nature of manual coding while maintaining a fair to substan-

tial level of agreement with expert coders. They also demon-

strated that the codebook-centered design outperforms the 

example-centered designs and highlighted examples that 

are crucial to performance, especially when moving from a 

zero-shot to a one-shot setting. In a different application of 

deductive coding, Tai et al. (2024) employed ChatGPT-3.5 

to execute predefined codes over 160 iterations. They intro-

duced a new approach called LLMq to measure how con-

sistently the LLM identified the relevant codes . The finding 

revealed that consistency was achieved after several itera-

tions, demonstrating the potential of LLMs, not only as sup-

plementary tools, but also as means to uncover previously 

overlooked insights.

In contrast, other studies have focused on the use of LLMs 

for inductive coding. Gao et al. (2024) developed Collab-

Coder, a workflow implemented on web-based platform inte-

grating GPT-3.5-turbo to support the inductive qualitative 

analysis process. This platform facilitated various stages of 

the qualitative analysis process, including code suggestions, 

team discussions, and codebook development, enabling col-

laborative theme generation. De Paoli (2023) applied Braun 

and Clarke’s (2006) six-phase framework to evaluate GPT-

3.5-Turbo for inductive thematic analysis of semi-structured 

interviews. While the model successfully inferred many key 

themes, it missed some important ones identified by human 

analysts, highlighting the importance of a human-in-the-loop 

approach and the necessity of human involvement to ensure 

comprehensive and valid analysis (Khalid & Witmer 2025).

Dai et al. (2023) adopted a more comprehensive approach 

by leveraging GPT-3.5-Turbo-16 k for both deductive and 

inductive coding, further broadening the scope of using 

LLMs for thematic analysis. Their work introduced the 

LLM-in-the-loop model, which showcased a collaborative 

approach where human experts and LLM worked together 

iteratively throughout the coding process. This model 

achieved a near-perfect agreement between a human and 

machine coders, demonstrating that LLMs can significantly 

reduce labor and time while maintaining results comparable 

to those produced by human coders.

Building on this fact, several studies have explicitly pro-

posed human–LLM collaborative frameworks. Yan et al. 

(2024) highlighted an effective human–AI collaboration 

framework, emphasizing the supportive role of LLMs in 

assisting human coders, rather than replacing them. Addi-

tionally, Meng et al. (2024) presented CHALET, a novel 

methodology for qualitative research that combines human 

and LLM efforts. CHALET integrates LLMs to assist with 

data collection and employ a dual coding approach: both 

human and LLM perform deductive coding to pinpoint disa-

greements, which are then collaboratively analyzed through 

inductive coding to uncover new insights.

Other research, though not directly addressing a col-

laborative framework, still centers on the concept of 

human–LLM cooperation. Earlier studies suggested using 

LLMs as initial coders to improve efficiency (Chew et al. 

2023; Turobov et al. 2024). De Paoli (2023), for instance, 

explored the use of GPT-3.5-Turbo as an initial coder in 

inductive coding, but recommended its future use as a vali-

dation tool. Recent studies have expanded LLMs’ roles as 

both initial coders and ‘second coders’ to validate human 

coding, thereby enhancing overall coding quality by uncov-

ering patterns human coders may neglect (Bijker et al. 2024; 

Tai et al. 2024; Zhang et al. 2024). Additionally, LLMs have 

also been suggested as mediators to reconcile differences 

between human coders (Gao et al. 2024), further reinforcing 

the idea that LLMs work best in conjunction with human 

expertise rather than as a replacement for human coders. 

In this research, we explore the value of LLMs in thematic 

analysis within a dual-role human–LLM collaboration 

framework.
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3  Methodology

3.1  Description of the Case Study

Tearfund2 is a UK-based Christian charity working globally 

to implement practical and sustainable programs that address 

poverty and injustice. In this work, we ground the use of 

LLMs to support qualitative analysis within Tearfund as a 

case study, an approach enabling “an in-depth appreciation 

of an issue, event or phenomenon of interest, in its natural 

real-life context” (Crowe et al. 2011:1). This allowed us to 

study the context in which LLMs could be used, generate 

realistic test data, and gather feedback from staff regarding 

their utility.

Tearfund regularly evaluates the projects they and their 

partners support or deliver, ensuring wise use of resources 

and deriving valuable lessons for future endeavors. In most 

cases, the output of such an evaluation is a comprehensive 

evaluation report, in which the evaluator analyzes primary 

and secondary data; draws conclusions about the effective-

ness, efficiency, relevance, impact, and sustainability of the 

project; and makes specific recommendations for future 

work. Since 2019, on an annual basis, Tearfund’s Impact 

team has collated these evaluation reports and conducted 

further analysis on them; an exercise referred to as an evalu-

ation meta-synthesis. The purpose of the meta-synthesis is 

to promote organizational learning, by summarizing evalu-

ation findings, making them digestible and accessible to a 

wider internal audience, and highlighting findings that are 

potentially of strategic importance.

The exercise starts with a human coder reading each eval-

uation report in full and scoring it against the Bond Evidence 

Principles,3 which are widely used in the sector to measure 

evidence quality. Reports scoring 30 or more are included 

in the subsequent stages of the analysis, which employ both 

deductive and inductive coding methods (either being per-

formed first). At this preliminary stage, Tearfund staff also 

group the evaluation reports according to the organization’s 

four corporate priorities: CCT (Church and Community 

Transformation), RPS (Reconciled, Peace-filled Societies), 

C2R (Crisis to Resilience), and EES (Environmental and 

Economic Sustainability). Every one of Tearfund’s projects 

contributes to and aligns with one (or more) of these priori-

ties. Therefore, each evaluation report is assigned to one or 

more of the groups depending on the nature of the project 

that is being evaluated.

The primary goal of deductive coding is to find excerpts 

from evaluation reports that describe the differences 

(positive or negative impact) that Tearfund’s work has made 

to people’s lives and communities. The human coder starts 

with a codebook in mind to help guide the process, but will 

subsequently apply one or many codes from the codebook to 

categorize excerpts. Tearfund uses two codebooks: (a) their 

internally developed framework for understanding, working 

toward and measuring well-being, the Light Wheel4; and 

(2) the United Nations' Sustainable Development Goals5 

(SDGs). The excerpts are also coded for whether the dif-

ference that Tearfund has made is positive or negative and 

if the excerpts provide supporting evidence for impact. The 

deductive process poses a particularly challenging problem 

for applying LLMs as the task is not only to assign codes, 

but also extract suitable text excerpts. Additionally, evalu-

ators will often make the same point or state the same con-

clusion more than once. The human coder, however, will 

typically only code each point/argument once.

In the case of inductive coding, Tearfund staff analyze 

each ‘corporate priority group’ of reports, identify patterns 

and themes that emerge naturally, and thereby uncover learn-

ing points that can inform future programs and the strategic 

direction of each of the corporate priorities.

3.2  Datasets

To assess the capabilities of using LLMs for performing 

qualitative analyses within the context of Tearfund’s meta-

synthesis process, we obtained example evaluation reports 

and outputs of the coding process. These were structured 

into three datasets (shown in Table 1) to assist with vali-

dating the proposed scenarios. The ‘Codebook’ column 

specifies the coding framework applied to each report; the 

‘Language’ column indicates the language in which each 

report is written; ‘Word Count’ represents the total num-

ber of words in each report, excluding sections, such as 

introduction, methodology, and annexes; ‘Deductive Cod-

ing Excerpts Count’ shows the number of excerpts quoted 

through deductive coding methods; and ‘Corporate Prior-

ity’ specifies which corporate priority group each report was 

assigned to.

Dataset 1 consists of some of the evaluation reports that 

were included in the 2023 meta-synthesis, already analyzed 

and coded by Tearfund’s expert coders. The focus of this 

meta-synthesis was on well-being,6 so these evaluations had 

been coded with the Light Wheel codebook. Datasets 2 and 

2 Tearfund (site visited: 04/11/2024): https:// www. tearf und. org/
3 Bond Evidence Principles (site visited: 04/11/2024): https:// www. 

bond. org. uk/ resou rces/ evide nce- princ iples/

4 Tearfund Light Wheel toolkit (site visited: 04/11/2024):https://

learn.tearfund.org/en/resources/series/the-light-wheel-toolkit 
5 United Nations’ Sustainable Development Goals (site visited: 

04/11/2024): https:// sdgs. un. org/ goals
6 Aiming to answer the following question: ‘According to evaluators, 

how does Tearfund’s work contribute to improving people’s well-

being?’.

https://www.tearfund.org/
https://www.bond.org.uk/resources/evidence-principles/
https://www.bond.org.uk/resources/evidence-principles/
https://sdgs.un.org/goals
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3 consist of evaluation reports that are part of the ongoing 

2024 meta-synthesis, some of which had already been coded 

at the time of our study. For the first time, as part of this 

meta-synthesis, the Tearfund team is focusing on the UN’s 

SDGs,7 meaning that the SDG codebook was applied to the 

evaluations in datasets 2 and 3.

As a pre-trained foundation model, the LLM already pos-

sesses knowledge of the SDGs. Therefore, we use datasets 

1 and 2 to assess performance when coding with different 

codebooks.

3.3  Experimental setup

3.3.1  Human–LLM collaborative framework

In this study, we designed our experiments around two sce-

narios, breaking the human coding process into distinct tasks 

to facilitate prompt design (Noring et al. 2024). This allowed 

us to assess GPT-4o for deductive and inductive coding (see 

Fig. 1). In Scenario 1, the LLM acts as a validation tool, 

with its coding being compared to human expert coding to 

assess accuracy and consistency. This scenario emphasizes 

the LLM in a supporting role, where humans perform the 

primary coding tasks, and the LLM validates their work. 

Although the LLM offers validation feedback, humans retain 

full control over any final decisions.

In contrast, Scenario 2 positions the LLM as the initial 

annotator, taking on a more active role. This process starts 

with the human coder providing instructions and examples 

to establish a coding framework. The LLM performs the 

Table 1  Datasets used in these experiments

a One report is written in French to test GPT’s multilingual capabilities

Report Name Codebook Language Word Count Excerpts Count Corporate Priority

Deductive Coding Inductive Coding

Dataset 1

1 Savings groups and CCMP, Cote 

d'Ivoire

Light Wheel English 6691 27 23 CCT, EES

2 RPS integrated programming, Burundi Light Wheel English 5868 18 26 RPS

3 Sangasangai (QuIP), Nepal Light Wheel English 6550 30 13 CCT 

4 Emergency WASH, DRC Light Wheel English 14,519 26 42 C2R

5 Seed multiplication for small farmers, 

DRC

Light Wheel Frencha 1515 12 0 EES

Total 113 94

Dataset 2

1 CCT, Bangladesh SDGs English 5471 10 Not yet coded CCT 

2 Addressing sexual exploitation and 

abuse, Zimbabwe

SDGs English 7257 7 Not yet coded RPS

3 Climate and community transforma-

tion, India

SDGs English 5857 14 Not yet coded EES

4 Mental health and psychosocial sup-

port, Philippines

SDGs English 6005 6 8 C2R

5 Triple Nexus project, Eurasia and 

North Africa

SDGs English 9384 12 8 EES, RPS, C2R

Total 49 16

Dataset 3

1 WASH Project, Eurasia and North 

Africa

SDGs English 7933 Not yet coded Not yet coded

2 Community transformation through 

capacity building, India

SDGs English 7825 Not yet coded Not yet coded

3 RNCDP, Bangladesh SDGs English 4478 Not yet coded Not yet coded

4 Tearfund Innovation Fund, Zimbabwe SDGs English 9206 Not yet coded Not yet coded

5 Trash to Cash, Nigeria SDGs English 12,682 Not yet coded Not yet coded

7 Aiming to answer the following question: ‘According to evaluators, 

how is Tearfund’s work contributing to the achievement of the SDGs?
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Fig. 1  Human–LLM collabora-

tive framework
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initial coding, and its outputs are then iteratively validated 

and refined by a human judge. This scenario involves an iter-

ative refinement process to train the LLM to emulate human 

coders. Together, these scenarios establish a human–LLM 

collaborative framework similar to (Tai et al. 2024; Turobov 

et al. 2024; Dai et al. 2023).

We validate these scenarios through an empirical study 

of LLMs using Tearfund documents and coding, along with 

inputs from Tearfund staff and their review of the outputs. In 

Scenario 1, the outputs were compared and assessed manu-

ally by the first author using multiple metrics to evaluate the 

performance of the LLM. For both Scenarios 1 and 2, the 

expert coder from Tearfund was used to evaluate outputs 

and provide feedback on the utility of LLMs in supporting 

the meta-synthesis workflow. This study received ethical 

approval from the University of Sheffield.

3.3.2  GPT‑4o and GPT‑4o‑mini

We use GPT-4o and GPT-4o-mini from OpenAI for deduc-

tive coding, while GPT-4o is exclusively used for induc-

tive coding due to its higher requirements. These models 

represent the current state-of-the-art. OpenAI’s ChatGPT 

platform is used for pilot runs because of its intuitive inter-

face, which facilitates rapid testing and iterative refinement. 

For enhanced data security and adjusted temperature set-

ting, the main experiments are conducted on Azure and 

OpenAI platforms. Given the differing token limitations 

and policies for request increases, GPT-4o is run in Azure 

AI Studio; while GPT-4o-mini is operated through Ope-

nAI. Additionally, we benchmark GPT-4o’s performance 

across both environments, finding that the results from each 

platform are consistent within an acceptable range of vari-

ability. Using GPT-4o for deductive coding validation on 

Code 1 (theme classification) as a benchmark, we observed 

the following: on the Light Wheel dataset, Cohen’s kappa 

scores averaged 0.62 (sd = 0.0224) on Azure and 0.62 

(sd = 0.0273) on OpenAI; on the UN SDGs dataset, Cohen’s 

kappa scores averaged 0.65 (sd = 0.0270) on Azure and 0.67 

(sd = 0.0273) on OpenAI. These results demonstrate stable 

and reproducible model performance across datasets and 

deployment environments.

For LLMs, temperature setting greatly influences the out-

come of the model’s responses with a higher value resulting 

in more random and creative outputs, while a lower value 

leads to more deterministic and reproducible results (Ekin 

2023). In this study, we use a temperature setting of 0 for 

deductive coding to enhance consistency and ensure repro-

ducibility (Chew et al. 2023; Dai et al. 2023; Hou et al. 

2024; Xiao et al. 2023). For inductive coding, we aimed to 

balance creativity and precision by setting the temperature 

to 0.5, similar to De Paoli (2023).

3.4  Deductive coding

For deductive coding, we assess two main aspects: (1) cod-

ing validation, and (2) excerpt extraction. In the case of cod-

ing validation, we run the GPT model 10 times and report 

the average of results to take into account variability in the 

outputs. For this experiment, given the excerpts already 

identified by the human coder and assigned codes, we use 

GPT to validate them based on three levels of coding (see 

Table 2). This is necessary to help break the problem down 

into discrete tasks for guiding the model during prompting. 

In practice, however, the human coder undertakes all levels 

of coding during their analyses.

The first level (Code 1) evaluates how well GPT can 

assign 1 or many codes from the Light Wheel codebook or 

UN SDGs. The outputs are compared with the codes manu-

ally assigned using Cohen’s kappa (Cohen 1960), a meas-

ure of inter-rater reliability (IRR) and previously used to 

evaluate LLMs for thematic analysis by Xiao et al. (2023). 

The score falls in the range from -1 to 1, where 0 represents 

the amount of agreement that can be expected from ran-

dom chance, and 1 represents perfect agreement between 

raters. Since Code 1 is a multi-label classification, we use 

instance-based kappa to provide an overall measure of agree-

ment by pooling the decisions across all instances and codes. 

The next level (Code 2) is similar to sentiment analysis and 

assesses whether excerpts express positive, negative or 

no change. Finally, at the third level (Code 3), we assess 

Table 2  Example levels of codes for deductive coding

Theme or code (Code 1) Evidence of change (Code 2) Evidence of 

impact (Code 

3)

Excerpt Number and First 20 Words

SDG Goal 1 End poverty, SDG Goal 8 

Economic growth and decent work

Positive change No 3:10 The provision of Income Generating Activity 

(IGA) support has proven instrumental in enhanc-

ing participants' income levels. This support led…

SDG Goal 3 Healthy lives and well-being Negative/ no change Yes 6:3. This data suggests that depression is not a key 

issue for community members in Bangued. Fig-

ure 2 also shows…
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whether the excerpt represents evidence of impact. Addition-

ally, we record the time to execute the prompt (wall clock 

time) and hallucination rate (the number of runs not fol-

lowing instructions exactly / the total number of runs). The 

higher the hallucination rate, the more unstable the model.

To assess the ability of the GPT model to identify relevant 

excerpts (excerpt extraction), we provide the full text of an 

evaluation report within the prompt and compare the outputs 

with the excerpts previously identified (and coded) manually. 

The GPT outputs are evaluated using precision and recall 

(as also used by Dai et al. (2023)). Precision captures the 

proportion of relevant excerpts identified by GPT. Recall 

evaluates how many of the excerpts identified by Tearfund’s 

experts were also captured by GPT. We applied leniency in 

the matching to accommodate cases where the exact text did 

not match, but the overall meaning of the excerpt was the 

same. For example, the human coder extracted the excerpt 

“Because of CCMP I have built 2 stores. I increased the cap-

ital in my DIY store, and bought land” and GPT extracted 

the excerpt “[I liked the] mobilization of resources. Because 

of CCMP I have built 2 stores. I increased the capital in my 

DIY store, and bought land.” These were viewed as a match.

3.5  Inductive coding

Given that inductive coding is data-driven and allows themes 

to emerge naturally, even in the validation scenario, the full 

text was inputted to GPT-4o via the prompt. Cosine simi-

larity was used to measure the alignment between GPT’s 

coding and the human coding. The analysis was conducted 

on datasets 1 and 2, comprising 4 reports and 2 reports 

respectively. To compare the themes identified using GPT-

4o against the human outputs, we used OpenAI’s embed-

ding model (text-embedding-ada-002) to create a semantic 

representation of the themes and codes prior to calculating 

similarity. This approach is based on the method described 

by Dai et al. (2023). Additionally, categorization against 

Tearfund’s four corporate priorities was assessed by Agree-

ment Rate, calculated using a weighted scoring system that 

accounts for exact matches and varying degrees of partial 

alignment (see also Sect. 4.2).

3.6  Human feedback

Tearfund staff were involved in the experimental design and 

reviewing and refinement of the LLM’s outputs. For both 

Scenarios 1 and 2, we gathered quantitative and qualitative 

feedback on their overall assessment of the LLMs (as previ-

ously adopted by Meng et al. (2024)). Similar to Yan et al’s 

(2024) study, four evaluation questions were developed, with 

the first three using a 1–5 rating scale (where 1 indicates 

“low” and 5 indicates “high”) to measure how accurately 

the models identified themes and assigned codes (accuracy), 

how efficient the models would be in assisting with the cod-

ing process (efficiency), and the extent to which the human 

coder would trust the outputs (trust). The fourth open-ended 

question was used to gather additional feedback and sug-

gestions for using LLMs in the coding process. A detailed 

description of human-in-the-loop evaluation process is pro-

vided in Appendix A, and the detailed Likert scale that was 

used to evaluate accuracy, efficiency, and trust is provided 

in Appendix B.

3.7  Prompt strategy

To use LLMs for thematic analysis, we employ natural 

language prompts as input. Tailoring prompts effectively 

is essential to maximize the utility of LLM and as such, 

our prompt strategy is grounded in three core principles: 

decomposing tasks, crafting specific prompts, and validating 

outputs (Noring et al. 2024). This process involves a basic 

prompt–response loop, whereby a prompt is provided to the 

AI model and the model generates a response referred to as a 

‘Completion.’ For complex tasks within Tearfund’s context, 

we designed step-by-step prompt templates8 to guide the 

LLM through a structured workflow. Each template begins 

with a meta-prompt that defines the LLM’s role and over-

arching objective, followed by task-specific instructions and 

requests for rationale for inductive coding. These templates 

are iteratively refined to ensure accuracy and relevance and 

structured as follows:

• Deductive coding: Prompt 1 (Define the task and 

role) → Prompt 2 (Provide the codebook) → Prompt 3 

(Instruct deductive coding) → Prompt 4 (Input data for 

coding) → Prompt 5 (Validate the results)

• Inductive coding: Prompt 1 (Define the task and 

role) → Prompt 2 (Conduct open coding) → Prompt 3 

(Search for themes) → Prompt 4 (Input data for cod-

ing) → Prompt 5 (Validate the results)

Figure 2 illustrates the experimental workflow for deduc-

tive coding where we bridge strategy and practice by docu-

menting the prompt patterns and engineering techniques 

used in this case study. It highlights the interaction between 

human oversight and LLMs through examples of human 

‘prompt’ and LLM ‘completion’ loops, along with key learn-

ings (both positive and negative) ascertained during experi-

ments. The workflow comprises five distinct stages, incorpo-

rating specific prompt patterns and concluding with manual 

evaluation to ensure quality and alignment with objectives. 

8 For detailed prompt designs used in the experiments, see (site vis-

ited: 21/11/2024): https://github.com/pauldclough/tearfund-metasyn-

thesis
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Fig. 2  Deductive coding workflow with insights for effective prompt engineering
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While the diagram visually represents the deductive cod-

ing workflow, inductive coding follows a similar structure, 

with notable differences in the ‘Instructions’ stage. The five 

stages are:

• Context: Uses the Persona-Instruction-Context (PIC) 

pattern to define the AI’s role, overarching tasks, and 

provide relevant background information (Noring et al. 

2024).

• Instructions: Applies the Task-Action-Guideline (TAG) 

pattern to break the coding task into smaller, actionable 

steps (Noring et al. 2024). For deductive coding, this 

involves applying a codebook and following specific cod-

ing instructions. In contrast, inductive coding emphasizes 

open coding to generate initial codes, followed by group-

ing similar codes to identify emerging themes.

• Processing: Executes instructions by inputting text for 

coding and generating outputs based on prior steps.

• Verification: Uses the Fact-Check-List (FCL) pattern 

(White et al. 2023), incorporating follow-up prompts for 

self-checks and a human validation process. Tools, such 

as ‘ChatGPT’s Thematic Analysis by Dr. Kriuknow’9 can 

be leveraged to iteratively refine and enhance prompts, 

ensuring they effectively achieve the desired outputs.

• Evaluation: Conducts manual review and computes mul-

tiple metrics using Python code for Scenario 1 and gath-

ers 1–5 scale ratings for accuracy, efficiency, and trust, 

along with qualitative assessments by Tearfund staff for 

both scenarios.

4  Results

4.1  Deductive coding

Coding validation. The results for the coding validation 

aspect of the deductive coding process are shown in Table 3. 

This shows the results obtained using GPT-4o and GPT-

4o-mini with zero and few-shot learning across the two 

codebooks.

When classifying themes (Code 1), the GPT-4o mod-

els obtain the highest kappa score of 0.65 with few-shot 

learning and the UN SDGs codebook. Similar scores are 

also obtained with the Light Wheel codebook. Given that 

Cohen’s kappa between 0.61 and 0.80 indicates a substan-

tial agreement (McHugh 2012), this suggests that GPT-4o 

demonstrates a substantial agreement with human experts 

for Code 1 even though this involves a multi-label classi-

fication. In contrast, GPT-4o-mini shows only a moderate 

agreement with the gold standard, indicating that smaller 

language models may struggle with more complex classifica-

tion tasks. We also observed more variation and instability 

across runs when using GPT-4o-mini. For example, when 

using the UN SDG codebook and the few-shot learning, the 

model achieved an average kappa score of 0.53 (sd = 0.10), 

but ranged from 0.39 to 0.63. In contrast, the few-shot GPT-

4o model average kappa score was 0.65 (sd = 0.03) ranging 

from 0.58 to 0.69.

While both models are prone to hallucinations, GPT-

4o-mini is more likely to drift off-task, requiring frequent 

user correction. This is particularly evident when perform-

ing deductive coding on a sequence of excerpts where GPT 

may omit certain excerpts, fabricate non-existent ones, or 

present them in the wrong order, disrupting the intended 

sequence. For instance, when tasked with coding excerpts 

16.10, 16.11, 16.13, 16.14, and 16.15, GPT-4o-mini might 

omit 16.11 and 16.13, fabricate a non-existent 16.12, or out-

put the sequence out of order during different runs. We also 

find that the LLM may misinterpret thematic codes, replac-

ing the original theme, such as “Care of the environment” 

Table 3  Overview of results for deductive coding (coding validation)

Codebook Dataset 1 (Tearfund Light Wheel) Dataset 2 (UN SDGs)

Model GPT-4o 

Zero-Shot

GPT-4o Few-Shot GPT-4o-

mini Zero-

Shot

GPT-4o-

mini Few-

Shot

GPT-4o 

Zero-Shot

GPT-4o 

Few-Shot

GPT-4o-

mini Zero-

Shot

GPT-4o-

mini Few-

Shot

Prompt Execution (Mins:Secs) 01:55 01:58 02:02 02:27 01:00 01:16 01:08 01:30

Hallucination Rate 23.1% 16.7% 66.7% 50.0% 9.1% 9.1% 25.0% 9.1%

Cohen’s kappa

Themes (Code 1) 0.62 0.61 0.46 0.45 0.64 0.65 0.58 0.53

Sentiment (Code 2) 0.91 0.92 0.91 0.93 0.95 0.95 0.91 0.92

Evidence of Impact (Code 3) -0.02 -0.02 0.01 -0.01 -0.08 -0.08 -0.09 -0.09

9 ChatGPT’s Thematic Analysis by Dr. Kriuknow (site visited: 

30/11/2024):https:// chatg pt. com/g/ g- hAcek uQIB- thema tic- analy sis- 

by- dr- kriuk ow

https://chatgpt.com/g/g-hAcekuQIB-thematic-analysis-by-dr-kriukow
https://chatgpt.com/g/g-hAcekuQIB-thematic-analysis-by-dr-kriukow
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with a similar, but incorrect (or invented) one, “Sustainable 

environment.” These inconsistencies highlight the need for 

more oversight when using GPT-4o-mini compared to the 

more reliable GPT-4o.

Results show that in the case of classifying sentiment of 

the excerpts (Code 2), all models perform with high levels of 

agreement—GPT-4o giving the highest kappa score of 0.95. 

This suggests that the task is far easier for the LLMs to per-

form. Identifying evidence of impact (Code 3) resulted in the 

lowest agreement with human coding with the highest kappa 

score being 0.01 (GPT-4o-mini zero-shot). The LLMs likely 

struggled with this task due to the complexity and variabil-

ity in how impact is evidenced across Tearfund’s reports, 

requiring human intervention for accurate interpretation.

We observe no significant difference in performance 

between dataset 1 (Light Wheel) and dataset 2 (SDGs) when 

classifying themes (Code 1) using GPT-4o. However, GPT-

4o-mini's reduced performance on dataset 1 indicates added 

difficulty for smaller models. For dataset 1, the models were 

provided with a detailed codebook and clear definitions cen-

tered around the concept of well-being, developed by Tear-

fund. In contrast, for dataset 2, the models were instructed 

to code based on the UN’s 17 SDGs, which are part of the 

general pre-trained data. Despite these different approaches, 

GPT-4o performed comparably across both datasets, while 

GPT-4o-mini struggled on dataset 1. Additionally, we also 

observed that the hallucination rate is far higher for dataset 

1, particularly in the case of zero-shot and GPT-4o-mini. 

This difference in hallucination rates is likely because Tear-

fund’s Light Wheel framework, being an internally devel-

oped tool, is less represented in the public training data of 

LLMs. In contrast, the UN SDGs are globally established 

and commonly included in model training corpora, making 

them easier for LLMs to handle. As a result, the models 

exhibited greater familiarity and lower hallucination when 

coding against the SDGs compared to the Light Wheel. This 

may suggest that the use of coding examples and a more 

capable model is required when using a custom codebook.

Excerpt Extraction. The results of using GPT-4o for 

extracting relevant excerpts from the evaluation reports are 

shown in Table 4. This shows individual results for preci-

sion and recall across the 10 reports from datasets 1 and 2 

that contain 162 excerpts identified by the human coder. The 

average precision score of 0.41 suggests that around 41% 

Table 4  Overview of results for deductive coding (excerpt extraction)

File Avg LW_1 LW_2 LW_3 LW_4 LW_5 SDGs_1 SDGs_2 SDGs_3 SDGs_4 SDGs_5

Precision 0.41 0.58 0.57 0.56 0.35 0.48 0.31 0.25 0.50 0.24 0.31

Recall 0.53 0.70 0.44 0.63 0.31 0.83 0.50 0.29 0.57 0.67 0.33

Table 5  Cosine similarity for themes and CP categorization for inductive coding

Partial  match1: Partial match – primary CP aligned

Partial  match2: Partial match – primary CP not aligned

Report Name Corporate Priority Comparison

Dataset 1

Tearfund GPT Match Type Cosine Similarity

1 Savings groups and CCMP, Cote d'Ivoire CCT, EES CCT, EES Exact match 0.7537

2 RPS integrated programming, Burundi RPS RPS, CCT Partial  match1 0.7819

3 Sangasangai (QuIP), Nepal CCT CCT, RPS, C2R Partial  match1 0.7483

4 Emergency WASH, DRC C2R C2R, EES Partial  match1 0.7678

5 Seed multiplication for small farmers, DRC EES EES, C2R Partial  match1 n/a

Average 0.7629

Dataset 2

Tearfund GPT Match Type Cosine Similarity

1 CCT, Bangladesh CCT CCT, EES Partial  match1 n/a

2 Addressing sexual exploitation and abuse, Zimbabwe RPS RPS, CCT, C2R Partial  match1 n/a

3 Climate and community transformation, India EES CCT, C2R, EES Partial  match2 n/a

4 Mental health and psychosocial support, Philippines C2R C2R, CCT, RPS Partial  match1 0.7955

5 Triple Nexus project, Eurasia and North Africa C2R, RPS, EES C2R, RPS, EES Exact match 0.7779

Average 0.7867
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of excerpts identified by the LLM as relevant actually were 

(true positive). On the other hand, the average recall of 0.53 

suggests that just over half of all excerpts that the human 

coder had identified were also found by the LLM.

The results align with the feedback from Tearfund staff 

for dataset 3 (uncoded, SDGs) where they noted that GPT-4o 

tended to flag too many irrelevant excerpts. For instance, this 

applied to about 8 out of 23 coded excerpts from the India 

evaluation and 9 out of 19 from the Bangladesh evaluation.

4.2  Inductive coding

The results from the inductive coding experiments are shown 

in Table 5. In the case of assigning corporate priorities (CPs), 

when compared with the categories assigned by the human 

coder, GPT-4o is able to align correctly with all or some of 

them across the 10 evaluation reports. If we weigh an exact 

match as 1, a partial match (primary CP aligned) as 0.75 

and partial match (primary CP not aligned) as 0.5, then the 

agreement rate is 80% for dataset 1 and 75% for dataset 2. As 

shown in Table 5, GPT-4o also tends to assign more corpo-

rate priority categories per report, leading to a higher partial 

match rate. However, despite assigning multiple categories, 

GPT-4o accurately identifies the primary CP in most cases.

In the case of measuring thematic alignment between 

GPT-4o’s generated codes/themes and those created by the 

human coder, we obtain a cosine similarity of 0.7629 for 

dataset 1 and 0.7867 for dataset 2. For example, human cod-

ing identified “Social norms interventions: Joint engagement 

of men and women,” while GPT-4o organized-related codes, 

such as “Challenging gender norms,” “Positive masculinity,” 

and “Breaking the silence”, under the theme of “Gender 

Norms and Equality.” This suggests that GPT-4o is proficient 

at identifying and coding the key semantic elements in the 

evaluation reports, closely aligning with human coders. How-

ever, we also observed cases of hallucination where GPT-4o 

altered the meaning of acronyms. For example, changing 

“CCT: Church and Community Transformation” to “Climate 

Change and Transformation,” and “RPS: Reconciled, Peace-

filled Societies” to “Resilience and Protection Services.”

4.3  Overall evaluation

The qualitative feedback provided by Tearfund staff provides 

insights into GPT-4o’s performance across the dimensions 

of accuracy, efficiency, and trust (see Fig. 3).

Overall, GPT-4o performed better in accuracy and effi-

ciency during inductive coding compared to deductive cod-

ing, but scores lower for trust: “I have given a low trust 

score because I do not trust GPT to provide useful themes on 

its own, but the efficiency score is somewhat higher because 

it could add value as a brainstorming tool without it taking 

much extra time.”

For deductive coding, the expert gave lower scores 

because of GPT’s tendency to over-generate excerpts: 

“While the GPT models have identified and coded excerpts 

that meet these criteria (and my sense is that they have not 

missed or overlooked many), they have also coded a large 

number of excerpts that do not meet the criteria. This low-

ered my accuracy score. Unless I or another (human!) ana-

lyst were to review all excerpts and remove those that are not 

relevant, I think this has the potential to produce results that 

are misleading for us at Tearfund, thus lowering the scores 

for efficiency and trust.”

Overall, based on the feedback in the open question, the 

following strengths of GPT were identified: accurate assign-

ment of SDG codes, accurate sentiment analysis, efficient 

inductive coding process, and useful as a brainstorming tool 

in inductive coding. Additionally, GPT offers potential for 

substantial time reduction in deductive coding. However, 

this time-saving benefit is significantly diminished by the 

need for extensive human review to ensure accuracy and reli-

ability as noted in the feedback: “if we wanted to maintain 

our level of confidence in the results, I feel it would require 

Fig. 3  Comparison GPT-4o for 

deductive and inductive coding
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me to do a lot of reviewing of GPT’s work, giving feedback 

and asking it to improve, which would significantly reduce 

the amount of time I could save.” Other weaknesses were 

also identified: low accuracy in identifying relevant excerpts, 

misleading results without human review, difficulty in identi-

fying evidence of impact, broad themes in inductive coding 

are not always useful, and low trust in GPT to provide useful 

themes on its own.

5  Discussion

We discuss our findings within the context of the initial 

research questions and our overall suggestions for using 

LLMs to support thematic analysis.

5.1  Using LLMs for thematic analysis

(RQ1): How well can LLMs perform deductive and induc-

tive coding tasks?

We evaluated the effectiveness of GPT-4o for thematic 

analysis within two scenarios. In the case of validating 

existing deductive analysis, results suggest that GPT-4o 

could achieve a substantial agreement with human coders 

for theme identification (Code 1) and sentiment classifica-

tion (Code 2). This aligns with previous findings where the 

consistent improvements of LLMs have been translated into 

improved thematic analysis results. For example, Xiao et al. 

(2023) used GPT-3, Gao et al. (2024) and Dai et al. (2023) 

applied GTP- 3.5, and Zhang et al. (2024) and Sinha et al. 

(2024) employed GPT-4 for thematic analysis, with each 

iterative model delivering improved performance.

However, identifying evidence of impact (Code 3) proves 

to be more challenging and discussions with Tearfund staff 

suggest that this difficulty may stem from the varying 

methodologies used by different evaluators in the reports 

thereby making it difficult for GPT-4o to consistently iden-

tify evidence of impact without a uniform standard to guide 

its analysis. These results are consistent with the study by 

Suter and Meckel (2024), which found that GPT-4 achieved 

a substantial agreement with human codes for classifying 

news articles; however, performance declined when deal-

ing with more complex constructs that require subjective 

interpretation.

For extracting excerpts, GPT-4o achieved a precision 

of 41% and a recall of 53% compared to a human ground 

truth, suggesting a tendency to identify too many irrelevant 

excerpts, which may mislead researchers. Tearfund’s feed-

back underscores the need to balance GPT’s advantages with 

caution to avoid misleading results. This highlights the criti-

cal role of expertise. Experienced coders can easily filter out 

irrelevant excerpts, but for novice coders, such distractions 

may shift their focus and lead to misinterpretation. It also 

indicates that GPT cannot yet fully automate the coding pro-

cess and still necessitates human oversight to ensure accu-

racy and relevance as shown by Zhang et al. (2024).

Tearfund also recognized that for the SDGs dataset, 

GPT’s labeling provides valuable insights that aid in reas-

sessing the codes, reflecting its extensive pre-trained knowl-

edge in this area. This finding aligns with previous studies, 

which suggest that using LLMs as validation tools can help 

uncover new insights (Meng et al. 2024; Zhang et al. 2024). 

In contrast, for the Light Wheel dataset, where domain-

specific expertise plays a greater role, GPT’s contributions 

were less impactful, highlighting the potential limitations of 

LLMs in domains requiring niche expertise.

For inductive coding, GPT-4o achieved moderate agree-

ment rates in categorizing corporate priorities although it 

tended to over-assign categories. The model also demon-

strated strong semantic alignment with human-generated 

codes and the ability to explain its rationale for categorizing 

and coding. This capability fosters transparency and inter-

pretability, supporting Arlinghaus et al. (2024)’s findings 

that a clear rationale and transparency strengthen credibility 

and reproducibility. Tearfund further noted GPT-4o’s higher 

accuracy and efficiency in inductive coding compared to 

deductive tasks. This aligns with findings from Bijker et al. 

(2024), which suggest that inductive coding generally out-

performs deductive coding. Despite these strengths, quali-

tative feedback from Tearfund staff raised concerns about 

GPT-4o’s tendency to produce overly broad themes and its 

lack of contextual understanding, ultimately diminishing 

their trust in directly adopting the model’s suggested themes 

or codes. Similarly, in the health sector, Mannstadt et al. 

(2024) reported that GPT-4 efficiently generates compara-

ble themes and survey questions, but lacks the precision of 

human-generated outputs. Nevertheless, GPT-4o proves use-

ful as a brainstorming tool, offering a good starting point for 

human coders in inductive coding tasks. Table 6 summarizes 

Table 6  Summary of the roles 

of GPT-4o in deductive and 

inductive coding

Scenario 1 (as a validation tool) Scenario 2 (as an initial annotator)

Deductive coding ( +) Provide a more objective perspective (-) Too many irrelevant excerpts 

may mislead the interpreter

Inductive coding (-) Low trust in GPT provided themes ( +) High accuracy and useful as a 

brainstorming tool
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the use of GPT in deductive and inductive coding within 

Tearfund’s context.

5.2  Collaborative human–LLM framework

(RQ2): How can LLMs be implemented within an existing 

thematic analysis workflow?

In this study, we proposed a collaborative human–LLM 

framework for augmenting the existing coding workflows. 

In line with prior research (De Paoli 2023; Gao et al. 2024; 

Lee et al. 2024; Zhang et al. 2024), we agree that LLMs 

complement human skills rather than replace them. In our 

case study for deductive coding, GPT-4o can surface insights 

that humans might miss and expedite the coding process, 

offering a layer of verification to improve coding accuracy 

and consistency. However, humans retain control over the 

accuracy of the results and maintain the final decision-

making authority. Similarly, for inductive coding, GPT-4o 

demonstrates efficiency by rapidly sorting and categorizing 

large datasets, generating useful code suggestions in under 

4 min per report. Despite this, expert interpretation is still 

necessary to analyze the results and make nuanced judg-

ments (Khan et al. 2024; Goyanes et al. 2025). In both cases, 

human oversight is indispensable for ensuring the quality 

and reliability of the results.

Moreover, we emphasize the importance of expertise, or 

domain knowledge, for effectively leveraging LLMs in the-

matic analysis for three key reasons. First, LLMs achieve 

their full potential with well-crafted prompts, which require 

domain knowledge to provide appropriate background, 

detailed instructions, and iterative refinement. Second, users 

play a pivotal role in reviewing and validating GPT’s out-

puts. While GPT can offer rational suggestions, it lacks the 

contextual understanding necessary for fully informed deci-

sions, making user judgment indispensable. Third, LLMs are 

prone to hallucinations, often presenting false information 

with confidence. It falls on users to discern which insights 

to trust. Striking a balance between leveraging GPT’s abil-

ity to uncover overlooked insights and managing the risk 

of misleading conclusions is key to effective collaboration 

between humans and LLMs.

5.3  Key takeaways

Prompt engineering in thematic analysis. Prompt engi-

neering plays a crucial role in the successful use of LLMs for 

thematic analysis (De Paoli 2023; Hou et al. 2024; Turobov 

et al. 2024; Zhang et al. 2024). Techniques, such as role-

playing, chain-of-thought prompting, and in-context learn-

ing, enable LLMs to handle complex tasks more effectively. 

These methods help steer the model to generate relevant 

insights by providing structured guidance and helping it 

navigate through multifaceted problems.

Incorporating domain expertise. A key also to this 

work was utilizing knowledge from Tearfund’s experts: 

from developing appropriate task workflows, through to 

designing prompts and evaluating LLM outputs. In particu-

lar, prompt design is highly dynamic, and designers need 

to adjust and iterate on their prompts based on the outputs 

generated by the model. Our findings support Zhang et al. 

(2025)’s idea that when domain expertise is combined with 

thoughtful prompt engineering, LLMs can support the the-

matic analysis process, although one needs to bear in mind 

their weaknesses.

LLMs as complementary tools with human oversight. 

GPT-4o can enhance the efficiency, accuracy, and scalability 

of qualitative coding. It acts as a validation tool in deductive 

coding, uncovering insights and speeding up the process, 

and as a brainstorming aid in inductive coding, generating 

quick code suggestions. However, human oversight is cru-

cial for maintaining accuracy, contextual understanding, and 

correcting over-generalizations or mitigating biases in the 

output. This echoes Nguyen-Trung (2025) and Zhang et al. 

(2025)’s call for a balanced approach, cautioning against 

over-reliance on AI. Researchers must weigh the benefits 

of faster analysis against potential compromises in depth, 

insight, and trust.

Choice of model. Although the GPT-4o models are 

among the most capable to date, the smaller model strug-

gled with the complexity of the task at hand and suffered 

from higher hallucination despite being cheaper. We also 

found the smaller model to be far less stable with more 

varied outputs each time the model was run compared to 

GPT-4o and benefit more from few-shot learning to reduce 

hallucinations.

Efficiency vs. Accuracy trade-offs. While GPT-4o may 

significantly speed up coding tasks, the time saved is offset 

by the need for human validation and correction. Human 

review is necessary to maintain accuracy and prevent the 

model from drifting off-task, which can extend the overall 

process time. There is also a need to learn effective prompt-

ing techniques that may also require substantial time com-

mitment. All in all, AI is no ‘silver bullet’ solution.

5.4  Study limitations

This study has several limitations. First, few-shot learning 

results in negligible improvement or worse performance in 

theme classification compared to zero-shot learning. Despite 

selecting diverse examples, factors, such as overfitting, task 

complexity, unintentional bias, and differences in how LLMs 

process different codebooks, may affect the learning process. 

Further experimentation is needed to explore this issue in 

more depth. Second, prompt design remains a key challenge. 

While iterative improvements were made, further refinement 

is essential, particularly by incorporating domain expertise to 
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allow real-time adjustments. Lastly, the reliance on a single 

case study, Tearfund’s evaluation meta-synthesis, limits the 

generalizability of the findings. Future research should test 

the framework across diverse sectors and contexts to assess 

its versatility and effectiveness. Additionally, the potential for 

using GPT models as evaluators, as suggested by Chiang & 

Lee (2023), offers a promising avenue for expanding the role 

of LLMs in qualitative research. This could also include their 

use in summarizing reports further enhancing the efficiency 

and depth of analysis in various fields.

6  Conclusions

In this work, we have explored the role of LLMs within a 

specific qualitative analysis workflow at Tearfund, a large 

UK-based charity. We propose two scenarios in which 

LLMs can support the manual coding process and test these 

through a series of experiments using representative docu-

ments and coding outputs, as well as Tearfund staff lead-

ing the analysis process. Results show that GPT-4o models 

can effectively serve as both an initial coding tool and a 

validation mechanism for inductive and deductive coding 

processes within an LLM-human collaborative framework. 

AI technologies, such as GPT-4o, are reshaping traditional 

workflows and as such introduces a dual learning curve: 

users must evolve their understanding of LLM capabilities, 

particularly mastering skills like prompt engineering; while 

LLMs themselves continue to improve and expand their 

capabilities through iterative updates. The synergy between 

human expertise and machine learning promises to further 

enhance productivity and effectiveness in thematic analysis 

and other knowledge-intensive tasks.

Further work will continue to investigate integrating 

LLMs into the coding workflows with the aim of stream-

lining the process. This may include further development 

of prompts and strategies for automatically validating the 

outputs, the use of new AI techniques, such as multi-agent 

AI and multimodal models, and upskilling the workforce. As 

the technologies improve, there will undoubtedly be many 

benefits of AI technologies within the charity sector beyond 

thematic analysis as long as these are balanced with the 

potential risks and challenges AI incurs.

Appendix A. Human‑in‑the‑Loop Evaluation 
for LLM Performance

The annotations used to evaluate LLM outputs were gener-

ated by a single expert coder at Tearfund with extensive 

experience in thematic analysis and internal evaluation 

standards. Given the domain-specific nature of the task, 

these expert-generated annotations served as the gold 

standard for performance assessment.

The LLM evaluation followed a human-in-the-loop 

methodology involving iterative collaboration between 

the first author and Tearfund staff:

• Prompt Development and Testing: The first author 

initially designed prompt templates and tested LLMs to 

generate outputs for both deductive and inductive coding 

tasks.

• Expert Review and Feedback: Tearfund’s expert coder 

reviewed the LLM outputs to assess their thematic valid-

ity, contextual relevance, and consistency with Tear-

fund’s internal evaluation standards. These reviews func-

tioned as sanity checks, focusing on output plausibility, 

nuance, and alignment with coding expectations.

• Iterative Refinement: Based on expert feedback, the 

prompts were refined to improve clarity, specificity, and 

reduce hallucination. This included revising phrasing, 

adding context cues, and decomposing tasks to better 

match LLM capabilities.

• Prompt Engineering as Craft: Prompt design proved 

to be more an art than an exact science. The quality of 

LLM outputs was highly sensitive to prompt phrasing 

and task framing. To address this, we applied principles, 

such as chain-of-thought scaffolding, task decomposi-

tion, and domain-specific constraints, to iteratively opti-

mize prompt performance.

• Finalization: This iterative process continued until the 

prompts consistently produced outputs that met the qual-

ity standards set by the expert coder. These final prompts 

were then used to generate outputs for formal evaluation 

against the expert-generated gold standard annotations.

Appendix B. Qualitative Evaluation Criteria

A 5-point Likert scale (1 = Very Low, 2 = Low, 3 = Mod-

erate, 4 = High, 5 = Very High) was applied to the dimen-

sions of Accuracy, Efficiency, and Trust.

Criterion Description 1 (Very 

Low)

3 (Moder-

ate)

5 (Very 

High)

Accuracy

A1

Excerpt/

Theme 

Relevance

Whether 

the LLM 

selected 

excerpts 

or gener-

ates 

themes 

directly 

related 

to the 

research 

question

Completely 

unrelated 

excerpts/

themes

Half-

relevant 

excerpts; 

basic 

under-

standing 

of topic

Perfectly 

aligned 

excerpts; 

precise 

theme 

capture



 AI & SOCIETY

Criterion Description 1 (Very 

Low)

3 (Moder-

ate)

5 (Very 

High)

A2

Theme 

Clas-

sification 

Accuracy

Whether 

themes, 

senti-

ments, and 

evidence 

of impact 

labels 

were 

correctly 

applied to 

excerpts

Consistent 

misclas-

sifica-

tions and 

flawed 

labeling

Occasional 

errors 

with 

general 

correct-

ness

Classifica-

tions match 

expert 

human 

coding 

precisely

A3

Theme 

Cohe-

sion and 

Granular-

ity

Whether the 

generated 

themes 

and 

subthemes 

were 

appro-

priately 

grouped 

and 

detailed, 

similar 

to human 

coding 

standards

Chaotic 

organi-

zation; 

mean-

ingless 

analysis

Basic 

organi-

zation; 

accept-

able but 

unsophis-

ticated

Exceptional 

organiza-

tion; opti-

mal detail 

balance

A4

Error 

Impact

Whether 

errors in 

the output 

could 

seriously 

mislead 

users or 

affect con-

clusions

Critical 

errors 

leading to 

dangerous 

misinter-

pretation

Minor 

errors not 

affecting 

main con-

clusions

Virtually 

error-free 

analysis

Efficiency

E1

Setup 

Overhead

Time and 

effort 

required 

to create 

prompts 

and 

prepare 

model 

inputs 

compared 

to manual 

coding

Complex 

setup; 

negates 

time sav-

ings

Managea-

ble setup; 

requires 

some 

technical 

knowl-

edge

Near-instant 

setup with 

minimal 

effort

E2

Scalability

How eas-

ily and 

quickly 

the model 

processed 

multiple 

documents

System fail-

ures with 

multiple 

docu-

ments

Adequate 

handling 

with 

some 

limita-

tions

Exceptional 

scal-

ing with 

consistent 

speed

Criterion Description 1 (Very 

Low)

3 (Moder-

ate)

5 (Very 

High)

E3

Cleanup 

effort

Analyst 

time 

needed to 

review, 

edit and 

finalize 

model 

outputs

Complete 

reworking 

required

Moderate 

targeted 

fixes 

needed

Immediately 

usable 

output

E4

Net Time 

Saving

Overall 

reduction 

in analyst 

work 

hours after 

using the 

model

No time 

savings or 

increased 

workload

Moderate 

reduction

Trans-

formative 

efficiency

Trust

T1

Confidence 

in Find-

ings

Comfort 

level in 

using the 

model’s 

results for 

internal 

communi-

cation or 

reporting

Unusable 

results

Suitable for 

internal 

discus-

sion

Fully trusted

T2

Decision-

Readiness

Suitability 

of the 

model’s 

outputs for 

informing 

opera-

tional or 

strategic 

decisions

Unsuitable 

for any 

decisions

Acceptable 

for pre-

liminary 

decisions 

with over-

sight

Excellent 

foundation 

for strategic 

decisions

T3

Transpar-

ency and 

Expla-

nation 

Clarity

How clearly 

the 

model's 

reasoning 

and any 

limitations 

could be 

under-

stood by 

human 

coders

Completely 

opaque 

reasoning

Basic trans-

parency 

requiring 

effort to 

follow

Exceptional 

transpar-

ency; clear 

reasoning

T4

Cross-Doc-

ument 

Consist-

ency

Whether the 

model’s 

outputs 

were 

consist-

ent when 

applied to 

different 

evaluation 

reports

Wildly 

inconsist-

ent across 

docu-

ments

Generally 

consist-

ent with 

noticeable 

variations

Perfect 

consistency 

across all 

documents
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