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Abstract

Approximately 15.9% of people living with dementia expe-

rience co-occurring major depressive disorder. Both disorders

cause similar early clinical symptoms in older people but treat-

ment options and patient outcomes differ. While it is challeng-

ing, it is therefore critical for clinicians to be able to distinguish

between them. We build on existing research into objective

markers of depression in speech, testing their generalizability to

a more complex population. On a novel, comorbidity dataset,

we demonstrate that existing depression classification methods

perform worse for participants with dementia than they do for

those with no cognitive decline. We also propose a method

of applying Wasserstein distance-based weight vectors to em-

phasize depression-related information which is robust against

the effect of dementia. This improves performance for users

with dementia, without requiring changes to the model architec-

tures. Our best performing model achieves an overall F1-score

of 81.0%.

Index Terms: depression detection, dementia, computational

paralinguistics

1. Introduction

Research into speech-based biomarkers has demonstrated that

it is possible to detect a range of conditions from a person’s

speech including dementia [1] and depression [2]. Approxi-

mately 11.3% of people living in Europe will experience Major

Depressive Disorder (MDD) in their lifetime [3]. Character-

ized by persistent low mood or loss of interest or pleasure, de-

pression may be identified and diagnosed by interviews with

clinicians. These interviews require a significant amount of

time from a trained clinician, or rely on subjective self-reported

symptoms from the patient. In view of the drawbacks of both

methods, there has been considerable interest in developing

more objective, automated methods to identify signs of depres-

sion or to measure its severity in speech, including the release

of several publicly available speech corpora [4, 5, 6].

These automated methods do, however, often rely on the

assumption that participants have depression as their sole con-

dition, or are entirely healthy. That is, they rely on and have

been evaluated on carefully controlled, homogeneous cohorts,

where recordings are taken in lab settings and recruitment cri-

teria explicitly exclude participants with comorbidities. These

restrictions do not generally align with reality. In fact, depres-

sion is often found to be comorbid with a range of other health

conditions including anxiety [7], cardiovascular disease [8] and

dementia. On average, 15.9% of those living with dementia, an-

other condition known to impact the articulation and content of

*Corresponding author.

patients’ speech, also have co-occuring MDD [9]. As a result,

these depression detection approaches are unlikely to perform

well in a real-world population that includes the complexities

introduced by a comorbid condition. This excludes many peo-

ple, such as elderly people with dementia, from benefiting from

these technologies.

The term dementia refers to a collection of symptoms im-

pacting a person’s cognitive abilities and daily functioning. The

symptoms can be caused by several different diseases, the most

common being Alzheimer’s dementia. An estimated 55 mil-

lion people are living with dementia, with roughly 10 million

new cases annually. The challenge for a speech-based dementia

detection system is that dementia and MDD often present sim-

ilar early clinical symptoms, but they have different treatment

options and potential patient outcomes [10]. It is, therefore, im-

portant that clinicians are able to identify whether a person pre-

senting with symptoms such as apathy, irritability and memory

complaints has dementia, MDD, or a combination of the two.

Depression and dementia are each prone to impacting the

content and articulation of patients’ speech. Signal processing

researchers have shown significant interest in developing au-

tomated screening tools for each condition, including running

challenges for both depression [4, 5] and dementia [11, 12] de-

tection. While these disorders are investigated separately, there

is considerable overlap between the methods and features used.

For example, baseline models from distinct challenges for each

of them both make use of the same standard acoustic feature

set [5, 13]. Similarly, a decrease in speech rate and an increase

in the duration and frequency of pauses have been identified as

features indicative of depression [14] and dementia [15].

Given the significant overlap in methods applied, we start

by testing the hypothesis that the presence of cognitive decline

due to dementia will impact the performance of a depression

classification model. To validate this hypothesis, we introduce

a novel dataset, explained in detail in Section 3.1, which con-

sists of speech recordings from participants with and without

cognitive decline due to dementia, with a subset of each group

also having depression. All recordings were collected under the

same restrictions to avoid any potential bias introduced by ag-

gregating multiple datasets. We train a Support Vector Machine

(SVM) and a Long Short-Term Memory (LSTM) network, in

line with previous depression classification approaches [6]. The

same model architectures are trained and evaluated separately

on two groups: one without cognitive decline (all participants

are either healthy or have depression, that is, no comorbidity),

and one where all participants have cognitive decline (meaning

the depressed group has comorbidity). Both models perform

worse for the participants with cognitive decline than they do

for those without (Figure 1). To this end, our motivation in this

work is to develop an approach to improve detection perfor-
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Figure 1: F1-scores achieved on the task of depression classifi-

cation for non-decline and comorbid cognitive decline groups.

mance in comorbid depression.

We first outline a novel dataset in Section 3.1 which facili-

tates training a model on a mixture of speech samples with and

without comorbidity, as a real-world system would encounter.

We then propose a novel method of applying weights based on

Wasserstein distance to the input vectors the models are trained

on in order to highlight depression-relevant information and

minimize the impact of comorbidities. The performance im-

provement is replicated in three different models. Our contribu-

tions are as follows:

• There is not, to the best of our knowledge, an existing study

which aimed to develop a speech-based depression detection

model that works for users with possible depression as their

sole condition, as well as for those with co-occuring demen-

tia.

• The proposed approach improves the generalizability of ex-

isting classification architectures (notably, without an in-

crease in complexity), to improve performance for partici-

pants with cognitive decline and create a more inclusive de-

pression classification system.

The remainder of this paper is structured as follows: Sec-

tion 2 introduces related work, Section 3 introduces the pro-

posed approach in this paper, Section 4 reports results, while

Section 5 will draw conclusions.

2. Previous work

As mentioned previously, there have been several challenges

aimed at developing speech-based depression screening meth-

ods [4, 5]. This has led to successful approaches such as ex-

tracting delta-mel-cepstral coefficient based features [16] (and

later expanding this approach with the addition of correlation-

based video features [17]) or making use of standard acoustic

feature sets [18]. However, in these challenge corpora, all par-

ticipants are either depressed or healthy - there is no scope for

investigating the impact of comorbid conditions on depression

classification.

Similarly, automated methods for detecting dementia in

speech is an active research field supported by challenge

datasets [11, 12]. Ensemble methods utilizing a combination

of linguistic features and standard acoustic feature sets proved

to be capable of dementia classification, despite possible errors

introduced by automatic transcription [19]. Alternative meth-

ods leveraged pre-trained foundation models to improve clas-

sification performance [20]. Another study compared different

groups of linguistic (ratios of different word classes or syntac-

Table 1: The demographic information in terms of gender and

age. In the table, M means male while F means female.

Group Gender (M/F) Age (Years)

Non-decline
Control (nD nP) 75/92 73 ± 6

Depressed (nD P) 9/32 62 ± 10

Decline
Control (D nP) 93/74 74 ± 8

Depressed (D P) 18/23 66 ± 10

Total
Control 168/166 73 ± 7

Depressed 27/55 64 ± 10

tic features), prosodic (frequency, speech rate, pitch variation)

and acoustic (MFCCs, spectrum or voice quality) features [21],

concluding that voice quality features are the most beneficial for

dementia classification.

Given the amount of methodological overlap between de-

pression and dementia detection, it stands to reason that the

presence of one would likely interfere with the ability to detect

the other automatically. Additionally, while automated detec-

tion of each of them individually has garnered significant re-

search interest, there is comparably very little existing work ex-

ploring their interaction when co-occurring.

Some previous studies have attempted to differentiate be-

tween participants with depression and those with dementia by

either collecting a single corpus that includes both groups [22]

or by aggregating existing corpora [23]. However, neither study

included participants who have both conditions simultaneously,

and combining datasets will inherently increase the risk of in-

troducing bias through differences in recording set up, speech

elicitation tasks, etc. In the case where all participants had

Alzheimer’s dementia, and some also had comorbid depres-

sion, distinguishing between the two groups was a challeng-

ing task [24]. It has been shown that a support vector regres-

sor can predict PHQ-9 scores with reasonable success in an

Alzheimer’s dementia population [25], but no healthy partici-

pants were included in the study. Application of transfer learn-

ing from a valency detection model can improve depression de-

tection performance for a population with Alzheimer’s demen-

tia [26], however the effect of this on a population without cog-

nitive decline, or a mixed population, was not investigated.

3. Approach

3.1. Dataset

This study involved 416 participants: 167 reported never hav-

ing or experiencing cognitive or psychiatric illness, 41 had

depression only, 167 had cognitive decline only, and 41 had

both conditions. The depression conditions are annotated by

self-reported PHQ-9 (Patient Health Questionnaire-9), a widely

used tool for assessing depression, with a score above 10 in-

dicating depression. Cognitive decline is diagnosed using gold

standard procedures by clinicians working in neurology. The

speech of participants was recorded via CognoSpeak (https:

//www.cognospeak.com/) [27]. During the experiments,

each participant was asked to read a short passage, ªThe Grand-

father Passageº, which uses a diverse phoneme range, helping

to detect speech patterns associated with depression [28]. In

this work, we merged the participants into two groups based on

whether they have cognitive decline, referred to as Decline or

Non-decline. Each group included individuals with and without

depression. We abbreviate participants in these subgroups of
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Figure 2: The pipeline used in our proposed approach to calculate masks which emphasize depression-related information in speech.

the Decline group as D-P (decline & depressed) and D-nP (de-

cline & non-depressed), and those in the Non-decline as nD-P

and nD-nP, respectively. This enables us to evaluate the effec-

tiveness of our proposed approach and its ability to generalize

beyond a standalone condition to a comorbid condition among

participants. Table 1 provides demographic information about

the participants in this dataset. There is no significant differ-

ence between Decline and Non-decline participants in terms of

age distribution (p > 0.05 according to a two-tailed t-test) and

gender balance (p > 0.05 according to a X 2 test).

3.2. Experimental design

In this section, we introduce our proposed approach (shown as

Figure 2) and set up a series of experiments to validate our ex-

perimental objective: namely to evaluate our proposed approach

aimed at addressing the limitation of underdiagnosis of depres-

sion as a comorbid condition.

The first step of the experiment involves extracting speech

features from speech signals and vectorizing them to facilitate

their use in the proposed approach. To this end, we employed

the well-established openSMILE toolkit [29], an open-source

audio feature extraction tool widely used in affective comput-

ing. Specifically, we extracted 16 features and their delta coef-

ficients from the Interspeech 2009 Emotion Challenge feature

set [30], leading to a dimension D = 32 of features, which

was designed for emotion recognition and mental health anal-

ysis. These features are commonly utilized to differentiate be-

tween depressed and non-depressed speech [31]. For a fair com-

parison, we adhered to the parameter settings of the Androids

corpus [6], employing a 25 ms analysis window and 10 ms

step size. After feature extraction, each recording is converted

into a sequence of feature vectors Xk = {x1, x2, x3, ..., xt}
(k ∈ N ), where N is the total number of participants, and t is

the total number of vectors. Since the duration of participants’

recordings vary, so too does the value of t.

So far, the extracted speech features contain informa-

tion relevant to differentiating between depression and non-

depression, but they are influenced by cognitive decline to vary-

ing degrees, which limits the performance of models in depres-

sion detection (Figure 1); these features are used to train base-

line models for this paper. The next step aims to emphasize

specific depression-related information to increase robustness to

the potential presence of cognitive decline, and enhance model

performance in depression detection. To do this, we introduce

two masks using Wasserstein distance [32], W depressed and

W non depressed, emphasizing features with information relat-

ing to the depressed/not-depressed condition and masking in-

formation relating to cognitive decline. The reason for using

Wasserstein distance is that it can address the problem of proba-

ble inconsistent numbers of participants in the Decline and Non-

decline groups within the training subset of data. The Wasser-

stein distance for the depressed case, Distdepressed is defined

as follows:

Distdepressed(ai, bi) = inf
γ∈Γ(ai,bi)

E(x,y)∼γ [|x− y|] , (1)

Wdepressed = softmax(
1

1 +Distdepressed(ai, bi)
) (2)

where ai and bi are the averages of the i-th feature for D-P and

nD-P, respectively (x ∈ ai, y ∈ bi, i ∈ [1, 32]) calculated on

the train set. Γ(ai, bi) is the set of all possible joint distributions

whose marginal distributions are ai and bi, and the expectation

E is taken over the joint distribution γ. D-P and nD-P both con-

tain depression-related information but differ in whether they

include decline-related information. From this perspective, the

same feature showing similarity in different groups is consid-

ered as the representation of depression-related information and

will be amplified after applying the mask. This expression is

written for the Distdepressed and W depressed, but it can be

used in the same way for the mask Distnon depressed and

W non depressed using D-nP and nD-nP.

The masks W depressed and W non depressed were calcu-

lated from the training set. Then each feature vector Xk in the

training set was weighted before being fed to the model, defined

with the following:

X
∗

k = Xk ⊙ (1 +W ) (3)

where W is either W depressed or W non depressed, depend-

ing on the annotation of Xk. At the stage of inference, each

unseen feature vector in the test set is separately weighted by

W depressed and W non depressed. Both weighted representa-

tions are then classified, and the final prediction is determined

by selecting the result where the predicted probability is furthest

from the decision boundary between classes.

For a fair comparison, we utilised the same models with the

same configuration in the Androids corpus [6] to evaluate the

effectiveness of our proposed approach. As presented in [6],

the features were averaged per recording before being passed

to the SVM model, and were segmented into 32 × 128 frames

for the LSTM model. All the models were trained with k-fold

(k = 5) cross-validation, where all participants were split into

disjoint subsets, with a different fold serving as the test set in

each validation. The number of hidden states in LSTMs was set

to 32. The batch size was set to 16, the learning rate was set to
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Table 2: Analysis of the effectiveness of the proposed approach

in the Non-decline and Decline group. Acc, Prec, Rec and F1

represent accuracy, precision, recall and F1-score, respectively.

Models Group Acc. Prec. Rec. F1

SVM [6]
Non-decline 66.3 32.5 65.9 43.5

Decline 65.4 28.8 51.2 36.8

SVM [6]+ours
Non-decline 66.3 32.9 68.3 44.4

Decline 67.3 31.0 53.7 39.3

LSTM [6]
Non-decline 78.7 72.0 96.3 82.4

Decline 68.9 66.7 68.7 67.7

LSTM [6]+ours
Non-decline 73.1 70.4 93.0 80.1

Decline 67.1 66.4 77.8 71.7

MLA [35]
Non-decline 75.3 73.4 86.4 79.4

Decline 68.2 67.9 80.2 73.6

MLA [35]+ours
Non-decline 81.1 80.5 90.9 85.4

Decline 73.4 71.4 79.2 75.1

0.001 and the number of training epochs was set to 100. The

training was performed with Adam optimiser [33] with categor-

ical cross-entropy as a loss function [34].

4. Results

In this section, we present the results of our proposed method

across three scenarios: i) when depression is treated as a sole

condition, ii) when it appears as a comorbid condition, and iii)

when both cases are considered together. In addition, we further

evaluate the effectiveness of our approach by comparing it with

an alternative method (MLA) from previous work [35], as this

represents the current state-of-the-art method on the read task

which constitutes the baseline for this paper [6].

Table 2 presents results for the first two scenarios - de-

pression as a sole condition (Non-decline) and depression as

a comorbid condition (Decline). Our proposed approach im-

proves the detection performance for the non-decline group in

SVM and MLA models but does not show improvement over

the LSTM. This indicates that our approach is comparable to

existing approaches when depression is considered as a sole

condition. In addition, as shown in Table 2 when the best-

performing models from the scenario of depression as a sole

condition are applied to the scenario of depression as a co-

morbid condition, their performance always improves with our

proposed approach, yielding F1-score improvement of 2.5%,

4%, and 1.5% for SVM, LSTM, and MLA, respectively. This

demonstrates that our approach enhances the model’s ability to

detect depression in populations experiencing cognitive decline.

Furthermore, when combining the two scenarios above, i.e.,

taking both those with depression as a sole condition and those

with depression as a comorbid condition into account, our pro-

posed approach continues to improve performance across dif-

ferent models, shown in Table 3. In particular, our approach

increases the F1-score by 1.7%, 0.2%, and 4.4% for SVM,

LSTM, and MLA, respectively, reducing the average error rate

by 8.9%. More importantly, such continuous improvement in

the F1-score is primarily driven by stable enhancement in recall,

which improves by 2.5%, 2.3%, and 2.4% for SVM, LSTM, and

MLA, respectively. Higher recall reduces the likelihood of de-

pression cases being underdiagnosed, which is particularly cru-

Table 3: Comparisons of results between our proposed ap-

proach and previous studies for the entire, combined, dataset.

Acc, Prec, Rec and F1 represent accuracy, precision, recall and

F1-score, respectively.

Models Acc. Prec. Rec. F1

SVM [6] 65.9 30.8 58.5 40.3

SVM [6]+ours 66.8 32.1 61.0 42.0

LSTM [6] 73.8 69.8 83.0 75.8

LSTM [6]+ours 70.0 68.5 85.3 76.0

MLA [35] 71.9 70.7 83.4 76.6

MLA [35]+ours 77.4 76.6 85.8 81.0

cial in real-world applications. While a false positive case may

only require additional examination, an underdiagnosis can re-

sult in a patient losing the optimal window for treatment, poten-

tially leading to worse treatment outcomes and a lower quality

of life.

The application of masks enhances performance on more

complex datasets that include participants with comorbid de-

mentia. Additionally, such an improvement is demonstrated

across both traditional machine learning and neural network

methods. This approach does not increase the complexity of

the original model because it improves performance exclusively

by weighting the training data without modifying the model ar-

chitecture or introducing additional learnable parameters. As a

result, it can be easily generalized to any established method.

Moreover, the approach consistently enhances performance for

participants with comorbid dementia, promoting a more inclu-

sive classification process that is less affected by the presence

of a second co-occurring disease.

5. Conclusions

In conclusion, some common baseline methods for automated

depression detection have limited capacity to cope with the ad-

ditional complexities of a second, comorbid, condition. How-

ever, we have shown that it is possible to increase performance

for users with cognitive decline without changing the models’

architectures. Our proposed method calculates and applies a

mask, based on Wasserstein similarity, to the input data in order

to emphasize depression-related information, which is robust

against the influence of cognitive decline. Utilizing these sim-

ilarity masks achieved an F1-score of 81.0% for the combined

population of participants with and without cognitive decline.

One limitation of this work is that there is a significant dif-

ference in age between the depressed and non-depressed partic-

ipant groups. This difference is reflected in both the non-decline

and decline groups (i.e, there is no significant difference in age

between D-P and nD-P, but there is between D-P and D-nP),

but it is possible that this will have influenced the depression

classification task. Additionally, this study groups together sev-

eral different disorders under umbrella terms like ºdementiaº or

ºcognitive declineº. However, it is likely that the different dis-

orders included under the term ºdementiaº, such as Alzheimer’s

disease or Lewy body dementia will impact patients’ speech dif-

ferently. These differences in speech pathology will also affect

automatic depression detection through speech differently. Fu-

ture work should consider a corpus with a more fine-grained

view of dementia, allowing for investigation of differences in

symptomatology.
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