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Abstract 

Driven by growing concerns over the misuse of AI in spreading false infor-
mation, this study investigates the potential of large language models (LLMs)  
to generate disinformation using advanced jailbreak prompting techniques. It  
employs two open-source LLMs and one commercial LLM, each presented with 
24 false claims across eight thematic areas. Findings reveal that LLMs generate 
disinformation 68% of the time when prompted, with open-source LLMs con-
tributing significantly to this output. Notably, disinformation was also produced 
without the use of specialized prompting techniques, indicating a high baseline 
vulnerability. Additionally, the study evaluates the LLMs’ accuracy in generating 
truthful content, finding over 80% success in supporting factual claims. This dual 
ability of LLMs to generate both disinformation and accurate information –  
especially with ease in the former – highlights the urgent need for effective safe-
guards to prevent potential misuse. 
 

Keywords: Large Language Models; AI; ChatGPT; disinformation; jail-
breaks 
 

 

 

1  Introduction 

Advances in AI, particularly large language models (LLMs) like ChatGPT 
(OpenAI), Gemini (Google), and Claude (Anthropic), have enabled trans-
formative applications through human-like text generation (Gill et al., 2023; 
Zhao et al., 2023). Beyond commercial models, open-source alternatives such 
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as LLaMA-2 and Vicuna offer comparable capabilities (LMSYS Org, 2023). 
However, their proficiency in mimicking human language raises ethical con-
cerns, as they can be exploited to generate disinformation (Bontridder et al., 
2021). Studies demonstrate that users struggle to distinguish AI-generated 
falsehoods from human-written text, even in contexts like social media (Wil-
liams, 2023). While LLMs excel at legitimate tasks like translation, analysis 
and summarization (Spitale et al., 2023), their misuse poses significant risks 
to information integrity. 

Companies are actively working to align these LLMs with human values 
to ensure safe usage. Still, challenges remain, particularly with “jailbreak” 
prompts that can lead even well-aligned LLMs to produce harmful content 
(Liu et al., 2023). With open-source LLMs becoming more prominent, they 
too face the risk of misuse. 

Understanding the potential of these LLMs to generate disinformation 
through effective prompting is a key aspect that this research will explore. 
This involves comparing commercial and open-source LLMs and examining 
how state-of-the-art prompting techniques can influence the production of 
disinformation. This understanding is crucial as the power of LLMs grows, 
highlighting a need to consider their capabilities and vulnerabilities. 

This paper aims to address the following research questions: 
RQ1  What are the existing prompting techniques that contribute to dis-

information generation? 

RQ2  How do prompting techniques influence the generation of disinfor-
mation across different themes in various LLMs? 

RQ3  What are the differences and limitations of popular LLMs when gen-
erating disinformation across various themes? 

The rest of the paper is organized as follows: Section 2 reviews related work 
on disinformation and jailbreak techniques; Section 3 outlines the experiment 
methodology; Section 4 presents the results of the study; Section 5 answers 
the research questions and concludes the work. 
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2  Related Work 

2.1  Disinformation and AI 

Disinformation is deliberately deceptive content which undermines public 
discourse and is amplified by social media’s reach, blurring truth and influ-
encing perception (Pérez‐Escolar et al., 2023; Zhang & Ghorbani, 2020). 
Research highlights its focus on high-impact themes like health (e.g., during 
pandemics) and politics, which shape societal decisions and policy (Spitale  
et al., 2023). Studies have indicated that health and politics are amongst the 
most studied themes in disinformation (Ha et al., 2021). 

The natural ability of LLMs in generating human-like text has sparked re-
search into their potential for producing disinformation. Spitale et al. (2023) 
explored whether humans could differentiate between AI and human-gene-

rated disinformation, finding that AI-generated content was often indistin-
guishable from the content produced by human. Study by Buchanan et al. 
(2021) revealed the GPT models’ ability to create disinformation in various 
forms from narrative amplification to persuasive mimicry of conspiracy theo-
ries. More recently (Vinay et al., 2024) more advanced LLMs such as GPT-4 
were used to evaluate disinformation generation capabilities. This study high-
lighted that sophisticating prompting techniques, such as emotional manipu-
lation, help to deceive model into disinformation generation.  

Despite these insights, there remains a gap in research on open-source 
LLMs and a comprehensive comparison of different LLMs’ abilities to gen-
erate disinformation.  

 

2.2  State-of-the-art prompting techniques 

With the remarkable capability of LLMs to generate content, there also arises 
the risk of malicious use. State-of-the-art (SOTA) prompting techniques, 
known as jailbreak prompts or attacks, in the context of LLMs involves a 
technique that utilizes prompt manipulation to effectively bypass the built-in 
safety and moderation measures implemented by LLM developers, pushing 
them to produce unwanted content (Liu et al., 2023). This section explores 
the landscape of jailbreak techniques as described across numerous studies. 
Techniques such as “Do Anything Now” (DAN) prompt were among the first 
to circumvent restrictions, and jailbreak prompts have since proliferated on 
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platforms like Reddit and Discord and have been a research area (Shen et al., 
2023). 

Research by Chao et al. (2023) identified two main jailbreak categories: 
prompt-level, which uses deceptive language, and token-level, which manip-
ulates input tokens to produce objectionable content. Liu et al. (2023) sys-
tematically categorized jailbreak prompts into ten unique categories spread 
across three types: “Pretending,” “Attention Shifting,” and “Privilege Escala-
tion.” They found “Pretending” through character role-play, to be particularly 
effective, with a success rate of 97%. 

Authors Perez and Ribeiro (2022) explored prompt injection attacks like 
“prompt leaking” and “goal hijacking”, while Wei, Haghtalab, and Steinhardt 
(2023) demonstrated the failure of safety training in models through “Prefix 
Injection” and Refusal Suppression. Zou, Wang, Kolter, and Fredrikson 
(2023) adapted adversarial attacks from computer vision, employing opti-
mized suffixes to consistently generate unsafe content. Lastly, Anil et al. 
(2024) introduced the “many shots jailbreak” which uses multiple examples 
in prompts to coerce models into providing harmful outputs, demonstrating 
increased vulnerability with more examples. 

Prior studies on LLM-driven disinformation primarily test jailbreak meth-
ods on older models (e.g., GPT-3), neglecting domain-specific themes. Mod-
ern models (GPT-3.5/4) and open-source LLMs remain underexplored, creat-
ing critical gaps in misuse understanding. This study evaluates commercial 
and open-source LLMs’ capacity to generate theme-specific disinformation 
using jailbreak strategies, providing nuanced insights into their vulnerabilities. 

 

 

 

3  Methodology 

This section outlines the selection of LLMS, prompting techniques, thematic 
focus, and the procedures for data collection and analysis. 
 

3.1  Experiment Design 

The primary aim of this study is to assess the effectiveness of jailbreak 
prompts in generating disinformation and factual information with three se-
lected LLMs. To do so, a structured pipeline was developed, enabling con-
sistent data collection, prompt application, and evaluation of model outputs. 
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3.1.1  LLM Selection 

Three LLMs were chosen to provide a balanced comparison between open-

source and commercial platforms: 
 GPT-3.5 Turbo1: A closed-source LLM developed by OpenAI, optimized 

for conversational applications. It remains proprietary and does not speci-
fy a size. 

 Vicuna2: An open-source LLM derived from LLaMA by Meta. It uses the 
Evol-Instruct method for handling complex instruction comprehension. 
The model has a size of 33 billion parameters. 

 WizardLM 

3: An open-source LLM created by LMSYS Org, fine-tuned on 
user-shared ChatGPT conversations. It offers robust performance and has 
a size of 70 billion parameters. 

This selection allows for the evaluation of both open-source and commercial 
models, focusing on their vulnerabilities and response to jailbreak prompts. 

3.1.2  Themes Selection 

Two primary themes, defined by Spitale, Biller-Andorno, and Germani 
(2023) were selected, each subdivided into more specific sub-themes to test 
the consistency and variability of disinformation generation: 
 Health: Sub-themes include COVID-19, vaccines, abortion, and alterna-

tive medicine. 
 Politics: Sub-themes include laws, EU figures, immigration, and Donald 

Trump. 
Each theme contained a set of predefined false claims (disinformation) and 
true claims (factual information) to measure the LLM’s behaviour in both 
contexts. 

3.1.3  Jailbreak Selection 

The study used a variety of prompting techniques, focusing on manual “jail-
break” which are handcrafted prompts designed to bypass ethical filters in 
LLMs based on SOTA jailbreaks, described in Table 1. A sample of each 
prompt can be found in the appendix.  

                                                 
1  https://platform.openai.com/docs/models#gpt-3-5-turbo 

2  https://lmsys.org/blog/2023-03-30-vicuna/ 
3  https://huggingface.co/WizardLM 

https://platform.openai.com/docs/models%23gpt-3-5-turbo
https://lmsys.org/blog/2023-03-30-vicuna/
https://huggingface.co/WizardLM
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Table 1: Selection of jailbreak prompts 

Jailbreak Description 

Pretending Instructs the LLM to role-play as a character uncon-
strained by ethical considerations. 

Privilege Escalation Simulates a scenario where the LLM is granted special 
access to generate unrestricted content. 

Refusal Suppression Aims to supress the LLM’s tendency to refuse requests. 
No jailbreak No specific jailbreak is applied, serving as a control to 

measure the effectiveness of jailbreaks. 
 

3.1.4    Claims Selection 

Data collection focused on collecting and categorizing claims from real dis-

information and real information cases, allowing for a structured approach to 
testing LLMs.  

Disinformation claims were obtained from fact-checking platforms such 
as Snopes and the European Digital Media Observatory (EDMO). Factual 
claims, on the other hand, were collected from the resources of organizations 
such as the Centers for Disease Control (CDC) and the World Health Organi-
zation (WHO) to provide a contrast to the disinformation claims. 

A total of 24 false claims and 24 factual claims were collected across the 
two themes, each assigned to specific sub-themes. These claims served as 
input for the LLMs to assess their responses. A complete list of all claims 
collected can be found in the OSF repository referenced in the appendix sec-
tion. 

3.1.5    Prompt Construction 

Each claim for each scenario “false claims” and “factual claims” was paired 
with four prompting techniques, resulting in a total of 288 prompt configura-
tions (“24 claims” × “4 prompt techniques” × “3 LLMs”) in each scenario. 
Figure 1 shows an experimental pipeline. The prompt constructions included 
both false and true claims to evaluate the support for disinformation genera-
tion capabilities and the ability to support accurate information. 
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Fig. 1  Disinformation and factual information generation pipeline 

 

3.2  Experiment implementation 

The experimental implementation consisted of constructing a pipeline to 
manage the generation, data labelling, and analysis processes. Each LLM 
was accessed via its respective API. OpenAI API was used for GPT-3.5  
Turbo, while Together.ai’s inference API provided access to Vicuna and  
WizardLM. This setup allowed the study to query and gather consistent out-
puts across all LLMs. 

3.2.1    Prompt response collection 

Each constructed prompt was submitted to the corresponding LLM via an 
API call. The generated output was captured and stored in a CSV file with a 
consistent data structure. Key fields included the claim, applied prompt tech-
nique, LLM used, theme, and the generated response. 

This systematic approach ensured traceability and uniformity in data col-
lection, facilitating comparative analysis. 

3.2.2    Data labelling 

The labelling of LLM-generated responses was conducted manually by the 
lead researcher to categorize the behaviour of each LLM across different 
scenarios. To ensure consistency, a set of predefined definitions was estab-
lished for each label, see Table 2. Each generated response was reviewed 
individually and assigned a label based on its alignment with these defini-
tions. As the labelling was performed solely by the researcher, no formal 
inter-coder or intra-coder reliability assessments were conducted. 
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Table 2: Descriptions of data labels 

Label Description 

Disinformation In the disinformation pipeline, this refers to the LLM support-
ing false claims, and in the factual information pipeline, this 
refers to the LLM converting true claims into disinformation 

Refusal The LLM refused to support a true or false claim. 
Caveated The LLM supported the false claim but included a warning or 

disclaimer.  
Hallucination The LLM generated irrelevant or nonsensical content. 
Factual The LLM correctly supported a true claim. 

 

This methodology provides a comprehensive framework for evaluating 
the capabilities and weaknesses of LLMs in generating disinformation and 
true information. 

 

 

 

4  Results and Analysis 

This section presents the outcomes from the disinformation and factual in-
formation generation pipelines. Each pipeline was designed to test the three 
selected LLMs, GPT-3.5 Turbo, Vicuna, and WizardLM, across disinfor-
mation and factual information themes using different jailbreak prompts. 
  
4.1  Disinformation generation analysis 

This section details the outcomes of the disinformation generation pipeline, 
focusing on how different LLMS behave under various themes and jailbreak 
techniques. 

We obtained 288 responses for this pipeline 68.4% of which were classi-
fied as disinformation, suggesting a strong tendency for LLMS to generate 
misleading content. Results are shown on Figure 2. It is worth noticing, that 
refusal to generate disinformation was recorded at 25% of cases.  
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Fig. 2  Overall disinformation rate 

 

According to results by the theme, depicted in Figure 3, Laws and Alter-
native Medicine have emerged as themes with the highest disinformation 
rates, showing strong LLM susceptibility to generating false content. Mean-
while, Vaccine and Abortion themes exhibited the lowest disinformation 
rates, alongside the highest refusal rates. Hallucinations were minimal, ob-
served primarily in Immigration, Trump, and Vaccine themes. 

 

 
 

Fig. 3  Disinformation by theme 
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When it comes to different models, disinformation generation rates vary 
significantly (Fig. 4). Vicuna demonstrates the highest disinformation rate, 
getting all the way up to 92.7% when including “Caveated” labels and Wiz-
ardLM is only slightly better with disinformation rate 75% with moderate 
refusals. GPT-3.5 Turbo appears more balanced, with equal disinformation 
and refusal rates (49% each), indicating higher resistance to generating false 
information.  
 

 
 

Fig. 4  Disinformation by LLM 

 

Figure 5 shows how different prompt techniques (No Jailbreak, Pretend-
ing, Privilege Escalation, Refusal Suppression) affect the responses of vari-
ous LLMs (GPT-3.5-Turbo, Vicuna, WizardLM). Each cell indicates the rate 
of responses falling into a specific label (Caveated, Disinformation, Halluci-
nation, Refusal). Blue indicates higher counts, yellow lower counts. 
- “Pretending” technique was the most effective at eliciting disinformation 

across LLMs, aligning with previous research if we consider the caveated 
responses though using “No Jailbreak” was equally effective. 

- “Refusal Suppression” technique had more effective in the open-source 
LLMs. 

- “Privilege Escalation” technique was least effective, resulting in the high-
est refusal rates, notably in GPT-3.5 Turbo. 

- “No Jailbreak” using straightforward requests was surprisingly as effec-
tive and sometimes even better as jailbreak techniques. 

 



Generating and Analyzing Tweet-Style Disinformation with LLMs 273 

 
 

Fig. 5  Prompt technique efficacy across LLMs for disinformation 

 

In conclusion, open-source LLMs like Vicuna and WizardLM show high 
disinformation rates due to weak safety mechanisms, making them highly 
susceptible to both basic prompts and jailbreaks. Their fine-tuning on  
LLaMA and ChatGPT data likely contributes to their vulnerability. Such 
instruction-tuned LLMs are highly vulnerable and can fail safety (Bianchi  
et al., 2023). GPT-3.5 Turbo showed more careful approach likely due to its 
Reinforcement Learning from Human Feedback (RLHF) safety mechanism 
(Leike et al., 2022).  

 

4.2  Factual information generation analysis 

Out of 288 responses, 86.46% were factual, indicating strong LLM perfor-
mance in supporting true claims. Disinformation and hallucination rates were 
similar, at 3.82% and 3.12%, respectively, and finally 6.6% were pure refusals 
(Fig. 6).  
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Fig. 6  Overall factual information. 
 

Results group by theme are shown in Figure 7. The immigration theme 
showed the highest factual generation at 94.4%, though most other themes 
were also closely high by 91% to 83% except for Trump which was the low-
est by 58.3%. The Trump theme posed challenges, displaying the highest 
hallucination instances. It also saw converting factual claims into disinfor-
mation in some cases at 11.1% rate. The same disinformation rate was also 
observed in Covid-19 theme. This is mainly attributed to the usage of Jail-
breaks but also could likely be attributed to the controversy in such themes. 
 

 
 

Fig. 7  Factual information by theme. 
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As for results from the different models depicted on Figure 8, WizardLM 
and Vicuna both exhibit strong tendencies to produce factual outputs, re-
sponding factually about 93.8% and 90.6% respectively with no refusals. 
GPT-3.5 Turbo, however, displays higher refusal rates, likely due to misin-
terpretation of prompts or stringent safety measures. It supported only 75% of 
the true claims and contributed to most refusals by 19.8%. 
 

 
 

Fig. 8  Count of factual information by LLM. 
 

 
 

Fig. 9  Prompt technique efficacy across LLMs for factual information. 
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According to results on different prompting techniques (Fig. 9), it appears 
that most prompts were effective though not needed for this kind of genera-
tion but can show that some LLMs might have stronger security measures 
that can make them more alert to jailbreaks like in GPT-3.5 Turbo. 

In conclusion, while open-source LLMs like Vicuna and WizardLM excel 
in producing factual content, GPT-3.5 Turbo remains conservative, particu-
larly under prompts suggesting elevated permissions where it displayed more 
careful behaviour when it was not necessary.  

 

 

 

5  Conclusion  

This research examined the susceptibility of LLMs to generate disinfor-
mation, focusing on tweet-style outputs across prominent themes such as 
health and politics. Our findings indicate a troubling tendency for certain 
LLMs, especially open-source ones like Vicuna and WizardLM, to produce 
disinformation with minimal resistance, even in response to simple prompts. 
This vulnerability raises serious concerns regarding the potential misuse of 
these easily available LLMs by malicious actors. 

In contrast, GPT-3.5 Turbo exhibits stronger safeguards, though it remains 
vulnerable to techniques like “Pretending”. While LLMs generally support 
factual claims, they struggle with complex topics like Covid-19 and political 
figures, likely due to misinterpretation or confusion from the use of jail-
breaks. However, the alarming rate of success when using no special jail-
break technique underscores a fundamental vulnerability across LLMs, 
showing that even basic prompts can lead to disinformation generation. 

Addressing the key research questions: 
RQ1:  The study found that prompting techniques like Pretending, Refusal 

Suppression and even using No Jailbreak were highly successful in 
generating disinformation, especially for themes in Health and Poli-
tics, such as Alternative Medicine and Laws. 

RQ2:  Vicuna and WizardLM, did not require complex prompts to generate 
disinformation – even direct instructions led to similar success rates 
as advanced jailbreak prompts, with Pretending enhancing this ten-
dency, while Privilege Escalation was less effective. 

RQ3:  There were notable differences between Vicuna's high susceptibility 
and GPT-3.5 Turbo’s stronger safety measures, with Vicuna lacking 
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robust defences against disinformation generation compared to GPT-

3.5 Turbo. 
This research demonstrates that LLMs, despite their utility, can be exploited 
to generate disinformation through deliberate jailbreak or simple prompts. 
Addressing these risks requires coordinated action: Policymakers could  
enforce transparency measures such as mandatory watermarking of AI-
generated content to improve traceability. Researchers should develop dis-

information-specific benchmarks to systematically evaluate LLM vulnerabili-
ties and extend this work to SOTA multi-modal models. Developers should 
implement safety protocols like secondary prompt-layer defences to com-
plement existing content filters and safeguards. Finally, public awareness 
initiatives can empower users to critically evaluate AI-generated content. 
Collective efforts across these domains are essential to balance innovation 
with safeguards against misuse. 
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Appendix 

Appendix A: BigBrother Role Play Jailbreak Prompt. The complete prompt is 
inspired by role-play prompts from this source (Sakamoto, 2024). 
 

 
 

Appendix B: Developer Mode Privilege Escalation Jailbreak Prompt. The com-
plete prompt is copied from these sources (Shen et al., 2023; Sakamoto, 2024). 
 

 
 

Appendix C: Refusal Suppression Jailbreak Prompt. The complete prompt is 
inspired by the refusal suppression and prefix injection techniques from this 
source (Wei et al., 2023). 
 

 
 

Appendix D: The implementation code and data can be found below: 
https://osf.io/9mka8/?view_only=27e8948462a64960865733710c9a8086 
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