
This is a repository copy of Towards domain generalisation in ASR with elitist sampling 
and ensemble knowledge distillation.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/230206/

Version: Accepted Version

Proceedings Paper:
Ahmad, R. orcid.org/0000-0002-0194-6653, Jalal, M.A., Umar Farooq, M. et al. (2 more 
authors) (2023) Towards domain generalisation in ASR with elitist sampling and ensemble 
knowledge distillation. In: Proceedings of ICASSP 2023 - 2023 IEEE International 
Conference on Acoustics, Speech and Signal Processing (ICASSP). ICASSP 2023 - 2023 
IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), 
04-10 Jun 2023, Rhodes Island, Greece. Institute of Electrical and Electronics Engineers 
(IEEE) ISBN 9781728163284 

© 2023 IEEE. Personal use of this material is permitted. Permission from IEEE must be 
obtained for all other users, including reprinting/ republishing this material for advertising or
promotional purposes, creating new collective works for resale or redistribution to servers 
or lists, or reuse of any copyrighted components of this work in other works. Reproduced 
in accordance with the publisher's self-archiving policy.

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 
Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 

Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



TOWARDS DOMAIN GENERALISATION IN ASR WITH ELITIST SAMPLING
AND ENSEMBLE KNOWLEDGE DISTILLATION

Rehan Ahmad, Md Asif Jalal, Muhammad Umar Farooq, Anna Ollerenshaw, Thomas Hain

Speech and Hearing Group, The University of Sheffield, UK

ABSTRACT

Knowledge distillation (KD) has widely been used for model com-

pression and domain adaptation for speech applications. In the pres-

ence of multiple teachers, knowledge can easily be transferred to

the student by averaging the models output. However, previous re-

search shows that the student do not adapt well with such combina-

tion. This paper propose to use an elitist sampling strategy at the out-

put of ensemble teacher models to select the best-decoded utterance

generated by completely out-of-domain teacher models for gener-

alizing unseen domain. The teacher models are trained on AMI,

LibriSpeech and WSJ while the student is adapted for the Switch-

board data. The results show that with the selection strategy based

on the individual model’s posteriors the student model achieves a

better WER compared to all the teachers and baselines with a mini-

mum absolute improvement of about 8.4%. Furthermore, an insights

on the model adaptation with out-of-domain data has also been stud-

ied via correlation analysis.

Index Terms— Knowledge distillation, ASR, teacher-student

training

1. INTRODUCTION

Knowledge distillation (KD) [1] is a popular technique to distill the

knowledge from either single or multiple cumbersome teacher mod-

els to one student model. The knowledge from the teacher model

is transferred at the output [1] or intermediate feature level [2]. A

common technique is to transfer the knowledge using teachers’ pos-

terior distribution [3]. Usually, the student model is trained with the

teacher’s posteriors (soft labels) along with the original training la-

bels (hard labels). Therefore, the total loss is the weighted sum of

supervised and KD losses. KD is used for many tasks such as do-

main adaptation [4, 5, 6], domain generalisation [7, 8, 9], and model

compression [10, 11, 12].

In automatic speech recognition, knowledge distillation is per-

formed over either frame-level [13] or sequence-level [14] span. Fol-

lowing the sequential nature of the ASR task, sequence-level trans-

fer is shown to be a better approach in [13]. Sequence level KD was

first proposed in [15], where the teacher models provide sequence-

level probability distribution over the whole sample space for better

knowledge transfer. In the case of multiple teacher models, it is

crucial to optimise the sampling strategy to obtain the best possible

output. For example, [16] proposed three types of selection strate-

gies at the output of teachers, i.e. weighted, Top-1 and Top-K. The

error metric is used as a selection criterion in all of these strategies.

Therefore, the labelled data is assumed to be available. However,
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this approach is not helpful in those scenarios where the goal is to

adapt unseen out-of-domain (OOD) data. Hence, an unsupervised

sampling strategy is necessary to reduce the uncertainty of multiple

teacher outcomes and select the best output.

Furthermore, the underlying teacher model is important for the

generalised representation of the acoustic samples. Various mod-

els such as BERT[17], BLSTMs [18] with different context win-

dows have been used in ASR knowledge distillation tasks. Self-

supervised training paved the path to learn the general data repre-

sentation through unsupervised pre-training. Such a model is trained

with masked spans for generalised contextual latent representation of

speech [19]. These self-supervised models have been observed to be

quickly adaptable to new domains or cross-domain tasks [20].

The generalisation problem in KD is two-fold. The first prob-

lem is optimising the teacher model’s learned representation, and

the second is choosing the appropriate distribution for a student from

the teacher model. These problems become challenging when deal-

ing with OOD data between teacher and student. In this paper, the

first problem is tackled with a pre-trained wav2vec teacher models

where each model is fine-tuned with an in-domain corpora. The sec-

ond problem is tackled with posterior based elitist sampling strat-

egy which selects the best utterance decoded by the teachers. In

summary, an ensemble of teacher models are trained on completely

OOD data compared to the data which student needs to adapt. An

inference is run on the unlabelled OOD data to generate the soft la-

bels from the teachers. Finally, an elitist sampling strategy based

on the output posteriors is used to select the best decoded utterance

from the teachers to train a student model. More specifically, dataset

from read speech: WSJ (LDC catalog LDC93S6A, LDC94S13A),

LibriSpeech (LS) [21] and meeting: AMI [22] are used to train three

state-of-the-art teacher models. These models are used to decode the

Switchboard (SB) [23] corpus, and a student model is trained. The

results show that with such selection on the ensemble of teacher out-

puts, the student model performs better compared to the baselines

and all the individual teacher models.

2. DISTILLATION USING CTC LOSS

In teacher-student training, knowledge is usually transferred from

the teacher model in terms of the posterior distribution. The teacher

model is already trained on given labelled dataset. While training

the student, its output distribution is tried to become closer to the

teacher’s posterior distribution. This is usually achieved by using

Kullback–Leibler (KL) divergence [24] loss as:

KL(ŷtea||ŷstu) =
N
∑

i=1

ŷ
i
tea log

ŷi
tea

ŷi
stu

(1)

where ŷtea and ŷstu represent the teacher and student output

posteriors, and N is the total number of examples. Frame-wise KL

divergence is usually calculated to match the two distributions. The

total loss for the student model is weighted sum of supervised and

KL loss:
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Ltotal = αLsup + (1− α)LKL (2)

In sequential tasks such as ASR, the studies show that knowl-

edge can be transferred effectively via sequence-level information

instead of frame-level. Therefore, CTC [25] loss has been used in

this study. The teacher and student models for KD are based on

wav2vec2 [19] pre-trained with libriVox (LV-60K). Dense neural

network layers are connected at the output of wav2vec2 and CTC

loss is applied. The raw input to the model is represented by se-

quence x = [x1, ...xTn
] ∈ X with each sequence of length Tn

and X represents all the training sequences. The wav2vec2 model

outputs the context features represented by c = [c1, ...cTn
]. Con-

text vector c given to the fully connected dense layers produces

the output represented by h = [h1, ...hTy
], where Ty is the out-

put length with the vocabulary size of G = [g1, ...gz], where z rep-

resents grapheme. Teacher models are trained with original labels

using CTC loss as:

LCTC = −
∑

B

log p(y|h) (3)

where y is the output label sequence and B = {X,Y } is the

training dataset.

In a standard distillation setting, the student model is trained

with the original (hard) labels and soft labels provided by the teacher

model. The total loss for the student model is the weighted sum of

hard and soft label losses as presented in equation 2. However, in our

scenario, we assume that original labels of the target domain is not

available. The OOD teacher models run the inference on the target

data and provide the soft labels to train the student. Hence, the value

of α in equation 2 becomes zero.

For the distillation loss, we followed the work of [12, 14] which

proposed to use sequence-level loss rather than frame-level for the

ASR task. Therefore, LKL in equation 2 is replaced by soft CTC-

KD loss. This is represented as follows:

LCTC−KD = −
∑

B

ptea(ŷ|htea) log pstu(ŷ|hstu) (4)

where ptea(ŷ|htea) and pstu(ŷ|hstu) are posteriors from

teacher and student models. In this case, the teacher posteriors

comes from the selection criteria from multiple teachers which is

explained in Section 3.

3. UTTERANCE SELECTION STRATEGIES

This work utilizes multiple teacher models to generalise the out-of-

domain data for the student model. It is known that the ensemble

models usually provide better predictions compared to the single

model. One of the most straightforward approaches to distill the

knowledge from the teacher models is to average the frame-wise

posterior of the teachers following the work of [10, 26] as:

ptea =
1

K

∑

k

pk (5)

were K is the total number of teachers, and pk is the posteriors

of the whole utterance for teacher k. Resulting ptea is the frame-

wise average posteriors of each utterance. However, this strategy

may not perform well because if some teachers perform poorly then

the overall average become worse. Therefore, a sampling technique

is devised which selects the best-decoded utterances from the teacher

models.

In [16], authors proposed three distillation strategies, i.e.

weighted, Top-1 and Top-K. The authors proposed to use error-rate

as a metric of selection/weightage in each strategy. For example,

in the weighted technique, the weights for each teacher are deter-

mined with the average error on the mini-batch, which can only be

calculated if labelled data is present. Moreover, in their technique

the student learns on the same data which teachers have already

been trained on. However, this is not the case in our scenario,

where the student learns on the data unseen by the teachers and

without original labels. Eventually, this technique cannot be directly

adapted.

For the unlabelled data each teacher model may make differ-

ent mistakes while transcribing the same utterance, and one teacher

would perform better than the others. Therefore, we propose to se-

lect the utterance from that particular teacher model which best tran-

scribes it. This could be achieved by ranking the decoded posteriors

from the teachers. In our selection strategy, we propose to take the

average of the posteriors of the whole utterance from each teacher as

follows:

qk =
1

Ty

Ty
∑

i=1

pik (6)

where Ty is the length of utterance and k is the teacher. This av-

erage is calculated for each utterance which is decoded by the teach-

ers. The best teacher is selected with maximum average posterior

as:
b = argmax

k
qk (7)

With such a selection strategy, each utterance is selected from

the best performing teacher b, and its posteriors are used in equa-

tion (4) to train the student model. The intuition behind the selection

strategy is elitist, i.e., assuming if a group of graphemes projects the

highest confidence as a group, they are also best fitted as individu-

als. The grapheme-phoneme correspondence will be optimal when

we maximise the confidence score in graphemes as a group. If the

posteriors are higher for each individual label, it refers to the model’s

confidence. Taking the average of all the frames would provide the

model’s confidence for the whole utterance. So the best utterance

among the three models would have the highest average posterior.

4. INTERNAL REPRESENTATION CORRELATION

Understanding model learning from a core point of view is crucial

to establishing the relationship between input acoustic data and the

target labels. In ASR, the transcription often depends on the general

spelling and linguistic perception of the transcribers’ language di-

alect or country. Statistical correlation analysis is used to understand

the relationships between representations in neural network layers

[27]. The activation outputs are extracted among layers or model

outputs across model training/test, enabling observation of shared

representations among representations. SVCCA [28] uses singular

value decomposition (SVD) and canonical correlation (CC) analysis

for obtaining the shared relationships across neural representations.

The algorithm attempts to find bases v, s that maximise the correla-

tion between two matrices (in this case, sets of neural layers) when

the original matrices are projected onto the bases:

vT
∑

XY
s

√

vT
∑

XX
v
√

sT
∑

Y Y
s

(8)

Here
∑

XX
,
∑

XY
,
∑

Y Y
are the cross-covariance and co-

variance of the matrices respectively. The coefficiency of the corre-

lations is assessed in a layer-wise approach for N data points, pro-

jected views of l1 and l2 are compiled, where l1 = {zl1
1
, ..., z

l1
N1

}

and l2 = {zl2
2
, ..., z

l2
N2

}. SVD is used to prune and preserve the top

99% of representative dimensions, which forms subspaces l′1 ⊂ l1
and l′2 ⊂ l2. CC analysis is used to find vectors v and s, which

maximises the correlation ρ between projections of l′1 and l′2. In this



scenario, the value of ρ correlates to the information encoded in the

neural representations:

ρ =
〈vT l′1, s

T l′2〉

||vT l′
1
|| ||sT l′

2
||

(9)

In this paper, two transformer (12 encoders, 12 decoder layers)

models have been trained with the original Switchboard transcription

and the teacher-ensemble generated pseudo transcription. The layer-

wise embedding representations have been analysed with SVCCA

and discussed in Section 6.1.

5. EXPERIMENTS

5.1. Data

Four different corpora have been used in the experiments comprising

read and conversational speech. AMI, LS and WSJ are used to train

the teacher models, while SwithBoard (SB) is for student. LS, WSJ

and SB are recorded by US native English speakers, while AMI is

recorded in three different institutes, including Edinburgh, Idiap and

TNO, also covering non-native English speakers. Among these cor-

pora, AMI and SB belong to the conversational speech and WSJ, and

LS belongs to the read speech. Belonging to the same category does

not reflect that they are similar. All of these corpora have different

distributions in terms of recording conditions, speaking style etc.

The total duration of LS, WSJ, AMI and SB are 960h, 272h,

100h and 300h. As LS is the largest in duration, we only considered

the 360h subset referred to as LS360. Moreover, all datasets have a

sampling rate of 16Khz except SB. Hence, SB is up-sampled from

8KHz to 16KHz rate. To analyze the performance of the models, we

considered the standard test sets from each corpus. LS-test-clean,

LS-test-other are clean and noisy test sets of LS. One test from WSJ

is considered, i.e. WSJ-Eval92-20K, which consists of 20K words

vocabulary. From AMI, the full corpus ASR test set AMI-FCASC

is taken. From SB, we considered two test sets; eval00-CallHome

(LDC97S42) represented by CH and eval00-Switchboard (SB). The

eval00 combines both of these CH and SB test sets.

5.2. Experimental details

The base model for teachers and student is wav2vec2-large pre-

trained with LV-60k. The output of wav2vec2 is connected with two

fully connected layers, and CTC loss is applied. During training,

wav2vec2 is also fine-tuned for both teachers and the student. More-

over, wav2vec2 requires audio to be sampled at a 16KHz rate, so

only SB audio is upsampled. The grapheme-based tokeniser is used

for all the models.

In the experiments, independent teacher models are first trained

on AMI, WSJ and LS360 datasets. These models are evaluated

on multiple test sets including in-domain and out-of-domain sets as

listed in table 1. This evaluation helps to understand the performance

of the model on completely out-of-domain distribution to analyze

cross-domain adaptation. The language model (LM) used in the de-

coding is a 3-gram model which is trained on the training transcripts

of all the teacher models.

Teacher models are used to decode the SB data and based on the

selection strategy discussed in section 3 the best decoded-utterance

is selected to train the student model. While training the student

model, it does not know the original training labels considering that

they are not available. Hence, the student only generalises based on

the posteriors from the teachers. Moreover, similar to the acoustic

models the LM is also an out-of-domain model for the SB data. This

is selected to maintain the consistency in this study to just evaluate

the unseen domain adaptation. The results of the proposed tech-

nique are compared with individual teacher models’ and two base-

line. For the first baseline, frame-wise average of the posteriors of

Table 1: WER(%) evaluation of the teacher models on in-domain

and out-of-domain test sets with and without LM. The three individ-

ual teacher models are trained on AMI, LS360 and WSJ datasets.

AMI LS360 WSJ

Test sets

LM
✗ X ✗ X ✗ X

AMI-FCASC 15.85 14.41 51.69 47.42 60.60 57.32

LS-test-clean 14.61 12.41 3.51 3.04 10.14 8.39

LS-test-other 29.69 26.32 10.76 9.51 27.19 24.43

WSJ-Eval92-20K 15.87 13.11 9.60 7.14 2.39 1.47

eval00 52.04 49.21 45.86 42.59 66.43 64.20

Table 2: Evaluation of WER(%) of student and teacher models on

swithboard test sets without language model.

Teacher models Student models

(w/o LM) (w/o LM)

Tea avg Fw max ours

sets AMI LS360 WSJ SWBD

eval00 52.04 45.86 66.43 58.11 51.71 37.38

CH 56.74 50.55 73.48 62.68 54.63 41.15

SB 47.09 40.96 59.07 53.33 48.67 33.45

all the teachers are computed and resulting posteriors are used to

train the student model. For the second baseline, we find the max-

imum frame-wise posteriors among the teachers and select it as re-

sulting distribution. The resulting posteriors are then used to train

the student. The frame-wise maximum value of posterior represents

the confidence of the model for that particular label. Hence, frame-

wise high confident soft-labels are selected. All of these results are

discussed in Table 2 and 3, where first baseline is represented by

Tea avg (teachers averaging method) and second one as Fw max

(frame-wise maximum method) .

6. RESULTS & DISCUSSION

The teacher models trained in individual corpora were initially eval-

uated on in-domain and out-of-fomain test sets. Table 1 shows the

WER of the individual test set used for the evaluation. Each column

(AMI, LS360 and WSJ) represents the model trained on that specific

corpus and each test set is evaluated with and without LM. It can be

seen that each model produces state-of-the-art results on its own test

sets represented by shaded cells. For both LS test sets the best cross-

corpora WER was produced by WSJ and then AMI. This is due to

the fact that WSJ is also read speech data and has native English

speakers. However, both WSJ and LS have different recording and

environmental conditions. Therefore, the WSJ model produced more

than 2.5 times worse WER for LS-test-clean and LS-test-other with

and without LM. On the other hand, AMI is a conversational speech

and also has non-native English speakers. Additionally, the WSJ and

LS are relatively more clean speech compared to AMI as it has many

environmental and human-generated noises. Similar behaviour is be-

ing noticed for the WSJ-Eval92-20K test set. For the AMI test set,

LS360 and WSJ produced worse results compared to the AMI model

itself. Again the reason is the speaking styles and short spontaneous

utterances present in the conversational speech. Finally, the eval00

test, which belongs to the SB data, is best transcribed by LS360. This

is due to the large training data (360h) and more speakers compared

to the AMI and WSJ. One can argue that the AMI should perform

better due to the conversational speech. However, the AMI model

is only trained on 86h and has both native and non-native English

speakers. While SB only has native English speakers.



Table 3: Evaluation of WER(%) of student and teacher models on

swithboard test sets with a 3-gram language model trained on AMI,

LS360 and WSJ transcripts.

Teacher models Student models

(with OOD LM) (with OOD LM)

Tea avg Fw max ours

sets AMI LS360 WSJ SWBD

eval00 49.21 42.59 64.20 46.53 38.09 32.00

CH 54.03 47.18 71.70 51.84 42.16 35.72

SB 44.17 37.80 56.37 40.99 33.84 28.13

Table 2 shows the WER of the individual teacher models and stu-

dent models on SB test sets without LM. Among the student models

the Tea avg do not seems be a good strategy for ensemble models as

the WER is much worse compared two teachers (AMI and LS360)

and also other student models. The main reason is that one of the

teacher i.e. WSJ is performing worse, thus deteriorating the aver-

age of the teachers’ posterior which eventually affected the student

models training. Whereas, Fw max is better than majority of the

teachers and Tea avg due to the reason that in this strategy maxi-

mum posterior is selected among the teachers which corresponds to

the high confident prediction. The downside of this technique is that

it affects the sequential nature of the output because it selects the

posteriors from different teacher models.

Furthermore, other than the proposed the best model among the

teachers and students which produced lowest WER for all the test

sets is LS360. However, it cannot be concluded that the LS360

model decodes all the utterances of the SB better than AMI and

WSJ to train the student. This is clearly depicted by evaluation of

proposed student model which has lowest WER compared to all the

teachers and baseline student models. For the CH test set, WER

of proposed student model is 41.15%, which is almost 9.4% better

than the LS360, 21.5% better than Tea avg and 13.4% better than

Fw max in an absolute difference. Similarly, SB achieved minimum

improvement of about 7.5% compared to the LS360 model. Collec-

tively, for eval00 the proposed student model is almost 8.4% better

than the best performing model LS360.

Moreover, Table 3 show that better results are achieved when

OOD LM is used for both teachers and students models. Compared

to the results in Table 2 the proposed student model is improved

upto 5.3% in absolute difference using the OOD LM making WER

of eval00 to 32.00%. It has also been observed that the results of

Tea avg and Fw max models has improved significantly eventually

making Fw max better than all the teachers and Tea avg. This shows

that frame-wise posterior sampling seems to be a better candidate if

decoding is applied with an LM. Overall, results show the signifi-

cance of the ensemble of teachers and selection strategy to train the

student. As the teacher models are trained on completely out-of-

domain data, the knowledge can still be distilled effectively from

ensemble models to adapt better student. Therefore, the student per-

forms much better than the baselines and individual teachers.

6.1. Representation Analysis
Figure 1 shows the correlation coefficiency through training of a

model trained with Switchboard data and a model trained with

Switchboard pseudo-labels. The convergence pattern shows dur-

ing the training that the model layers first maximise the mutual

information between the acoustic input and the layer latent repre-

sentation and then minimise the mutual information between the

layer representation and the target graphemes [29, 30]. Figure 2

shows the difference in correlation coefficiency of the layers of a

model trained with Switchboard original transcript and a model

Fig. 1: SVCCA correlation coefficients through time as performance

converges within Transformer layers 1 to 12 model trained with orig-

inal Switchboard transcripts (left) and Transformer layers 1 to 12

model trained with pseudo label transcripts (right)

Fig. 2: Difference in layer-wise SVCCA correlation between

Switchboard model trained with original labels vs Switchboard

model trained with pseudo labels through time within Transformer

layers 1-6 (left) and layers 7-12( (right).

trained with Switchboard pseudo-label transcript. Figure 2 shows

that the layers with closer proximity to acoustic input have very little

to no difference among the Switchboard model trained with origi-

nal transcripts vs the Switchboard model trained with pseudo label

transcripts. However, the encoders’ last three layers (10-12) show

a considerable difference, which justifies the difference among the

labels. It is safe to say that until the final few layers, both the models

are learning similar representations. Thus the generated pseudo

labels are not entirely different from the original label. Figures 1 &

2 clearly show that, however, the middle layers learn similar repre-

sentations, but the layers next to the target categorical distribution

(graphemes) are sensitive and less stable than the original switch-

board transcription model. This phenomenon is attributed to the

confusion in pseudo label generation, mainly for acoustic bound-

ary learning with hesitation before words and small interjections.

Different pseudo labels were generated for identical utterances due

to hesitation, laughing and other conversational nuances in those

utterances, which made the model confused while training. The

in-domain read-speech ensemble ASR models were not equipped

with all these conversational speech nuances. These issues can be

alleviated while pseudo label generation using language models

similar to the unseen data domain.

7. CONCLUSION

To generalise the unseen out-of-domain data, this paper proposed to

use ensemble knowledge distillation with an elitist sampling tech-

nique. The sampling is performed based on output posteriors, and

the best utterance is selected from the teachers to train a student

model. With the proposed technique the results show that the stu-

dent model generalises well on the out-of-domain data compared

to the teacher models and baselines. Only out-of-domain language

model is used to study the effectiveness of cross-domain acoustic

model variability. Furthermore, intermediate neural representations

are analysed across different models and layers to understand the re-

lationship between acoustic data and transcription. In future work,



one can improve the sampling strategy and pseudo label correction

using iterative pseudo labeling and in-domain language models.
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