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Abstract 9 

Effective climate change mitigation requires profound lifestyle changes and citizens’ support 10 

for transformational climate policies. We present a comprehensive, highly granular, field-11 

experiment dataset of people’s self-reported, daily, real-life behaviours measured in CO2e 12 

across six domains as well as their civic and political behaviour. The data (N=156, 7615 13 

repeated observations over eight weeks) was collected via a bespoke smartphone app and is 14 

enriched by people’s daily reflections on their change trajectories and by data on political 15 

leaning, emotions, agency, socio-demographics, values, attitudes and social norms. The study 16 

shows that exposing people to moral appeals results in overall carbon footprint reduction 17 

(particularly from heating, food and consumption), and in greater civic and political climate 18 

action, including among people leaning politically to the centre and right. However, the 19 

treatment could lead to some backlash, i.e. increased carbon footprint (particularly from food 20 

and car journeys) in people, who hold egoistic values.  21 

 22 

Introduction  23 

Climate change mitigation requires aligned transformations across multiple sectors and 24 

domains of social, economic and political life,1 which includes lifestyle and behaviour change.2 25 

According to estimates by the UK Climate Change Committee at least 32% of emission 26 

reductions by 2035 rely upon individuals’ and households’ behavioural changes.3 The 27 

importance of people’s actions is even greater if behavioural change includes changes in civic 28 

and political behaviour, e.g. how people vote.2 Despite some concerns that individual climate 29 

mitigation behaviour may crowd out climate mitigation policy support,4 research suggests that 30 

in fact there is a strong correlation between the two,5,6,7 not least because once behavioural 31 

change has been practiced, it is perceived as more feasible, which increases domain-matched 32 

policy support.8  33 

Survey research has suggested that while many people are concerned about climate 34 

change and want governments to do more to stop global warming, the enthusiasm to change 35 

lifestyles or to support policies that would lead to lifestyle changes is much lower.9,10,11,12 36 

Various studies have investigated specific behaviours in various domains, typically focussing 37 

on single behaviours (e.g. energy demand,13,14 diet,15 transport,16,17 tree planting18) and how 38 

these behaviours could be changed through a range of interventions, based on social 39 

norms,19,20 appeals to moral norms,14,21 highlighting co-benefits,22,23 making people reflect their 40 

choices before nudging,15 real-time feedback,24 combining boosting (enhancing behavioural 41 

competencies) and nudging,25,26 promoting the emergence of pro-environmental social 42 

identities,27 visioning,17 carbon literacy28,29 or financial incentives30. Where behavioural change 43 

was achieved, the effects were often small,18 but the effect sizes vary significantly with study 44 

and intervention designs.30 Furthermore, many studies are detached from people’s real 45 

everyday lives,31 but where real-life behaviour (e.g. offsetting of flights) has been researched, 46 

behavioural interventions can be quite effective.32  47 

Few studies examined behaviours more holistically,29 seeking to change lifestyles 48 

rather than specific behaviours. Staats et al. for instance studied over three years, though not 49 

continuously, a set of real-life environmental consumer behaviours and how it was affected by 50 

an intervention combining information, feedback and social interaction.33 However, the focus 51 

was on relatively low-effort environmental behaviours (e.g. shower duration) rather than more 52 
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impactful behaviours that would signify lifestyle changes (e.g. shifting to plant-based diet). 53 

Moreover, relatively little attention has been given to civic and political behavioural change 54 

beyond donations34 and studying climate activists’ mobilisation.35,36 It is rarely included in 55 

(experimental) multidimensional environmental behavioural studies, though survey studies 56 

have demonstrated correlations between consumer environmental behaviour and 57 

civic/political climate action.37,5 And Lauren et al. showed experimentally, albeit solely with a 58 

sample of mostly female students, that reminding people of their past (low-effort) pro-59 

environmental behaviour spills over at least into intentions for pro-environmental civic/political 60 

engagement.38 Noteworthy are also non-experimental, cross-country studies that assess a 61 

range of predictors and their effects on a range of behaviours, including policy support and 62 

pro-environmental behaviour tasks. Interestingly, while most predictors showed divergent 63 

patterns, only a couple of predictors, including internal environmental motivation had 64 

consistent effects across outcomes.39  65 

This pre-registered randomised control design study examines the effect of moral 66 

appeals over multiple real-life behavioural domains of significance for climate change 67 

mitigation. The daily self-reported behaviours included car usage, flying, energy demand, 68 

heating, diet and non-grocery purchasing of new items; all measured with high temporal 69 

granularity in CO2e units. Furthermore, included was information behaviour, talking about 70 

climate change, and various civic and political actions such as contacting political 71 

representatives. This behavioural data was enriched further by qualitative data from people’s 72 

daily behavioural and attitudinal reflections. Capturing multiple behaviours allows to study 73 

differences in people’s behavioural responses; behaviour might be relatively easier and 74 

quicker to change in some domains (e.g. reducing electricity demand) than in others (e.g. 75 

shifting diet to plant-based). We developed a bespoke mobile phone app, Climate Champ (see 76 

Figure 1) to conduct the study, which demonstrates how carbon-tracking apps can be utilised 77 

in a field-experimental design to study people’s real-life climate-affecting behaviour, incl. civic 78 

and political climate action. The study run for eight weeks to capture potential temporal 79 

dynamics (e.g. learning) of behavioural change. With 156 study participants recruited by a 80 

marketing research agency from the general UK population, the dataset contains overall 7615 81 

observations across a range of behavioural dimensions (see Methods for further 82 

methodological and sampling details).  83 

Following the Capability, Opportunity and Motivation Model for Behavioural Change 84 

(COM-B Model),40 we presented every day behaviour as an opportunity, while aiming at 85 

manipulating the motivation component with our treatment. The visualisation of participants’ 86 

individual carbon footprint and civic and political action through the app (see Figure 1) offered 87 

near-time feedback to help participants motivated to change their behaviour to learn how they 88 

can do it (e.g. learning which activities lead to higher carbon footprint), ensuring minimum 89 

capability. To manipulate the motivation component, participants in the treatment group were 90 

exposed to daily varying, pretested41 moral appeals, which they would see, when opening the 91 

app (see Figure 1). We note that the moral appeals were AI-generated, as the pre-test study 92 

suggested people found AI-generated moral statements more convincing. Participants in the 93 

control group would not see any message when opening the app. These moral appeals were 94 

based in Moral Foundations Theory,42 as moral foundations concerning care/avoiding harm 95 

and fairness were found to be positively associated with people’s willingness to contribute to 96 

climate change mitigation.43,44,45 Specifically, a moral argument on the basis of a moral 97 

foundation such as care (e.g. “If we take action on climate change, it will send a powerful 98 

signal to our children and grand-children that we care about their future and are willing to make 99 

sacrifices for them”) was given as a reason for why “we need to drastically cut our greenhouse 100 

gas emissions now, phasing out fossil fuels (oil, gas, coal) and other sources of emissions.” 101 

The intervention establishes hence an explicit link between fossil fuels as the main driver of 102 

climate change through GHG emissions and the moral foundations of care and justice that 103 

demand cutting these emissions by phasing out fossil fuels. Moral foundations underly 104 

internalised moral norms,43 where violation results in feelings of guilt.46 Indeed, research 105 

suggests that guilt enhances the persuasive effects of moral norms.47 This intervention was 106 

also chosen because several studies demonstrated the power of activating people’s moral 107 



norms for behavioural change.48,16,49 In one of the largest studies (60,000 people across 23 108 

countries in Europe, North and South America, Middle East, Africa, Asia and Australia) to date 109 

on how to mobilise climate action, Marshall et al. found that a framing emphasising the 110 

responsibility to protect the planet for future generations (care moral foundation) was 12x more 111 

persuasive across the world than a framing emphasising green jobs, opportunities and 112 

economic growth.50 This finding is also supported by other studies51,52 that found that 113 

responsibility towards future generations is a strong predictor of pro-environmental 114 

engagement. Here we investigate how effective such moral appeals are in changing robustly 115 

people’s lifestyle and civic/political engagement.  116 

 117 
Figure 1: Screenshots from the Climate Champ app used in the study to collect data and deliver the 118 

intervention in the treatment group. The first image shows one example message shown daily to study 119 

participants in the treatment group, revealing the moral implications of fossil fuels. The second image 120 

shows an example question to estimate the carbon footprint from daily activities, here from car journeys. 121 

The third image shows an example question to estimate the civic climate positivity score from daily 122 

civic/political climate action. The fourth image shows the visual display of a study participant’s carbon 123 

footprint and civic climate positivity score (see Methods for further details).   124 

 125 

Results  126 

Reducing Carbon Footprint 127 

We first tested the effect of the treatment on the overall carbon footprint, i.e. the first main, 128 

pre-registered hypothesis: Exposure to moral arguments for climate action decreases 129 

individual's carbon footprint. We log-transformed the measure in response to the extreme 130 

skewness and range of the data (see Methods). Running a set of Mixed Effect Models and 131 

using the Likelihood Ratio Test (LRT) to identify significant fixed effects and best-fit models 132 

(see Supplementary Table 2.1), suggests that our treatment had indeed an effect, but only in 133 

interaction with time (see Table 1, Figure 3A), which captures the upwards trend in the data 134 

(see Figure 2). The upwards trend is down to the season (mid-October to mid-December 2023) 135 

during which data was collected, which required people to increasingly heat their homes etc. 136 

as we will discuss below. However, the increase in carbon footprint was flatter in the treatment 137 

group, resulting in an overall lower carbon footprint in this group. The predicted daily difference 138 

is about 19kgCO2e (converting the log-scale back to CO2e) at the end of the study between 139 

the two groups (see Figure 3A).   140 

For greater interpretability of the results, we disaggregated the overall carbon footprint 141 

into separate domains, to examine exploratively (not pre-registered) the treatment effect in 142 

separate domains. For the carbon footprint from heating, we can establish an independent 143 

treatment fixed effect (see Supplementary Table 2.2), but the best model is again one that 144 

includes an interaction between treatment and time fixed effect, while also including random 145 

slopes (see Table 1). The interaction (see Figure 3B) shows that the seasonal trend of 146 

increased carbon footprint from heating was again flatter in the treatment group. Including 147 



random slopes suggests important individual variance in response to the treatment. Inspecting 148 

the random slope values suggests that the treatment effect in the treatment group ranges 149 

between -2.44 and -11.49 kgCO2e. Qualitative data from daily reflective comments of study 150 

participants suggests that people perceive more behavioural control when it comes to reducing 151 

heating carbon footprint, which may partially explain why the treatment effect is particularly 152 

pronounced in this domain. A treatment group participant for instance wrote: “I went to put 153 

heating on this morning but put a jumper on instead. I did still have heating on, but only for 1 154 

hour rather than 2.” An additional motivator here could be the cost saving, as indeed some 155 

comments from participants have suggested, but this motivator would be equally strong in 156 

both groups. 157 

 158 

Outcome 
Variable 

Best Model LRT  FE 
(treatment) 

FE  
(time - date) 

FE  
(interaction) 

Log Carbon 
Footprint 
Overall 

Mixed Effect Model 
(random intercept) 
with interaction 
between time and 
treatment fixed effect 

base: 
490.83, p < 0.001 
with time FE only: 
23.709, p < 0.001 

0.145 
(-0.12, 0.42) 
 

0.018 
(0.016, 0.02) 

-0.006 
(-0.009, -0.004) 
 

Heating 
Carbon 
Footprint 

Mixed Effect Model 
(random intercept, 
treatment random 
slope), with interaction 
between time and 
treatment fixed effect 

base: 
728.19, p < 0.001 
no interaction: 
11.07, p = 0.001 
no random slope: 
25.11, p < 0.001 

-4.148 
(-13.9, 6.77) 
 

0.444 
(0.40, 0.49) 

-0.098 
(-0.15, -0.04) 
 

Food Carbon 
Footprint 

Mixed Effect Model  
(random intercept,  
treatment random 
slope), with interaction 
between time and 
treatment fixed effect 

base:  
32.568, p < 0.001 
no interaction: 
6.4963, p = 0.039† 
no random slope: 
25.884, p < 0.001 

1.578 
(-0.89, 3.82) 

0.029 
(0.006, 0.05) 

-0.031 
(-0.06, 0.004) 
 

Consumption 
Carbon 
Footprint 

Mixed Effect Model  
(random intercept,  
treatment random 
slope), treatment & 
time fixed effects 

base: 
20.9, p = 0.0003 
no time FE: 
9.28, p = 0.002 

-1.04 
(-3.08, 1.07) 
 

0.063 
(0.02, 0.10) 

NA 

Electricity 
Carbon 
Footprint 

Mixed Effect Model  
(random intercept),  
time fixed effect 

base:  
120, p < 0.001 

NA 0.007 
(0.006, 0.01) 

NA 

Carbon 
Footprint 
from Flying 

Base Model (random 
intercept) 

NA NA NA NA 

Car Carbon 
Footprint 

Mixed Effect Model  
(random intercept, 
treatment random 
slope), treatment fixed 
effect 

base: 
68.484, p < 0.001 
no random slope: 
64.135, p < 0.001 

4.670 
(0.55, 9.10) 

NA NA 

Civic Climate 
Positivity 
Score 

Zero-Inflated Poisson 
Mixed Effect Model 
(random intercept), 
treatment & time fixed 
effects, time fixed 
effect for excess zeros 

base: 
67.65, p < 0.001 
with random slope, 
no time FE: 
56.36, p < 0.001 
 

0.293 
(0.04, 0.55) 
 

0.008 
(0.006, 0.01) 
zero-part 
coefficient: 
0.003 

NA 

LRT: Likelihood Ratio Test, against base model and where applicable against next best model(s) that were better 
than the base model 
base: base mixed effect model with just random intercept 
FE: fixed effect 
95-% Confidence Interval in brackets 
Bonferroni-corrected alpha value for confirmatory (pre-registered) tests is 0.002 and 0.008 for exploratory (non-
pre-registered) tests. † Models that do not pass the Bonferroni-corrected alpha value. 
N = 7615 (156 participants, 56 days) 

Table 1 Mixed Effect Models for Treatment and Time Fixed Effects. Note that analyses with domain-159 

specific outcomes are explorative. Full details of all models in Supplementary Tables 2.1, 2.2, 2.3, 2.4, 160 

2.5, 2.6, 2.7, 2.8   161 



 162 
Figure 2: Aggregate mean lines of the carbon footprint overall and across the domains as well as the 163 

civic climate positivity score in the two groups.  164 

 165 

When it comes to food carbon footprint from consuming meat and dairy products, the 166 

treatment has an effect, but again only in interaction with time (see Table 1, Figure 3C) and 167 

including random slopes (treatment). The interaction suggests that the food carbon footprint 168 

started to decline just very slightly in the treatment group a few weeks into the study, while in 169 

the control group the food carbon footprint started to rise, potentially linked to pre-Christmas 170 

time when the traditional diet becomes richer in meat and dairy. The comments from study 171 

participants suggest that many needed some time to learn how much carbon footprint their 172 

diet was generating and only then some decided to reduce their meat and dairy intake. One 173 

study participant for instance wrote one month into the study: “I’ve found reducing meat intake 174 

reduces my carbon footprint far more than I expected so I’m going to continue to work on this.” 175 

It should be also noted that people often explore dietary changes gradually, which does not 176 

necessarily translate into changes on the daily basis, e.g. one participant wrote: “I plan to not 177 

eat meat or dairy products for half of this week to help reduce my carbon footprint.” Individual 178 

variation, captured through the random slopes, was moreover remarkably large. While many 179 

participants in the treatment group were willing to decrease their food carbon footprint (on 180 

average by between -0.24 and -6.05 kgCO2e daily) some did not respond to the treatment and 181 

maintained their meat/dairy-rich diet (two outliers, i.e. repeatedly very high meat/dairy intake 182 

in the treatment group). This complexity in behavioural response likely contributes to the 183 

uncertainty (potential for false positive) we note for food carbon footprint model outcomes.  184 



 185 

 186 
Figure 3: Interaction plots for interaction fixed effect between treatment and time on log carbon footprint 187 

(A), heating carbon footprint (B), food carbon footprint (C), between treatment and political leaning on 188 

civic climate positivity score (D), between treatment and egoistic values on car journeys carbon footprint 189 

(E), food carbon footprint (F), civic climate positivity score (G) and cross-level interaction between 190 

treatment and sense of agency on civic climate positivity score (H).  191 

 192 

The LRT test (see Table 1) suggests that the intervention had also an effect on 193 

reducing carbon footprint from non-grocery purchases of new things in the treatment group by 194 

a daily average of -1.04 kgCO2e. However, the confidence interval, which includes a zero, 195 

weakens this conclusion, as the uncertainty about the effect seems rather big. While including 196 

time as a fixed effect improves the model further, no significant interaction effect between 197 

treatment and time was measurable. The slight upward trend in both groups from mid-198 

November is likely due to people buying Christmas presents. Though some participants were 199 

speaking of their desire to do Christmas shopping more sustainably, one participant for 200 

instance wrote: “We are looking at buying second hand Christmas presents to reduce waste.” 201 

The model with random intercepts and random slopes is moreover the better model, which 202 

points again to the importance of individual variation when it comes to behavioural response. 203 

The estimated average daily reduction of carbon footprint in the treatment group varied 204 

between -0.27 and -16.22 kgCO2e, though for few, an increase in CO2e (around +1kg CO2e) 205 

was also estimated.  206 

No significant difference between the treatment and control group was measurable 207 

with respect to electricity carbon footprint and carbon footprint from flying (see Table 1). The 208 



significant trend upwards in electricity carbon footprint over time is likely seasonal, as people 209 

spend more time indoors in colder months, needing more light, relying more on tumble dryers 210 

etc. Electricity demand reduction seems difficult to achieve, probably because high electricity 211 

prices in UK mean that people are already trying to save energy.53 Participants were reporting 212 

of their attempts to reduce their energy demand, but it did not translate into measurable 213 

patterns in the data. E.g. one participant in the treatment group wrote: “We continue to keep 214 

our large appliance usage to a minimum. Opting of less cycles on the dishwasher and washing 215 

machine. It seems to have resulted in a decline in our energy usage.” There are other avenues 216 

for reducing electricity carbon footprint, such as switching to energy-efficient appliances, 217 

forgoing extra appliances (e.g. drinks fridge) or timing heavy electricity usage to coincide with 218 

times when the carbon intensity of the grid is lowest. Such lifestyle changes are often episodic 219 

and to capture the carbon footprint effects from electricity demand timing, would require a 220 

different data collection strategy. We have captured some episodic lifestyle changes (e.g. 221 

switching to a greener energy provider) and report them in the last paragraph of this section. 222 

Some participants have also mentioned timing their heavy electricity usage, but we do not 223 

have a systematic account of such behaviours. Future research should however attempt to 224 

capture such behavioural changes more systematically. 225 

With respect to flying, the best model was the base model, with neither the treatment 226 

nor time having any effect (see Table 1). However, data for this domain was very sparse, as 227 

ordinary people do not fly frequently. Furthermore, the effects would need more time to 228 

materialise as people book their flights typically weeks in advance. What we noticed from 229 

comments though is how some participants were shocked when realising the carbon footprint 230 

that their flights have generated, for instance a participant from the treatment group said: “I’m 231 

flying to NYC this weekend. For the first time, I checked what the carbon impact is. Is it me or 232 

does the following suggest we need to ban commercial air travel. From myclimate.org: My 233 

flight: 6.9t CO2. To stop climate change, this is the maximum amount of CO2 that can be 234 

generated by a single person in a year.” And some participants reported of how they changed 235 

their holidays plans to avoid flying. But we could also observe some moral licensing at the 236 

individual level,54 where individuals justify “immoral” behaviour (e.g. flying) by having 237 

previously engaged in “moral” behaviour (e.g. reduced meat/dairy intake). For instance, a 238 

participant in the control group, who otherwise showed great motivation in reducing their 239 

carbon footprint (e.g. heating, diet, civic action) wrote: “I'm happy because I'm on holiday. Yes, 240 

I've taken a flight however I feel that I deserve it. The flight was full, and it would have been 241 

gone even if I wasn't on board therefore, I feel like there's nothing I could have done.”  242 

An unexpected finding is that the moral appeal intervention appears to have the effect 243 

of increasing carbon footprint from car usage in the treatment group, with time having no 244 

significant effect (see Table 1). This is the only domain, where we observe an effect opposite 245 

from what we expected. As the mixed effect model with random intercept and random slopes 246 

is the best model, the effect size and direction vary strongly (ranging between -4.718 and 247 

+80.83 kgCO2e) between study participants in the treatment group. This suggests that 248 

individual circumstances and/or characteristics played an important role in shaping 249 

behavioural response to the treatment. Indeed, for over half (42) of the participants in the 250 

treatment group the intervention had the predicted negative effect, i.e. lowering their carbon 251 

footprint from driving on overage by -3.34 kgCO2e daily. And comments from study participants 252 

in the treatment group testify that quite a few attempted to reduce their car usage, e.g. E17: 253 

“I'm heading into London today using the train instead. More expensive but a decision made 254 

in the interest of reducing dependence on fossil fuels.” But, for 36 participants the effect was 255 

positive with extreme variations between +0.54 and +80.83 more kgCO2e. The randomisation 256 

in the creation of the two groups has produced comparable groups across a range of socio-257 

demographic and attitudinal variables (see Supplementary Note 1). However, we cannot rule 258 

out that despite the randomization there were some differences between the two groups that 259 

affected car usage, e.g. by chance more participants in the treatment group needing to 260 

commute long distances for work. For instance, participant E01, one of the outliers in the 261 

treatment group with respect to driving carbon footprint, wrote: “I’m driving a lot of miles for 262 

work, I work as a clinician in the NHS, but I work across the county. I also have a terminally ill 263 



relative who lives far away which was where the big mileages come from”. Comments also 264 

suggest that people perceived less behavioural control in this domain. One study participant 265 

for instance wrote “I was working today so had to take the taxis as public transport is very 266 

unreliable.” An alternative interpretation could be that people perceive less behavioural control 267 

in domains where they failed to change their behaviours consistently, i.e. lack of behavioural 268 

control could be a post-hoc rationalisation of one’s own behaviour.55,56 However, research 269 

shows that in domains such as transport people (in the UK) have indeed often limited agency 270 

due to lock-ins and structural constraints.57 Yet another explanation for this unexpected finding 271 

is a covariate that interacts with the treatment as we will discuss below.   272 

We note also episodic behavioural changes, which were not included in the carbon 273 

footprint estimations but will be significant in the long run. For instance, two study participants 274 

from the treatment group reported that they purchased or started leasing an electric vehicle 275 

toward the end of the study; several other study participants also said they were looking into 276 

purchasing an electric vehicle. Study participants made inquiries into or started green 277 

retrofitting their homes during the study, e.g. one participant from the treatment group 278 

insulated their loft and external walls after researching green retrofit options at the start of the 279 

study. Several study participants mostly from the treatment group were planning to install air 280 

heat pumps and/or solar panels, but high upfront costs are for many an inhibiting factor. Some 281 

participants, again mostly from the treatment group, reported changing their electricity supplier 282 

for a greener option and changing to a greener bank and pension fund that commit to fossil 283 

fuel divestments.  284 

 285 

Mobilising Civic and Political Climate Action 286 

The moral appeal intervention had a significant effect (see Table 1) on civic and political 287 

climate action, confirming the second main, pre-registered hypothesis: Exposure to moral 288 

arguments for climate action increases individual's civic climate positivity score. Time had also 289 

a significant, independent positive effect, which may suggest a learning effect facilitated by 290 

the app design (see Table 1). Exponentiating the treatment fixed effect to obtain the incidence 291 

rate ratio, suggests that participants in the treatment group had a 34% higher civic and political 292 

climate action incidence rate. That is, participants in the treatment group were more likely to 293 

engage in some form of civic and political climate action and they were more likely to engage 294 

in several civic and political climate actions on the same day. The actions ranged from seeking 295 

information on climate change and climate solutions, talking to others about climate change 296 

and climate solutions and taking political action like joining a climate campaign group. We note 297 

however that the overall level of daily engagement was relatively low. On average participants 298 

would record only on 17 (16 in the control group, 18 in the treatment group) out of 56 days at 299 

least one civic/political climate action (see also Supplementary Figure 2.3).  300 

Individual variance seemed to play a lesser role here than in the models for carbon 301 

footprint; but individual variation played a role in the type of activities participants chose to 302 

engage with. The data show a preference for seeking information (including checking 303 

bank’s/pension’s climate credentials) on climate change and climate change solutions and for 304 

talking to others about climate change and climate solutions. Participants also reported signing 305 

petitions, making donations and joining online groups on climate change. Several have joined 306 

climate campaign groups and climate action events, initiated climate action at work and 307 

contacted their councils. Fewer participants reached out to their MPs. One participant from 308 

the treatment group for instance wrote: “Am looking to email my MP to protest against the new 309 

drilling licences. I am very anti new fossil fuel licences in any form.” Most study participants in 310 

the treatment group (54.9%, comparing to 45.1% in control group) pledged moreover to vote 311 

for a party with ambitious climate policies at the next general election. Finally, eight 312 

participants reported joining climate protests; two of them, both from the treatment group, who 313 

have not attended climate protests before, did so repeatedly.  314 

Previous research emphasises the importance of talking to others about climate 315 

change and solutions, something confirmed by our study. One participant for instance said: “I 316 

met up with friends today and I told them about the climate study I'm taking part in. They were 317 



really interested, and we ended up watching videos on YouTube about climate change. I told 318 

my friends about the climate pledge I made where I have a minimum of 2 meat free days per 319 

week and they thought that was a great idea as it's very easy incorporated and they pledged 320 

to do it too”. This shows the potential for diffusion of behavioural change.58,59,32  321 

 322 

Covariates  323 

The fact that the best models for carbon footprint in certain domains (heating, food, non-324 

grocery consumption, and car usage) required the inclusion of random slopes suggests that 325 

individual variation played an important role. We therefore investigated several covariates to 326 

understand which individual characteristics could explain some of the individual variations. 327 

Table 2 summarises the influence from two covariates that proved particularly important (see 328 

Supplementary Note 3 for full model details for all tested covariates).   329 

 330 

Outcome 
Variable 

Best Model LRT  FE  
(covariate) 

FE  
(treatment) 

FE  
(interaction) 

Heating 
Carbon 
Footprint 

best model (see Table 
1) + egoistic values 
fixed effect 

5.33, p = 0.021† -4.680 
(-8.78, -0.78) 

-3.563 
(-13.30, 7.29) 
0.444 
(0.40, 0.48) 
-0.098 
(-0.15, -0.04)  

NA 

Food Carbon 
Footprint 

best model (see Table 
1) + political leaning 
fixed effect 

8.342, p = 0.004 0.632 
(0.20, 1.08) 

1.411 
(-0.90, 3.72) 
0.029 
(0.01, 0.05) 
-0.031 
(-0.06, 0.001) 

NA  

Food Carbon 
Footprint 

next best model (see 
Table SI2.2, M3) + 
treatment/egoistic 
values interaction FE 

5.057, p = 0.024† 0.218 
(-0.72, 1.27) 

-7.300 
(-14.3, -0.50) 
 

2.333 
(0.38, 4.41) 
 

Car Carbon 
Footprint 

best model (see Table 
1) + political leaning 
fixed effect 

7.085, p = 0.008† 0.913  
(0.28, 1.59) 

4.424 
(0.09, 9.00) 

NA 

Car Carbon 
Footprint 

best model (see Table 
1) + treatment/egoistic 
values interaction FE 

6.108, p = 0.040† -0.673 
(-2.23, 0.87) 

-12.557 
(-27.70, 1.76) 
 

5.066 
(0.89, 9.50) 
 

Civic Climate 
Positivity 
Score 

best model (see Table 
1) + treatment/political 
leaning interaction FE 

6.35, p = 0.042† -0.094 
(-0.18, -0.01) 

-0.187 
(-0.80, 0.42) 

0.118 
(-0.001, 0.24) 
 

Civic Climate 
Positivity 
Score 

best model (see Table 
1) + treatment/egoistic 
values interaction FE 

7.43, p = 0.024† -0.232 
(-0.43, -0.04) 

-0.855 
(-1.73, 0.02) 
 

0.362 
(0.11, 0.62) 
 

LRT: Likelihood Ratio Test, showed for test against respective best model in Table 1 
FE: fixed effect; for Food Carbon Footprint and Heating Carbon Footprint, the interaction FE between 
treatment and time is shown (first estimate for treatment, second for time, third for interaction) 
95-% Confidence Interval in brackets 
Bonferroni-corrected alpha value for confirmatory (pre-registered) tests is 0.002, 0.006 for exploratory (non-
pre-registered) tests with egoistic values as covariate (across all outcome variables) and 0.008 for political 
leaning as covariate across domain-specific carbon footprints as outcome variables. † Models that do not pass 
Bonferroni-corrected alpha value 
N = 7615 (156 participants, 56 days) 

Table 2. Mixed Effect Models with added covariates political leaning and egoistic values. Note 331 

that analyses with domain-specific outcomes and with egoistic values are explorative. Full details of all 332 

models in Supplementary Tables 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7 333 

 334 

In the pre-registered hypothesis six, we assumed that individuals, who identify as 335 

rather on the political left, will have a lower carbon footprint and a higher civic climate positivity 336 

score and that this effect will be stronger pronounced in the experimental group. The 337 

hypothesis was not pre-registered for the domain-specific carbon footprints though; the 338 

models for these are hence explorative. While political leaning, self-placement on a political 339 



left-right scale (higher values more politically right), has no effect on the overall carbon 340 

footprint (see Supplementary Note 3), it explains some of the individual variance from car 341 

usage and dairy/meat consumption footprint without interacting with the treatment. Individuals 342 

more on the right of the political spectrum have a higher carbon footprint from car journeys 343 

and from dairy/meat consumption in both groups. We found however an interaction effect 344 

between treatment and political leaning for civic and political climate action (see Figure 3D). 345 

The interaction suggests that there is not much difference between very left participants in 346 

both groups, possibly because they already engage in some form of civic/political climate 347 

action. The effect of the treatment becomes more prevalent the more to the centre and right 348 

we move. We note that this result is the opposite of what we expected in our pre-registered 349 

hypothesis six.  350 

We also found that egoistic values explain some of the individual variation. Importantly, 351 

taking egoistic values into account explains at least partially the paradoxical effect of the 352 

treatment on carbon footprint from car journeys. There is an interaction effect. While the 353 

treatment does result in lower car journeys carbon footprint among those, who do not hold 354 

egoistic values, the treatment seems to result in greater carbon footprint in those who hold 355 

egoistic values (see Figure 3E). A similar interaction effect (see Figure 3F) can be measured 356 

for food carbon footprint. In both domains the treatment seems to lead to a backlash amongst 357 

those holding egoistic values. Interestingly, egoistic values seem to result in lower carbon 358 

footprint from heating, irrespective of the treatment, possibly because of cost saving 359 

incentives. We also find an interaction effect between treatment and egoistic values for the 360 

civic climate positivity score (see Figure 3G) which suggests that there is little difference 361 

between the two groups for people, who reject egoistic values. The treatment effect becomes 362 

pronounced as we move toward the mean (3.34, SD=1.02) and above, making those, with 363 

average and higher levels of egoistic values more likely to engage in some civic or political 364 

climate action as they are exposed to the treatment. Maybe it is those with a more egoistic 365 

outlook, who need reminding of their moral obligation to engage in some climate action, and 366 

as they reject behavioural change that is inconvenient or inconsistent with their image of a 367 

successful, influential individual60, they might at least feel they must engage in some form of 368 

civic or political action. However, these are tentative results based on explorative analyses. 369 

They confirm some previous findings on egoistic values,61 but introduce also some potential 370 

nuance to be further studied. For instance, if the civic action involved seeking information on 371 

climate change, they may seek or encounter climate denial/delay information. And indeed, 372 

some study participants reported this, e.g. one participant wrote: “I read the Greenpeace co-373 

founder Dr Patrick Moore suggests that human induced global warming is complete 374 

fabrication, his article was a very interesting read”.  375 

We note that most models including covariates do not pass the Bonferroni-corrected 376 

alpha value (see Table 2). We acknowledge the potential for false positives with respect to 377 

these results, on the other hand correcting for false positives comes at the cost of increasing 378 

the likelihood of false negatives. We therefore report these largely exploratory results here, to 379 

inspire further investigations of these findings. 380 

A noteworthy, time-varying covariate is perceived agency with respect to climate 381 

change. Using a panel regression model, we found that it correlates both at the within (0.77, 382 

95%-CI: 0.70, 0.85) and between (1.31, 95%-CI: 0.84, 1.77) level with civic and positive 383 

climate action (see Supplementary Table 3.9). This means perceived agency explains to some 384 

extent the difference between participants but also the day-to-day difference within individuals, 385 

with a stronger sense of agency corresponding with more climate action. We also found a 386 

significant cross-level interaction effect (0.21, 95%-CI: 0.06, 0.36, see Figure 3H) between 387 

sense of agency and treatment that suggests the treatment effect on civic and political climate 388 

action was reinforced by a sense of agency (i.e. steeper increase in climate action as we move 389 

towards higher values of sense of agency in the treatment group). Sense of agency did all in 390 

all not play a significant role with respect to carbon footprint (see Supplementary Note 3.5).  391 

Emotional state (time-varying covariate, see Supplementary Note 3.6), social norm 392 

perceptions (see Supplementary Table 3.6) and climate change worry (see Supplementary 393 

Table 3.7) were found not to explain individual variation in carbon footprint or civic and political 394 



climate action. Though, the emotional state had some minor within level effects and was itself 395 

affected by the treatment, with participants in the treatment group more likely to report negative 396 

emotions (X2=67.85, p<0.001, Supplementary Note 3.6). Perception of anti-fossil fuel norms, 397 

while having no effect on the behavioural outcome, were also affected by the treatment (Diff 398 

=-0.34 [95%-CI: -0.60, -0.08], t=-2.59, p=0.01, see Supplementary Note 3.3). People in the 399 

treatment group perceived anti-fossil fuel norms as being or becoming more established at 400 

the end of the study, comparing to the start of the study before they were exposed to any 401 

treatment, which was meant to reveal moral implications of fossil fuels. This result supports 402 

the effectiveness of moral appeals that reveal moral implications of fossil fuels.  403 

With respect to socio-demographic covariates (see Supplementary Note 3.5 and 3.6), 404 

no noteworthy correlations or interaction were found, though having children seems to act as 405 

a motivator for civic and political climate action, which is also confirmed by comments from 406 

participants, who reported conversations with their children about climate change (solutions). 407 

Finally, while outside the scope of this paper, we note that we also conducted some 408 

preliminary testing into spillover effects between behaviours (see Supplementary Note 4) and 409 

some preliminary analysis of individual change trajectories (see Supplementary Note 5). 410 

Future analyses could build on these preliminary results.  411 

 412 

Discussion 413 

This study demonstrates that people, including those leaning more to the political right, 414 

respond to moral arguments for climate action that are built on moral foundations around care 415 

(avoiding harm) and fairness by embracing some lifestyle changes and becoming active 416 

climate citizens. This aligns with previous findings suggesting that moral foundations based in 417 

care and fairness can be affective across the political spectrum.44,41,62,63 These results also 418 

align with the COM-B Behavioural Change Model,40 as we demonstrate that behavioural 419 

change can be induced by manipulating motivation, presenting every day behaviour as an 420 

opportunity and facilitating minimum capability through the app design. However, our study 421 

proposes to consider integrating the Moral Foundation Theory42 into the COM-B model. We 422 

show that moral arguments based in the Moral Foundation Theory can be a powerful motivator 423 

for behavioural change, something not explicitly acknowledged by the COM-B Model, which 424 

sees morality as personal standards of right and wrong,64 rather than as societally shared 425 

foundations that likely serve as a stronger motivator than merely personal standards, even 426 

partially overcoming counteracting values (e.g. egoistic values). Our study also suggests that 427 

the effect of moral appeals does not wear off; we did not see a drop in the treatment effect 428 

over time.  429 

We acknowledge the limitations of our study. We rely on self-reported behaviours, and 430 

we cannot rule out that seeing the moral appeals resulted in “recalling” more climate action in 431 

the treatment group. However, if that was the case, we would expect to see more consistent 432 

treatment effects, but we record much more nuanced responses to the treatment, including 433 

no effect in some domains and even an opposite effect in one domain. Currently there are no 434 

other, more reliable means of collecting behavioural data with that granularity. While carbon-435 

tracker apps such as Cogo use financial transactions logged on a banking account to estimate 436 

the carbon footprint of its users, this method can be flawed. Important information (e.g. what 437 

exactly was purchased) is missing for an accurate estimate. Still, if spend-based carbon 438 

footprint estimations become more accurate, they may be an alternative in future studies. 439 

Future studies should also aim to increase sample size and duration and to include 440 

other interventions to compare the effectiveness of various interventions (e.g. different types 441 

of appeals) as well as implement a difference within difference field-experiment design, 442 

collecting pre- and post-intervention data with a control and experiment group condition. A 443 

difference-in-difference design would also help to control for possible effects resulting from 444 

the app design (e.g. feedback effect from visualisation), which we have not explicitly measured 445 

in our study. Though we note that the time covariate does capture some effects, such as 446 

learning which behaviours reduce carbon footprint (i.e. developing capability) from observing 447 

one’s own carbon footprint trend visualised through the app.  448 



Finally, this study also provides some insights on the domains where most policy 449 

intervention is needed to allow people to transition towards climate positive behaviour. The 450 

transport sector is particularly in need of interventions to increase access to good public 451 

transport, with behavioural change being unlikely without such investments. Participants were 452 

also stating the need for financial support for green retrofitting. Deep lifestyle changes do 453 

indeed often rely on systems change,65 but it is also the citizens who need to demand these 454 

system changes, and our study shows that moral appeals can help mobilise citizens to make 455 

these political demands.  456 

 457 

Methods 458 

Sample  459 

We conducted a pre-registered two-group repeated-measures field-experiment study, building 460 

on a previous pilot.66 The study lasted for 8 weeks (16th of October to 10th of December 2023). 461 

The 156 adult (at least 18 years old) study participants were recruited by People for Research 462 

(study participant recruitment agency) from the general UK population, representing various 463 

demographics. Participants did not self-select, rather they were selected by People for 464 

Research from the company’s own pool of potential study participants, using quota sampling 465 

based on UK census data to ensure the sample is as representative of the UK population as 466 

possible. Six participants dropped out from the study within the first two weeks and were 467 

replaced by new participants recruited by People for Research, to ensure the pre-registered 468 

minimum sample size of 150. The sample size decision was based on the one hand on budget 469 

constraints and on the other hand on power estimates (see pre-registration67 for details). Study 470 

participants were randomly (simple randomization) assigned to two equally sized groups, 471 

control group and treatment group (see Supplementary Note 1 for breakdown of socio-472 

demographic, attitudinal and lifestyle distributions in the overall sample and in the two groups 473 

for randomization check).  474 

Participation was incentivised through a payment of £280 for the daily participation 475 

throughout eight weeks. Additionally, two prize draws were organised. The payment was 476 

independent of whether participants reduced their carbon footprint or engaged in climate 477 

action, but deductions were made if study participants missed submitting their data on a daily 478 

basis. Participants varied to some extent in their diligence to engage daily with the app and 479 

record their behaviour. While overall the response rate was very good (90.7%), once we 480 

exclude the six dropped-out study participants, there are occasional missing data entries, with 481 

most study participants having missed recoding their behaviour on two to four days over a 482 

period of 56 days.  483 

 484 

Research Design  485 

Ethical approval for the study was granted (0743) by the Business, Environment, Social  486 

Sciences (BESS+FREC) Ethics Committee, University of Leeds, UK. 487 

Participants in the treatment group would see a daily varying notification with a moral 488 

argument for climate action to encourage climate-positive behaviour (see Figure 1, see pre-489 

registration67 for full list of messages), when opening the app Climate Champ. They would see 490 

the message whenever opening the app. The messages were pre-tested in terms of how 491 

convincing they were perceived to be.41 To avoid habituation due to repetition, there were in 492 

total 28 messages. Given the duration of the study (8 weeks, 56 days), study participants in 493 

the experimental group would see each message twice over the duration of the entire study. 494 

There was no random shaffling of messages, all experimental group participants would see 495 

the same message on any given day. Participants in both groups were not explicitly told that 496 

they are in the experimental or control group and were equally instructed in the pre-study 497 

briefing that they should try to reduce their carbon footprint and engage in various climate 498 

action activities.  499 

The engagement with the Climate Champ app itself - recording daily climate-affecting 500 

behaviour and seeing the personal carbon footprint and civic climate positivity score visualised 501 



– could have served as an indirect nudge to reduce greenhouse emissions. However, as app 502 

interaction was held constant in both groups and as we measure differences between the 503 

control and experimental group, we are confident that the effects we measure can be attributed 504 

to the moral appeals in the notifications seen by participants in the experimental group. But, 505 

in future a difference-in-difference study design could help to better disentangle the moral 506 

appeal effects from a possible app usage effect. Furthermore, while we cannot entirely rule 507 

out that the notification itself, irrespective of its content, could have influenced self-reported 508 

behaviour, we believe this to be unlikely, as previous studies suggest that information alone 509 

is not sufficient to affect behavioural change.68 Moral appeals on the other hand were 510 

suggested to be effective in previous studies.14,16,21,48 Furthermore, we found that treatment 511 

group participants’ perception of anti-fossil fuel social norms changed significantly (in 512 

comparison to the control group), i.e. they perceived anti-fossil fuel norms as more socially 513 

established after participating in the study, in comparison to pre-participation (see 514 

Supplementary Note 3.3).  515 

To mitigate issues with self-reporting, we primed study participants at the start of the 516 

study to report accurately and honestly and get in touch with us if they were unsure. Moreover, 517 

given the 8-weeks period of daily data collection, daily over- or under-reporting is likely to 518 

average out. Generally speaking, research suggests greater reliability of self-reported diary 519 

data, as used in our study, in comparison to one-shot questionnaires, as people do not have 520 

to struggle to recall what they did.69 We note that the changes in behaviours (e.g. changes in 521 

carbon footprint) are calculated from the self-reported behaviours (see next paragraph), they 522 

are not estimated by the study participants themselves.  523 

 524 

Measures 525 

At the start of the study the recruited study participants completed an online survey (see pre-526 

registration67 for questionnaire), where they were asked to provide socio-demographic 527 

information (age, gender, living conditions (rural or urban and whether they own the property 528 

they are inhabiting), household income, education, ethnicity, first three digits of their postcode) 529 

and answer questions on their values (altruistic, biospheric, hedonistic, egoistic), social norm 530 

perceptions, climate change worry and political leaning (left-right scale self-placement). After 531 

that the study participants needed to set up a user account on the app Climate Champ, which 532 

we specifically developed for the purpose of this study and which is available under public 533 

license on GitHub (https://github.com/ViktoriaSpaiser/climate-champ-app-public). When 534 

setting up their user account, participants had to complete three set-up questions to calibrate 535 

the calculation of the individual carbon footprint: (1) what type of car they own (if any), (2) what 536 

type of heating they use in their property and (3) their average daily electricity usage (see pre-537 

registration67 for all app questions). Once they were set up, study participants were required 538 

to answer a set of questions (about 10 minutes) on the app every day in the evening (the app 539 

was programmed to allow behavioural recording from 16:00 – 23:59), including whether they 540 

were using a car (and how many miles, see Figure 1), whether they were flying (and how many 541 

hours), whether they were consuming meat/dairy/fish products, whether they were purchasing 542 

listed new non-grocery items, how much energy they were using that day and whether they 543 

were heating their homes (and for how many hours).  544 

The answers to these questions (calibrated by the answers from the three set-up 545 

questions) were used to estimate the domain-specific as well as the overall carbon footprint 546 

(in kgCO2e), based on carbon footprint estimates provided in Berners-Lee70 (see pre-547 

registration67 for specific calculations/scoring). To provide an example: if a study participant 548 

answered on a given day to the question “Did you use a car or taxi today?” with “Yes” and 549 

specified that they drove 12 miles and we know from their account setup that they drive a 550 

SUV/4x4 car, then their answer is translated and recorded within the app database as 12*1.26 551 

= 15.12 kgCO2e. According to Berners-Lee a SUV/4x4 car generates on average 1.26 kgCO2e 552 

per mile, comparing to 0.53 kgCO2e per mile when driving an average petrol car. The 15.12 553 

kgCO2e is the car usage carbon footprint of that study participant on that given day. Similarly, 554 

answers to questions with respect to heating, diet, non-grocery consumption, flying and 555 

https://github.com/ViktoriaSpaiser/climate-champ-app-public


electricity usage were translated into respective kgCO2e. For the overall carbon footprint, the 556 

domain-specific carbon footprints were added up and it is the overall carbon footprint that is 557 

visualised through the app (see Figure 1). For statistical analysis purposes the overall carbon 558 

footprint was log-transformed to reduce impact from outliers (e.g. when carbon footprint shoots 559 

up because a participant took a flight) and to reduce skewness in the data (long tail distribution 560 

with few, but very high carbon footprint values due to outliers) and approximate normality (see 561 

Supplementary Figure 1.11).  562 

Furthermore, study participants were asked to report whether they spoke to various 563 

people (e.g. family, friends, colleagues) about climate change and what their reaction was, 564 

whether they obtained any information about climate change from various sources (e.g. TV, 565 

newspaper, social media) and whether they did any of the listed actions (e.g. contact MP, join 566 

climate campaign group, see Figure 1) to mitigate climate change (see pre-registration67 for 567 

all app questions). Based on the answers to these three questions a daily civic climate 568 

positivity score was calculated, essentially a count variable, summing up the distinct civic and 569 

political climate actions. For instance, if a study participant recorded on a given day that they 570 

looked for climate change information online, that they also spoke to their colleague about 571 

climate change and signed a petition demanding climate action from the government, their 572 

civic climate positivity score would add up to three on that given day.   573 

Study participants were also asked how they felt emotionally (angry, anxious, content, 574 

happy, sad, stressed, see Supplementary Figure 3.2) on the given day and whether they 575 

thought they had any agency when it comes to climate change (see Supplementary Figure 576 

3.1). There was also one open text question at the end, where participants could report 577 

anything else they deemed relevant or reflect on their actions. This open-text option proved 578 

quite important to make sense of the data collected via the app, as study participants made 579 

use of this option to explain and reflect their behaviours.  580 

At the end of the study, study participant had to complete a final online survey to 581 

evaluate their overall experience with the study and reflect on their trajectory of change. We 582 

used this final survey also to check people’s voting intentions with respect to climate change 583 

and to check whether any changes in attitudes, social norm perceptions or values could be 584 

recorded after study participation in comparison to the attitudes recorded during the initial 585 

survey (see pre-registration67 for final survey questionnaire). For a detailed breakdown of all 586 

variables, see pre-registration67. 587 

 588 

Analysis 589 

The two main pre-registered hypotheses tested here are: 590 

H1: Exposure to moral arguments for climate action decreases individual's carbon footprint. 591 

H2: Exposure to moral arguments for climate action increases individual's civic climate 592 

positivity score. 593 

The first hypothesis was tested for the overall carbon footprint as pre-registered and 594 

exploratively (not pre-registered) for the carbon footprint in distinct domains, i.e. carbon 595 

footprint from driving, flying, heating, diet, consumptions and electricity. The explorative 596 

analyses were added because disaggregating the effect for various domains provides more 597 

nuanced insights.  598 

Pre-registered hypothesis H3 was formulated for a combined (overall carbon footprint 599 

and civic climate positivity score) index of climate positive behaviour and was tested too (see 600 

Supplementary Note 2.9), with the same outcomes as for overall log carbon footprint. 601 

However, given the nuances in behavioural responses, using a combined index appears to be 602 

less suitable. For that reason, the results were not included in the main manuscript.  603 

We also tested most of the secondary pre-registered67 hypotheses H4 – H18, which 604 

mostly concern the effects of time and various covariates. Not tested were hypotheses H12, 605 

H15 and H16 due to sparse data (H15, H16) or because the analyses would go beyond the 606 

scope of this paper, requiring a different methodological approach (H12). See Supplementary 607 

Note 6 for a complete overview of all pre-registered hypotheses and a summary of results for 608 

each hypothesis. We note that we did not pre-register hypotheses with respect to the effect of 609 



egoistic values (or hedonic values), as the pre-registered hypotheses were only formulated for 610 

altruistic (H7) and biospheric values (H8). Thus, the discussed effects with respect to egoistic 611 

values are based on explorative analyses.  612 

We used linear Mixed Effect Models (MEMs) to test hypotheses with respect to log 613 

carbon footprint and carbon footprints in distinct domains as the outcome variables. Repeated-614 

measures data inherently involve non-independence, as observations from the same subject 615 

are correlated. MEMs are specifically designed to account for this hierarchical data structure 616 

by modelling both fixed effects (population-level effects, like the intervention) and random 617 

effects (subject-specific variability, which captures the correlation within subjects), thereby 618 

obtaining unbiased parameter estimates and valid standard errors.71 The models with the 619 

treatment dummy variable (fixed effect) were tested with a Likelihood Ratio Test (LRT) against 620 

a base (null) model with just random intercepts. LRT was also used to compare models of 621 

various additional specification (e.g. including time fixed effects, including interaction term 622 

between time and treatment etc.) to identify the best model. Significant treatment effects were 623 

thus deduced from the LRT. P-values for coefficients are not reported because MEMs do not 624 

allow for meaningful coefficient p-value interpretation, as parameters are not independent, a 625 

requirement to compute the F-statistics.72 Additionally, an individual p-value only tests the 626 

significance of one parameter conditional on all others being in the model. It does not assess 627 

the overall contribution of a set of related parameters (e.g., the main effect of an intervention 628 

and its interaction with time), nor does it provide a direct comparison of the overall fit between 629 

two competing model structures (e.g., a model with the intervention effect vs. one without it). 630 

This can lead to misleading conclusions or difficulty in establishing the overall importance of 631 

the intervention. The LRT is a powerful and principled method specifically designed to 632 

compare two nested models, where one model (the null hypothesis) is a simpler version of the 633 

other (the alternative hypothesis). To test the effect of an experimental intervention, one 634 

typically compares a "full" MEM that includes the intervention term (and any relevant 635 

interactions) against a "reduced" MEM that excludes these terms. The null hypothesis is that 636 

the more complex model (with the intervention) does not significantly improve the fit over the 637 

simpler model (without the intervention). This method hence provides a more direct, global 638 

test of whether the intervention significantly improves the model's ability to explain the 639 

observed data.73 While the asymptotic χ2 distribution for the LRT in MEMs theoretically relies 640 

on a high number of subjects, the large number of observations (7615) generated through 641 

repeated measurement, generally helps to stabilize the likelihood estimation and leads to 642 

reasonable performance even with a moderate number of subjects, especially when compared 643 

to the less reliable approximations for individual p-values in complex MEMs.74,75 Finally, while 644 

we included bootstrap confidence intervals for the fixed effect estimates, these too should be 645 

interpreted cautiously in Mixed Effect Models. Models were estimated using R package lme4.76  646 

To test hypotheses with respect to civic and political climate action as the outcome 647 

variable a Zero-Inflated Poisson Mixed Effect Model was used to account for the fact that the 648 

civic climate positivity score produced lots of zero values (when a participant did not engage 649 

in any civic/political climate action on a given day) and that the dependent variable was a count 650 

variable, adding up the activities the participants engaged in. Otherwise, the same procedure 651 

was followed as above to determine the best model. Models were estimated using R package 652 

GLMMadaptive.77 653 

To account for the increased likelihood of false positives due to multiple hypotheses 654 

testing and multiple outcomes, we have applied the conservative Bonferroni Correction to the 655 

Likelihood Ratio Test, accounting for the two main pre-registered outcomes (overall carbon 656 

footprint, civic climate positivity score) and the 15 tested pre-registered hypotheses. Applying 657 

this correction to the pre-registered alpha value of 0.05, results in a new alpha value of 658 

0.05/(15*2) = 0.002. A separate Bonferroni Correction was applied to the models with 659 

additional outcomes (six domain-specific carbon footprints), investigating exploratively the 660 

treatment effect, with the new alpha value being 0.05/6 = 0.008. A separate Bonferroni 661 

Correction was also applied to the models with all outcome variables (eight) exploring the 662 

effect of the covariate egoistic values, with the new alpha value being 0.05/8 = 0.006. We treat 663 

the pre-registered and non-pre-registered (exploratory) statistical analyses as distinct sets for 664 



the purpose of multiple hypothesis correction, because of the fundamental difference in their 665 

inferential goals and the associated control over the Type I error rate. Pre-registered 666 

hypotheses constitute a confirmatory set of analyses. By preregistering, researchers commit 667 

to testing a specific, pre-defined set of hypotheses using a pre-specified analytical plan before 668 

observing the data. The primary goal here is hypothesis testing, aiming to make strong, 669 

inference-valid claims. In this context, applying a multiple hypothesis correction (e.g., 670 

Bonferroni) to this specific set of pre-registered tests ensures that the family-wise error rate – 671 

the probability of making at least one Type I error across all tests in this family – is controlled 672 

at the desired alpha level (e.g., α=0.05). This maintains the statistical rigor and reduces the 673 

chance of false positives. Conversely, non-pre-registered exploratory analyses are typically 674 

performed after observing the data, driven by curiosity, unexpected findings, or a desire to 675 

uncover additional patterns. Their primary goal is hypothesis generation and descriptive 676 

insights, rather than direct confirmation. These analyses involve a certain risk of "p-hacking”, 677 

where numerous tests might be implicitly or explicitly run until a statistically significant result 678 

is found by chance. If a single multiple comparison correction were applied across both pre-679 

registered and exploratory analyses, it would unfairly penalize the confirmatory power of the 680 

pre-registered tests for the sake of the opportunistic exploratory ones. By treating the 681 

exploratory analyses as a separate "family," the integrity of the confirmatory phase is 682 

maintained, while transparently acknowledging the hypothesis-generating nature and greater 683 

uncertainty associated with the exploratory findings, which would ideally require independent 684 

replication for confirmation. We also note that there is trade-off when using multiple hypothesis 685 

testing correction, as it increases the Type II error rate.78,79,80  686 

Panel regression models, and specifically within-between effect models, were used to 687 

include time-varying covariates, i.e. sense of agency and emotional states, both of which were 688 

recorded daily along with the behavioural outcomes. In these models we also included socio-689 

demographic covariates (see Supplementary Note 3.5 and 3.6). Models were estimated using 690 

R package panelr.81  691 

Finally, we conducted some first tests on behavioural spillovers (see Supplementary 692 

Note 4), where behaviour change is accompanied by subsequent changes in other behaviours 693 

related to the same goal (e.g. climate mitigation)82. These analyses were not the focus of this 694 

paper, but they could be expanded in the future.   695 
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