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Abstract

Ruth Chang believes that one can intrinsically resolve the question of whether a
vague predicate F applies to its borderline case a through arbitrary stipulation—one
can resolve it by fiat. First, I clarify what it is to intrinsically resolve a question by
arbitrary stipulation. Next, I argue that Chang’s view is wrong. Cases that involve
vagueness are cases of (what I’ll call) competing similarity. For this reason, for
any borderline case @ of a vague predicate F, we have intrinsic reason to classify a
as F and intrinsic reason to classify a as not-F. If we have such reasons, then we
cannot intrinsically resolve the question of whether a is F' by arbitrary stipulation.
My conclusion has significant upshots: it undermines Chang’s case for parity as
a fourth relation of comparability, and it suggests that supervaluationists ought to
distance their view from Chang’s. Moreover, this paper makes progress on the so-
called characterization problem of vagueness.

Keywords Vagueness - Stipulation - Borderline cases - Supervaluationism

1 Introduction

Imagine the following scenario: you’ve just started a strange new job where you’re
required to categorize people as “bald” or as “not-bald” based only on the metaphysi-
cal question of whether they’re really bald—that is, you have to categorize solely
on the basis of the relevant worldly (non-linguistic) and linguistic facts. For each
person you encounter, you have extensive knowledge of the worldly facts relevant
to whether they’re bald (you know, for instance, the number, length, and distribution
of hairs on each person’s head), and you’re competent in using the predicate “bald.”
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No extrinsic reasons (rewards, negative consequences, peer pressure, etc.) bear on
your categorization choices. Here comes Herbert, a borderline bald man. What now?!

According to Ruth Chang, the correct answer to whether Herbert is bald is that
it’s indeterminate whether he is (i.e., it’s neither true nor false that he is). Yet she
claims that “resolution of this indeterminacy can be appropriately given by a coin
flip” (2002a, p. 138). Importantly, Chang means by this not only that you can decide
what to do with Herbert by fiat but that you can, as she calls it, “intrinsically resolve”
the question of whether Herbert is bald through arbitrary stipulation (see, e.g., 2022a,
p. 55). As I understand it, a question of the form ‘Is @ F?’ is intrinsically resolved
by a judgment if and only if there are conclusive intrinsic reasons for that judgment.
Intrinsic reasons regarding such questions are facts bearing on how a stands to “F”
(see Sect. 2).

Against Chang, I argue that such questions about borderline cases (such as Herbert)
cannot be intrinsically resolved through arbitrary stipulation. Call this the Changian
view: if a is a borderline case of F, the question of whether a is F can be intrinsically
resolved by arbitrarily stipulating that a is F or that a is not . The Changian view
is a variety of what might be called the metaphysics by fiat view: the idea that one
can intrinsically resolve the question of whether a borderline case a is F by fiat.? If
the Changian view fails, as I’ll argue, then this will have a significant bearing on the
prospects for the successful defence of the metaphysics by fiat view. I am focusing
on Chang because she is the philosopher who has given the most prominent defence
of the metaphysics by fiat view recently.’

My argument against the Changian view is as follows. Borderline cases are cases
of competing similarity: a borderline case a of a predicate F is both F-ish and not-F-
ish. These competing similarities amount to intrinsic reasons for categorizing a as F'
and as not-F. I support this claim below with empirical evidence about the behaviour
of competent speakers. I argue that if we have such reasons to categorize a as F'
and as not-F, we cannot intrinsically resolve the question of whether a is F through
arbitrary stipulation. Therefore, we cannot intrinsically resolve the question on bor-
derline cases through arbitrary stipulation.

Whether one can intrinsically resolve the question on borderline cases by fiat is
important for several reasons. First, the distinction between cases that can and cases
that cannot be intrinsically resolved by arbitrary stipulation is essential for Chang’s
case for what she calls “parity.” According to Chang, arbitrary stipulation cannot
resolve hard cases (e.g., whether a career is better than another), but it can resolve

! See Chang (2002a, p. 138; 2022a, p. 53; 2022b, pp. 402—405).

2 According to Chang, the “metaphysical upshot” of arbitrary stipulation is that it can “close the matter”
regarding borderline cases (2022a, p. 55). In borderline cases, arbitrary stipulation leaves no “resolu-
tional remainder”, which, she says, is a “metaphysical phenomenon” (ibid.). Her “metaphysical idea”
is that the question can be resolved by fiat (ibid., pp. 55, 67). At times, Chang talks as if what’s at issue
is merely how to make practical “sorting decisions” (see, e.g., 2002b, p. 683; 2022b, pp. 402—404). But
she’s clearly not saying only that: “One can “‘settle’ the question in a pragmatic sense”—but then, she
says, the metaphysical issue remains (2022b, p. 404). Also, Chang differentiates arbitrary stipulation
from flipping a coin to determine what to choose (2022a, pp. 56—57) and claims that the “philosophically
interesting question” is not about “neat decision-theoretic models” (ibid., pp. 65-66).

3 Lewis (see, e.g., 1975, p. 141) and Burns (see, e.g., 1991, p. 183) might, for instance, also be advocates
of the metaphysics by fiat view. See also the discussion of contextualism below.
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borderline cases. She concludes that hard cases are not borderline cases but cases
of parity, “a fourth value-relation beyond “better than,” “worse than,” and “equally
good™ (2002a, p. 141).

Second, if a particular theory of vagueness prima facie entails Chang’s view, my
critique of her view constitutes a problem for such a theory.*

Third, whether one can intrinsically resolve the question on borderline cases by
fiat concerns the characterization problem of vagueness—the problem of saying
what vagueness consists in (Wright, 2016). The characterization problem bears on
questions about distinguishing genuine borderline cases from merely apparent ones.
For example, Chang’s characterization seems to entail that there is no moral vague-
ness, given the plausible supposition that arbitrary stipulation cannot intrinsically
resolve alleged moral borderline cases.’

This paper is structured as follows. Section 2 deals with the preliminary matter
of the meaning of intrinsic question-resolution and gives an initial motivation for
the Changian view. Section 3 discusses several candidate definitions of “stipulation”
and their availability to the Changian view. Section 3.1 argues that for any borderline
case a of a vague predicate F, we have intrinsic reason to classify a as F and intrinsic
reason to classify a as not-F. Section 3.2 argues that a possible response on behalf of
the defender of the Changian view—namely, that stipulation creates an outweighing
first-order reason, or an exclusionary second-order reason—is unintuitive and unmo-
tivated. Section 3.3 is a concluding summary.

2 Intrinsic question-resolution

What is meant by “intrinsic resolution”? Here’s how Chang defines this notion
regarding an ‘Is @ F?” question. Intrinsic resolution is the “knowable application or
lack of application of the predicate ... solely on the basis of facts about how the items
relate” (2022a, p. 53; see also 2022b, p. 403). In our example, the question is whether
Herbert, the borderline bald man, is bald. The “facts about how the items relate” are
the facts bearing on “how Herbert stands to the word ‘bald’”” (Chang, 2022b, p. 402).
Some of these facts are worldly (e.g., the number, length, and distribution of hairs on
Herbert’s head). Some of them are linguistic (e.g., what “bald” expresses and refers
to). Chang explicitly talks about the application of a predicate on the basis of the facts
bearing on how Herbert stands to the word “bald”. So, she apparently construes these
facts to be reasons for one’s judgment. Let’s call the relevant facts the intrinsic rea-
sons bearing on the question of whether Herbert is bald. In contrast, extrinsic reasons
(rewards, negative consequences, peer pressure, etc.) have no bearing on whether
“bald” applies to Herbert. I may, for instance, categorize Herbert as bald because I

4 If the idea that we have intrinsic reasons for categorizing a borderline case a as F and as not-F presup-
poses a specific theory of vagueness, one could not raise a serious problem for a competitor of that theory
based on the critique of the Changian view I will put forth in this paper. That would be begging the ques-
tion. I think, however, that the idea is compatible with a variety of theories of vagueness. Most notably,
it seems compatible with supervaluationism.

5 For an argument for the existence of moral borderline cases, see Constantinescu (2014).
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get a million dollars for doing so, but this reward has nothing to do with how Herbert
stands to the word “bald”.
So, here’s how I understand Chang’s notion of intrinsic resolution:

INTRINSIC RESOLUTION A question is intrinsically resolved by a judgment just in
case there are conclusive intrinsic reasons for the judgment.

A reason or set of reasons for a judgment is conclusive just in case it decisively
speaks in favour of that judgment and defeats all reasons against the judgment, even
in their overall strength.® I think the above interpretation of Chang’s notion of “intrin-
sic resolution” is fair because it makes sense of two further claims she makes. First,
she claims that after intrinsic resolution, the question does not remain (2022a, p. 54;
2022b, p. 404). Second, she claims that when a question is intrinsically resolved,
there is no “resolutional remainder” (2002b, p. 684; 2022a, p. 56).7 I think the best
way to make sense of these claims is to appeal to conclusive reasons. It’s sensible to
say that a question remains after a judgment only if there are no conclusive reasons
for the judgment. And it’s sensible to say that only when there were conclusive rea-
sons for the judgment is there no resolutional remainder—that is, persistently rele-
vant reasons against judging the way one did. My interpretation above better captures
what Chang seems to be saying than an alternative construal according to which a
question is intrinsically resolved by a judgment just in case there are outweighing pro
tanto intrinsic reasons for the judgment. Intuitively, when there are merely outweigh-
ing pro tanto reasons but these are not conclusive, the question remains and there’s
a resolution remainder (“Yes, we have more reason to say “a is F”, but the reasons
against judging that a is F are still relevant. So: Is a F?”).

Moreover, my interpretation of “intrinsic resolution” accommodates two basic
intuitions about question-resolution. First, we can intrinsically resolve a question by
knowingly providing the correct answer. Suppose the facts conclusively speak in
favour of the judgment that it’s raining. Then you can intrinsically resolve the ques-
tion of whether it’s raining by answering that it’s raining. Second, we can resolve a
question by knowingly responding that it makes no sense. The question of whether
fried eggs sound better than the number nine is absurd. You can intrinsically resolve
the question by rejecting it as a bad question since there are intrinsic conclusive
reasons for your rejection.® So, as Chang does not offer a more detailed account of
intrinsic resolution, I’1l work with the plausible-seeming interpretation offered above.

Assuming with Chang that the correct answer to whether Herbert is bald is that
it’s indeterminate whether he is (2002b, p. 683; 2022a, p. 53), you cannot provide

% My use of “conclusive reason” is rather in line with Raz’s use (1999, p. 27; 2011, p. 109) than with
Dretske’s (1971).

7 For Chang, “resolutional remainder” is not a psychological phenomenon: “Resolutional remainder is a
state in the world, not in us” (2022a, p. 54).

8 Millson (2021) further distinguishes between different forms of question-rejection. It might well be that
some intuitions of advocates of the metaphysics by fiat view could be captured by a view according to
which questions about borderline cases can be, in one form or the other, rejected.
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the correct answer in the situation described above.’ Nor can you reject the question
(you’re required to answer). But, according to Chang, there’s a third option. You can
intrinsically resolve the question of whether Herbert is bald by stipulating that he’s
bald or by stipulating that he’s not. The main tenet of Chang’s version of the meta-
physics by fiat view, then, is:

THE CHANGIAN VIEW If a is a borderline case of F, the question of whether a
is F’ can be intrinsically resolved by arbitrarily stipulating that a is F or that a
is not F.

Chang believes that her version of the metaphysics by fiat view follows from super-
valuationism.'? Before explaining how supervaluationism might motivate the Chan-
gian view, note that alternative accounts of vagueness, such as Williamson’s (1996)
epistemicism—according to which it is, unbeknownst to us, either true or false
whether a vague predicate applies—seem incompatible with the metaphysics by fiat
view. According to epistemicists, the question of whether Herbert is bald has a deter-
minate answer, after all. Moreover, note that Chang holds that stipulation can also
resolve borderline cases even if vagueness is ontic (2022a, p. 53; 2022b, p. 403). She
doesn’t elaborate much on this somewhat unintuitive claim, so neither will I.!!

Roughly, supervaluationists tell one of the following two stories. Call the concept
that the word “bald” expresses Baldness. According to supervaluationism, Baldness
has imprecise application conditions. There are some instances—Ilike Herbert—
where it’s indeterminate whether Baldness applies. However, according to the super-
valuationist, “bald” also has multiple admissible precisifications that can sharpen it.
Here’s the first story. One precisification of “bald” might express Baldness; which
represents the property BALDNESS,. Everyone with less than 1000 hairs on their
head is bald; and everyone with 1000 hairs or more on their head is not. Another
might express Baldness,, which represents the property BALDNESS,. The extension
of this precisification includes everyone with fewer than 1001 hairs on their head.
Yet another precisification might express Baldness;, where everyone with less than
1002 hairs on their head is bald;. Let’s say Herbert has 1001 hairs on his head. It’s
indeterminate whether he is bald; he’s neither bald, nor bald,; he is bald;. Here’s the
second story. “bald” always expresses the concept Baldness. What happens when we
sharpen “bald” is that we sharpen the concept Baldness so that under one sharpen-
ing, it represents the property BALDNESS;; on another, it represents the property
BALDNESS,; and so on. The difference between those two stories—that between
sharpening only the word and sharpening the word and the concept—does not matter
for the following.

What matters is that, from a supervaluationist perspective, when we say that the
predicate “bald” applies to Herbert, we might mean (a) that Herbert is in the exten-

° Chang also at times suggests that responding “It’s borderline” can resolve the question “Is Herbert
bald?” (see 2002b, p. 682).

10 See Lewis (1970), Fine (1975), and Keefe (2000) for classic supervaluationist treatments of vagueness.

11 Note that there’s no decisive reason to believe that epistemicism or onticism are incompatible with the
idea that borderline cases are cases of competing similarity.
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sion of all admissible precisifications of “bald” or (b) that Herbert is in the extension
of at least one admissible precisification of “bald”. One might express (b) by saying
that it’s not true that Herbert is determinately bald, but that it’s true that he’s not
determinately not-bald, or by saying that it’s not super-true but true according to at
least one sharpening of “bald” that he’s bald. Egré et al. (2013) provide another way
of expressing the difference between (a) and (b): Herbert isn’t strictly bald (as (a) is
false), but he’s tolerantly bald (as (b) is true). This way of formulating the difference
implicitly points to a motivation for the Changian view. Chang appears to believe
that, if supervaluationism is correct, differing stipulative judgments about Herbert
should be tolerated. That’s because there are admissible precisifications on which he
counts as bald and others on which he counts as not-bald. As Herbert is both toler-
antly bald and not-bald, we may arbitrarily stipulate. We thereby intrinsically settle
the matter.

But is it really the case that the matter is intrinsically settled? While there is some-
thing “tolerant” about borderline cases, this doesn’t yet mean that we can intrinsically
resolve the case by fiat. Maybe different ways of resolving the practical question
about what to do with Herbert should be tolerated. But the intrinsic, “metaphysical”
question of whether Herbert is bald (or applies to the term “bald”) is a different ques-
tion. Let’s now turn to what Chang might mean by “stipulation”.

3 Stipulation

After having clarified what Chang seems to mean when she says that one can intrinsi-
cally resolve the question of whether Herbert is bald, we can now investigate what
she might mean when she says that one can do so via stipulation. I’ll briefly discuss
six candidate definitions of stipulation. The first three definitions appear to be non-
starters. The fourth and fifth definitions also come with serious worries. Only the
sixth definition initially seems to suit Chang’s purposes. However, I argue in the fol-
lowing sections that the model corresponding to the sixth definition does not seem to
work for cases of vagueness.

3.1 Non-starters

1. Sstipulates that a is F'= ;S plans to act as if a is F

Planning to treat Herbert as if he’s bald is a non-starter for Chang’s purposes. Whether
I plan to act as if Herbert is bald doesn’t seem to bear on how Herbert stands to the
word “bald”. Doing so would only resolve the practical question of what to do with
Herbert; it leaves the question “Is Herbert bald?” intrinsically unresolved.'?

ii. S stipulates that a is F = ;S conditionally defines a as being F
af

12 For reasons of space, I will not discuss expressivism about borderline judgments (see MacFarlane,
2016; Williams, 2016).
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By “conditionally defining”, I mean “defining for the purposes of ...”. It’s natural to
think that such definitions don’t intrinsically resolve questions because “for the pur-
poses of” indicates that the definition is based on extrinsic reasons. So, conditionally
defining Herbert as bald appears to be another non-starter.

6

iii. Sstipulates that a is F'= ;S introduces the name “a” for every x that is F

Sometimes, one might be able to resolve the question of whether a is F by introduc-
ing “a” as referring to every x that is F. (Did Jack the Ripper murder Mary? Yes, let’s
call her murderer “Jack the Ripper.”) But it would be absurd to propose to introduce
the name “Herbert” as referring to every man that is bald. Moreover, the question of
whether Herbert is bald cannot be intrinsically resolved by coining a new term like
“Schmerbert” or a new predicate like “schmald”.!* Answering that Schmerbert is
bald, that Herbert is schmald, or (worst of all) that Schmerbert is schmald leaves the
question of whether Herbert is bald open.

3.2 The declaration model

An initially attractive thought is that stipulation should be modelled on the notion of
“declaring”. By “declaring”, I mean an act that, if performed successfully, “brings
about the correspondence between the propositional content and reality” (Searle,
1975, pp. 16—-17). By appealing to such acts, defenders of the Changian view might
claim that stipulation creates an intrinsic reason. Recall that an intrinsic reason is a
worldly or linguistic fact that bears on a judgment. We are not changing the worldly
facts about Herbert through stipulation. A stipulator is not a barber! The remaining
option is that we can change the linguistic facts bearing on judgments about the truth
or falsity of “Herbert is (not) bald”. How could stipulation change the relevant lin-
guistic facts? A first idea would be:

iv. Sstipulates that a is F= ;S declares a to be F

Declaring can only be successful if you have the necessary authority. Consider this
case:

BaLL GAME 1 I’'m in charge of the rules of a ball game and the rules established
so far do not determine whether a ball that lands straight on the goal line is a
goal. By my authority, I declare that it’s a goal.

Plausibly, the question of whether the ball on the goal line is a goal is intrinsically
resolved in BALL GAME 1. By my authority, I have created a linguistic fact bearing on
“This is a goal”. Post-declaration, a ball that lands straight on the goal line counts as

13 On the one hand, Chang states that “every proponent of vagueness agrees that an appropriate response
to a borderline case is to stipulate a new predicate” (2002b, p. 686). Other passages also suggest what may
be called the “introducing a new term model of stipulation” (e.g., ibid., pp. 664—665). On the other hand,
Chang writes that we can stipulate “without straying from the predicate” (2002a, p. 169), and that “the
identity of the predicate remains” (2022a, p. 53).
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a goal. However, if one excludes the possibility of linguistic dictators with absolute
authority to precisify vague words at will, declaration as a way of intrinsically resolv-
ing the question on borderline cases seems dubious.

Next, consider this definition:

v. S stipulates that a is F'= ;S declares that the question of whether a is F is the
question of whether a is F_ (where ‘F’is an admissible precisification of F)'*

Besides the issue of authority just mentioned, there are two further worries regarding
this option. First, suppose I declare that the question is “Is Herbert bald,?”” and answer
positively. There’s a nagging sense that then that question has been resolved—not the
question of whether Herbert is bald. Moreover, it hasn’t been resolved by arbitrary
stipulation but by knowingly giving the correct answer.

Second, if I declare that the question of whether Herbert is bald is “Is Herbert
bald;?” and you declare it is “Is Herbert bald,?”, we seem to be in genuine conflict—
yet Chang claims it could hardly be said that we disagree when we make opposing
stipulations about Herbert (2002a, p. 138; 2002b, pp. 662, 685).!% At the very least,
we would disagree about how to stipulate and thus be forced into some sort of lin-
guistic negotiation. Let me note that the idea that there’s genuine disagreement when
I stipulate that a is F and you stipulate that a is not-F' is foremost a problem for
Chang but not necessarily for all possible versions of the metaphysics by fiat view or
even the Changian view. It is a problem for Chang because her distinction between
borderline cases and “hard cases” hinges on the idea that the former are not cases of
substantial disagreement. I leave the matter of whether defenders of the metaphysics
by fiat view could make substantial progress by dropping this assumption there.

These worries notwithstanding, there is an approach in the vagueness literature
that initially looks promising for the defender of the Changian view. Could stipula-
tions be considered context-shifting acts that bring about the correspondence between
the content of “Herbert is bald” and reality? At first, one might think so. After all,
several contextualists—theorists who hold that what vague terms express or refer
to is context-sensitive—endorse response-dependence regarding vague terms.'® Fol-
lowing Greenough (2005, p. 174), the relevant notion of response-dependence is this:
if F' is response-dependent, then a is F iff a subject fully competent with “F” judges
that @ is F under normal conditions. For our case: if, under normal conditions, a

14 Chang at times gestures toward this view (e.g., 2002b, p. 686).

!5 This point might bear on significant issues. Consider the debate about moral vagueness (see, e.g.,
Schoenfield, 2016; Peterson, 2022). Suppose I stipulate that abortion-on-demand is morally permissible
at the gestational age of 150 days, and you stipulate that it’s not. Surely, we would have a substantial
disagreement. On Chang’s view, this means that abortion-on-demand at the gestational age of 150 days
is not a borderline case of the predicate “morally permitted” (Compare her discussion of “weighty” com-
paratives (2002a, pp. 138—139). But if “stipulation” means “declaring what the question is”, her supposed
distinction between borderline cases as cases of insubstantial disagreement and “hard cases” as cases of
substantial disagreement collapses because opposing declarations seem to entail genuine conflict. Thus, at
least in this way, one cannot construe a Changian argument against moral vagueness. For the same reasons,
Chang’s case for parity as a fourth value-relation would be severely weakened.

16 One can endorse response-dependence without being a contextualist, but usually, response-dependence
theories regarding vague terms are contextualist theories.
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competent subject judges Herbert to be bald, then, in virtue of this fact, Herbert is
bald. Given response-dependence, the judgment of competent subjects should count
as an intrinsic reason. Their judgment bears on, in fact determines, whether a is F.'’7
Thus, the defender of the Changian view might suggest that stipulation is a context-
shifting act that brings about the correspondence between the content of “Herbert is
bald” and reality.

Unfortunately, this approach is not available to the defender of the Changian view.
For the contextualist, the question “Is Herbert bald?” independent of context makes
just as much sense as the question “Is tomorrow Tuesday?” independent of context.
The latter question only has an answer when the relevant context is filled in—we
need to fill in which day of the week it has been asked. Similarly, the contextualist
about vagueness says that there’s no context-free answer to “Is Herbert bald?”. One
couldn’t even raise the question of whether Herbert is bald independent of context.
But while the contextualist might think that stipulation could bring it about that “Is
Herbert bald?” has a definite answer, that isn’t a plausible interpretation of the Chan-
gian view. According to Chang, we can raise the question of whether Herbert is bald,
and it #as an answer: “The answer to that question is that it is indeterminate whether
he is” (2002b, p. 683). As far as I see, Chang thinks that “It’s indeterminate” is (at
least pre-stipulation) the correct answer to “Is Herbert bald?”.!® In contrast, prima
facie, the right response according to the contextualist is to reject context-free ques-
tions as bad questions. While a contextualist might also reply “It’s indeterminate” to
“Is Herbert bald?”, this should be taken as a corrective—a placeholder for saying that
asking whether Herbert is bald independent of context makes no sense. Whatever the
merits of context-shifting acts as a model for resolution by stipulation, this does not
appear to be Chang’s view, since she does not seem to think that we should issue cor-
rectives about questions of whether a predicate applies to a borderline case.

Even if one could reconcile Chang’s view with contextualism, stipulation, per se,
would not be able to bring about context-shifting effects. To see why, consider the
views of Raffman and Shapiro, the main defenders of response-dependence regard-
ing vague terms. For Raffman, whether a borderline case a is F' depends on whether
we “see” a as F. According to Raffman, a category shift from F' to not-F “consists
in a shift of perspective” (1994, p. 50). It is like a Gestalt switch that we “undergo”:
“What will or will not trigger a shift is not something to which we, as judging sub-
jects, have access; so far as the subject is concerned, the shift simply occurs” (ibid.,
p- 53). But stipulation is a voluntary act. It’s not something that we undergo or that
occurs to us. It’s something that we actively do. Thus, stipulation does not seem to
be the right kind of response according to Raffman’s contextualism. At the very least,
stipulation is a context-shifting act in Raffman’s theory only if it somehow brings
about the equivalent of a Gestalt switch. It can’t change the context by itself. Accord-
ing to Shapiro (2006), whether a borderline case a counts as F in a conversation

17 Chang often uses terms like “determining” when discussing stipulation (2002a, pp. 139-140, 150-152;
2002b, pp. 683-684; 2022a, pp. 56-57; 2022b, pp. 403—404).

18 Chang says that “even though there is an answer to the question of whether [Herbert] is bald—namely,
that it is indeterminate whether he is, the question nevertheless admits of a resolution as to whether he is,
and we can always resolve the question by arbitrary stipulation” (2022a, p. 53).
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depends on whether the participants of the conversation mutually agree on whether
a is F." So, to resolve the question of whether Herbert is bald, my stipulation must
be accepted which means that we’re back to the issue that we lack the authority to
precisify vague words at will. But the more general problem is that if we follow Sha-
piro, stipulation cannot, by itself, create an intrinsic reason—a fact bearing on how «
stands to “F”. As in Raffman’s account, context-shifting could only occur as an effect
of what stipulation might bring about.°

The general lesson is that for the contextualist a stipulation is, at best, an instru-
ment for bringing about changes that result in our having reasons to classify things in
accordance with the stipulation.?! But now we departed from two central elements of
the original Changian view: first, that “It’s indeterminate” is the correct answer to the
question of whether Herbert is bald, and second, that stipulation can itself intrinsi-
cally resolve that question. So, the strategy of appealing to stipulation as a context-
shifting act seems unavailable to the defender of the Changian view.

In sum. Both of the definitions of “stipulation” I considered in this subsection
come with serious worries, and contextualism appears unavailable to the defender of
the Changian view. Despite its initial appeal, the declaration model thus doesn’t seem
to work for Chang.

3.3 The free-decision model

If stipulation is not something like declaring, it is mysterious how stipulation could
intrinsically resolve the question of whether Herbert is bald. Despite this obscurity,
I’d like to explore another model of stipulation based on the following definition:

vi. Sstipulates that a is F'= ;S freely decides that a is F
What I mean by “freely deciding” here is best shown by example.

BaLL GAME 2 You’re in a ball game. As in BALL GAME 1, the rules do not deter-
mine whether a ball that lands straight on the goal line is a goal. In contrast
to BALL GAME 1, this time the rules are settled. It’s nevertheless up to you to
categorize the case.

If we subtract all extrinsic reasons to decide one way or the other, we’re left with
nothing to base our decision on. We’re facing a situation similar to what Poston
(2014, p. 24) calls “empty symmetrical evidence”. To be more neutral, let’s call BALL
GAME 2 a case of empty symmetrical reasons—that is, a situation where we have no
reason to judge that a is F, nor to judge that a is not-F. If it is nevertheless up to us

19 Perhaps somewhat misleadingly, Shapiro often uses “declaring” as a synonym for “mutually agreeing”
and “context-shifting”.

20 The same response would apply to a defense of the Changian view grounded in Lewisian scorekeeping
(Lewis, 1979), which is, after all, the framework that inspires Shapiro’s approach.

21 1 take this to be a general diagnosis, though I do not have the space here to address every variant of
contextualism. To mention just one more example: on Graff Fara’s version (2000), the stipulation would
need to effect a change that renders Herbert significantly balder than typical.
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to categorize a as either F or not-F, then the idea that the question of whether a is F
might be intrinsically resolvable by arbitrary stipulation has some intuitive appeal—
even if we cannot make sense of such stipulation with the declaration model. We’re
free to decide. There are simply no reasons to do anything else. In such absence of
reasons, if our stipulative decision that “The ball on the goal line is a goal” generates
even a minimal intrinsic reason, then we might have a conclusive reason to judge that
the ball on the goal line is indeed a goal. BALL GAME 2 thus illustrates what could
be called “stipulation as free decision” and, moreover, a situation in which stipula-
tion, defined in this way, might potentially provide intrinsic resolution for a case of
indeterminacy.

To be clear, the free-decision model is a mere sketch at best. Giving a substantive
account of “stipulation as free decision” that is helpful for the Changian view is no
easy task. Such an account still would have to make sense of the idea that stipulation
can create a fact that bears on how a stands to “F”. Otherwise, stipulation could not
intrinsically resolve such questions. Nevertheless, the free-decision model remains
the best available, insofar as it best captures what Chang seems to be after.?> With this
in view, let me outline the next steps of my argument.

The intuition that in cases like BALL GAME 2 one may potentially intrinsically
resolve a case of indeterminacy via arbitrary stipulation rests on the assumption of
empty symmetrical reasons. It’s because we have nothing to base our decision on that
it sounds sensible to say that the mere act of stipulating might create such a base. In
Sect. 5, I will explore the option of dropping the assumption of empty symmetrical
reasons, while still insisting on the Changian view. First, in Sect. 4, I’1l argue that for
cases of vagueness, the assumption of empty symmetrical reasons is false.

Here’s the argument of Sect. 4 in a nutshell. In BALL GAME 2, we lack reasons to
decide one way or the other, but we seem to have a reason to categorize Herbert as
bald. Specifically, he is, as one might say, baldis/: he seems bald; he’s similar to clear
cases of baldness; he’s sort of bald.?* At the same time, we have a reason to catego-
rize him as not-bald: namely, he’s not-baldis/: he seems not-bald; he’s similar to clear
cases of not-baldness; he’s sort of not-bald.?* Plausibly, these are conflicting intrinsic
reasons—facts that bear on how Herbert stands to the term “bald”. Let me elaborate.

4 Borderline cases as cases of competing similarity
I’ll now argue that there are intrinsic reasons to answer the question of whether Her-

bert is bald positively, and intrinsic reasons to answer that question negatively. Con-
sequently, borderline cases are not cases of empty symmetrical reasons.

22 Chang treats indeterminacy as a form of neutrality (2002a, p. 167). This suggests she has cases such as
BALL GAME 2 in mind.

23 1f the degree of similarity to paradigm or typical cases of F passes a certain threshold, the case would be
considered a clear case rather than a borderline case. Borderline cases are below the relevant thresholds.

24 Among others, Wright (2001, p. 70) and Constantinescu (2014, p. 153) voice similar views. Also, com-
pare Keefe (2000, p. 169): ““Tallish’ works by picking out the borderline cases of ‘tall’.”
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When we consider borderline cases, we typically feel torn. As Schiffer puts it,
when confronted with a borderline case like Herbert, “our state of mind will be one
of ambivalence, in that you will have some inclination to say that [the borderline
case] is bald and some inclination to say that he’s not bald” (2020, pp. 156-157).%
But it’s not only that ambivalence is a typical attitude towards borderline cases. The
idea that it is fitting to be ambivalent about borderline cases has significant raw intui-
tive appeal. And the fittingness of being torn between two conflicting inclinations
indicates that, far from lacking intrinsic reasons—facts that bear on how Herbert
stands to the word “bald”—we seem to have foo many such reasons for categoriza-
tion decisions when confronted with borderline cases. So, if it is fitting to be ambiva-
lent toward borderline cases, there are intrinsic reasons both to answer that Herbert
is bald and to answer that he’s not bald. If there are such reasons, there’s a difference
between Herbert’s case and BALL GAME 2. This means that when facing a borderline
case, one cannot stipulate arbitrarily in the sense of making a “free decision” in the
absence of reasons.

Now, couldn’t one maintain—as Chang seems to do—that instead of being ambiv-
alent, it’s rather fitting to be a “confident stipulator” (2022a, p. 55)? As Keefe (2000,
p. 26) puts it, the idea is that psychological observations about how we classify using
vague predicates “do not settle the normative issue of how we should classify using
vague predicates”. So we need to do more than appeal to the intuition that ambiva-
lence is fitting regarding borderline cases to argue that there are intrinsic reasons for
judging Herbert to be bald and for judging him to be not bald.

Consider the following quick argument, which does not appeal to ambivalence.
Borderline cases come in degrees: something can be more or less borderline. These
degrees plausibly correspond to how similar the borderline case is to clear cases. If
you pluck hair after hair from a clearly not-bald man, he’ll be borderline bald at some
point, but still appear somewhat not-bald. As more hairs are plucked, his degree of
borderlineness changes: he becomes less similar to not-bald men, more similar to
bald men, and so on. Plausibly, these competing similarities are intrinsic reasons—
facts bearing on how Herbert stands to the word “bald”.

The idea that borderlineness comes in degrees is not accepted by everyone. “A
case is either borderline or not, and that’s that”, someone might say.?® Yet, this idea
is a feature of—or at least something accommodated by—many leading theories
of vagueness. Most naturally, degrees-of-truth theorists (e.g., Forbes, 1983; Smith,
2008)—according to whom borderline cases give rise to predications that are less
than true to degree 1 and more than true to degree 0—would say that borderlineness
comes in degrees. Then there’s Schiffer’s (2000) analysis of borderline cases in terms

25 T here don’t need to commit to the view that ambivalence (or any other attitude) is essential for border-
line cases, and especially not to the view that in order for a to be a borderline case of F, someone actually
has to be ambivalent about whether a is F. Thus, Williamson’s argument (1997, p. 945) that ambivalence
is not essential for borderline cases because there could still be borderline cases in an “opinionated macho
community” is not relevant here.

26 Higher-order vagueness—a widely-accepted phenomenon—is not the issue here. The issue is whether
borderline cases (at any order) can be more or less borderline.

@ Springer



Synthese (2025) 206:117 Page 130f23 117

of our ability to have a special, gradable type of partial belief about them.?” Finally,
supervaluationists can account for degrees of borderlineness by appealing to what
may be called a sharpening ratio—that is, a “measure over admissible valuations”
(Keefe, 2000, p. 100). To illustrate the idea, suppose the only admissible sharpenings
of “bald” express Baldness,_; (or sharpen the concept Baldness so that it represents
BALDNESS,_;). Herbert has 1001 hairs on his head, so he’s neither bald; nor bald,,
but bald;. So, the sharpening ratio in that case would be 1/3. Now, if the sharpen-
ing ratio works out that way, then supervaluationists could hold that Herbert is, in a
relevant sense, more not-bald than bald. In general, they could account for the intui-
tive idea that borderline cases are F-ish and not-F-ish via sharpening ratios. Among
others, Keefe (2000, p. 171) supports this idea: “In this way, as on a degree theory,
we [supervaluationists] can discriminate among sentences which are neither true nor
false, rather than grouping them all together in an undifferentiated way.”

Despite its initial plausibility, one might deny that degrees of borderlineness corre-
spond to how similar the borderline case is to clear cases. Chang writes that “appeal-
ing to a ratio of possible sharpenings ... is to appeal to something extrinsic to the
facts about how Herbert stands to the word ‘bald’, such as ‘majority rule’” (2022b, p.
403; see also 2024, p. 275). As is intuitive, and as I will further argue below, similar-
ity provides intrinsic reasons for classification. Consequently, what Chang says here
amounts to the claim that if Herbert is 1/3 bald according to the sharpening ratio, he’s
nevertheless not more similar to not-bald than to bald men. Whether in the minority
or not, each admissible sharpening is equally acceptable. In that way, Chang could
try to block the above argument for the conclusion that there are intrinsic reasons
to answer the question of whether Herbert is bald positively and intrinsic reasons
to answer that question negatively. While borderline cases come in degrees, these
degrees do not correspond to how similar the borderline case is to clear cases, she
might say.

But denying that borderline cases of vague predicates are cases of competing
similarity is unconvincing. First, it’s simply highly intuitive that borderline cases
can vary in their degree of similarity. Consider colours: within the borderline zone
between yellow and orange, we’d naturally expect some colour patches to appear
more clearly yellow than others. Indeed, sorites series typically involve a similarity-
based ordering.

Second, competing similarity usefully differentiates vagueness from other sources
of indeterminacy. In contrast to Fine (1975), I think a predicate like “nice,“(n is
nice, if n>15; n is not nice, if n<13) is—even though “14 is nice,” is neither true
nor false—not vague but underdetermined (or if you prefer, incomplete). Sainsbury
(1996) claims that predicates such as “nice,” are not vague because they lack bound-
arylessness, and many have followed him in this judgment. Yet whether boundary-
lessness is a defining feature of vagueness is contested, among other things, because
it is not clear whether boundarylessness is a consistent concept (Chang, 2002a, p.
163; Weatherson, 2010). The view that borderline cases of vague predicates are cases
of competing similarity usefully distinguishes underdetermination-related cases from

?7 The argument above must not be confused with an argument for degrees-of-truth approaches or
Schiffer’s (2000) analysis.
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vagueness-related borderline cases: only the latter are cases of competing similarity.
Herbert is baldish and not-baldish, but 14 is not nice;-ish and not-nice;-ish. Like-
wise, in BALL GAME 2, the ball on the goal line is not both goalish and not-goalish.?®
One possible diagnosis of the Changian view is thus that it conflates the distinction
between underdetermination and vagueness.

However, I want to argue for more: similarity provides intrinsic reasons to answer
the question of whether a borderline case a is F positively and intrinsic reasons to
answer that question negatively. While this claim is, I think, already very plausible,
I’ll now present some empirical research to support this claim.

4.1 Discussion of the empirical evidence

Empirical research has established that how competent language users classify bor-
derline cases is influenced by order and contrast effects (Kalmus, 1979; Hampton
et al., 2005; Egré et al., 2013; Raffman, 2014; Stéttinger et al., 2016). It makes a
difference whether you first encounter a clearly bald person, then a slightly less bald
person, and so on, or whether you first encounter a clearly not-bald person, then a
somewhat less not-bald person, and so on, until you face Herbert. And it makes a
difference whether you see borderline cases next to other cases. These observations
provide evidence that we are, as a matter of descriptive fact, guided by similarity
when we categorize borderline cases. A straightforward explanation for this is that we
believe (explicitly or implicitly) that we should be guided by similarity in classifying
borderline cases and thus that we believe that there are intrinsic reasons for judging
a borderline case a to be F and intrinsic reasons for judging a borderline case a to be
not-F. Let me present the cited empirical studies in more detail.

The results of Kalmus (1979) and Egré et al. (2013) show the order effect of
enhanced contrast. Subjects were either shown first a clearly orange patch, then a
slightly less orange patch, and so on, until they reached a clearly yellow patch, or the
other way around. To illustrate the results, suppose there are thirty colour patches,
blending from clear orange (#1) to clear yellow (#30). If we start from #1, we might
categorize #15 as yellow. But if we start from #30, we might already categorize #21
as not-yellow. We usually don’t switch categories again after doing so. So, if we
start from #30, patch #15, categorized as yellow before, will now be classified as
not-yellow. The enhanced contrast effect has been replicated by Raffman (2014) and
Stottinger et al. (2016).

Raffman (2014) also observed another order effect: hysteresis. Again, imagine
thirty colour patches, blending from clear orange (#1) to clear yellow (#30). Raff-
man reports that when the order of patches is reversed after competent language
users shift categories, they tend to stick to their new categorization: if we are first
shown #1, then #2, and so on, we will at some point switch categories to yellow but

28 One might object that values like 14.9 are more similar to 15 than to 14. But then consider the predicate
“liber-nice;“: n is liber-nice,; if n>90, 40<n<45, or n< 10, and n is not {iber-nice, if 85 <n<89, 30<n<35,
or 0<n<5. Similarity intuitions regarding numbers like 50 or 25 will be less strong. Likewise, imagine
a board game where there are squares, scattered randomly across the board, and it’s undefined whether a
token landing on one of these squares is a “win”. Again, similarity intuitions about such cases of underde-
termination will be much weaker than for cases of vagueness.
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continue to apply that category, even when we’re returning to the patches we already
saw. Let’s again say we switched at #15 to yellow. If we are then shown again #14,
we tend to also categorize it as yellow, even though directly before we did not do so.
Most subjects in Raffman’s experiment stuck to their new category for more than one
patch after the order was reversed. Raffman also notes that because the phenomenon
of hysteresis is not restricted to the perceptual domain,”’ we have good reasons to
expect hysteresis also in non-perceptual vague predicates like “bald”.

Hampton et al. (2005) report a contrast effect for borderline cases. In their main
experiment, subjects were presented with several colour patches on a spectrum. It was
determined which colour patch the subjects individually categorized as in between
opposing colours. After that, subjects were asked to categorize two colour patches
side by side. When the in-between patch was seen next to increasingly clear cases,
the probability of subsuming this in-between case under that category decreased.
Only when the in-between patch is seen next to a very close patch is there a tendency
to categorize both patches as the same colour. Let’s say that patch #15 appears in
between orange and yellow to you. If you see #15 next to #16, there’s a relatively
high probability that you claim both are yellow. If you see #15 next to #14, there’s a
reasonably high probability that you categorize neither of them as yellow. But the fur-
ther away you move, the less likely you’ll be to put both cases in the same category.
Hampton et al. replicated the contrast effect for colour categorization with morphs
presenting ambiguous pictures between a dog face and a cat face.

The phenomena of enhanced contrast, hysteresis, and the contrast effect observed
by Hampton et al. are expected under the thesis that the F-ishness of a borderline case
a constitutes an intrinsic reason to count a as F and the not-F-ishness of a constitutes
an intrinsic reason to count @ as not-£.

Regarding enhanced contrast. Plausibly, someone who classifies patch #15 as yel-
low when traversing from #1 to #30 but classifies it as not-yellow when traversing
from #30 to #1 would appeal to #15’s yellowishness as a reason to judge “Patch #15
is yellow” in the first case, and to #15’s not-yellowishness (orangeishness) as a rea-
son to judge “Patch #15 is not yellow” in the second case.

Regarding hysteresis. Plausibly, someone who first classified #14 as not yellow
but then classifies it as yellow after having classified #15 as yellow, would appeal to
#14’s not-yellowishness (orangeishness) as a reason to judge “Patch #14 is not yel-
low” at first, and then, after the switch, would appeal to its yellowishness as a reason
to judge “Patch #14 is yellow”. In particular after the switch, it’s plausible that one
would appeal to the similarity to #15 which one classified as yellow.

Regarding contrast effects. Plausibly, someone who sees the in-between patch #15
next to the slightly more yellow #16 and classifies #15 as yellow would appeal to
the yellowishness of #15 as a reason to judge “Patch #15 is yellow”. The contrast
effect observed by Hampton et al. shows that by varying which cases one contrasts
in-between cases with, one can make similarities more or less salient, and that our
judgments vary accordingly. This implies that we judge borderline cases based on
similarity.

2 See, e.g., Oliva et al. (1992), Tesser and Achee (1994), Van Der Maas et al. (2003).
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Recall that an intrinsic reason is a fact that bears on how a stands to “F”. If the
F-ishness of a constitutes an intrinsic reason to count it as F and its not-F-ishness
constitutes an intrinsic reason to count it as not-F, the behaviour of the subjects is
reasonable. We have no cause to believe that the subjects in the experiments of Kal-
mus (1979), Egré et al. (2013), Raffman (2014), and Stéttinger et al. (2016) were
behaving irrationally. So, the empirical evidence speaks in favour of the thesis that
the F-ishness of a borderline case a constitutes an intrinsic reason to count ¢ as F and
the not-F-ishness of a borderline case a constitutes an intrinsic reason to count a as
not-F.

Defenders of the Changian view might, despite this evidence about the way com-
petent language speakers handle borderline cases, still insist that the mere fact that we
categorize borderline cases on the grounds of similarity doesn’t mean it’s reasonable
to do so. That’s fair enough. But if Chang wants to defend an error theory according
to which ordinary people systematically approach borderline cases irrationally, she
owes us a defence of such a view. Absent such a defence, the default position should
be that there’s no such systematic error.

Before moving on, note that my interpretation of the empirical studies is consistent
with a contextualist interpretation of the data. One could claim that the studies are
evidence for the thesis that what vague terms such as “yellow” or “bald” express or
refer to is context-sensitive. Here is, for instance, a contextualist interpretation of the
effect of enhanced contrast. When we classify patch #15 as yellow when traversing
from #1 to #30 but classify it as not-yellow when traversing from #30 to #1, we do so
because the context of traversing from #1 to #30 makes it the case that #15 is yellow,
and the context of traversing from #30 to #1 makes it the case that #15 is not yel-
low. However, this contextualist claim is not in conflict with the claim that we could
reasonably appeal to #15’s yellowishness when judging “Patch #15 is yellow” and to
#15’s not-yellowishness (orangeishness) to judge “Patch #15 is not yellow”. Recall
that above I argued that the Changian view is incompatible with contextualism. Even
if this were not so, it wouldn’t help a defender of the Changian view to appeal to a
contextualist explanation of the data.*

5 Skewed and equibalanced borderline cases, first- and second-
order reasons

If ’'m right so far, the defender of the Changian view is in a delicate position. We
have intrinsic reasons to categorize Herbert as bald and intrinsic reasons to catego-
rize him as not-bald. Nevertheless—so the Changian view goes—we can resolve the
question of whether he’s bald via arbitrary stipulation.

To show how vulnerable this position is, I need to introduce a distinction. If g is a
skewed borderline case of F, a is more similar to F's than to non-F's or more similar

39 Many thanks to an anonymous reviewer for Synthese for prompting me to clarify this discussion.
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to non-F's than to F's with respect to Fness. If a is an equibalanced borderline case of
F, a is as similar to Fs as to non-Fs with respect to Fness.>!

Suppose Herbert is a skewed borderline case. Let’s say he’s more not-baldish than
baldish. Without further intrinsic reasons for the judgment that Herbert is bald, there
are stronger intrinsic reasons for judging that Herbert is not bald. It might be that this
uneven balance of reasons amounts to there being conclusive intrinsic reason for the
judgment “Herbert is not bald” or it might be that it merely amounts to there being
more pro tanto intrinsic reason for the judgment “Herbert is not bald” than for the
judgment “Herbert is bald”. I’m not committing to any view here. But we can safely
ignore the former option for our purposes. If being skewed toward non-baldness pro-
vides a conclusive intrinsic reason for the judgment “Herbert is not bald”, stipulating
“Herbert is not bald” would be superfluous and stipulating “Herbert is bald” would
be inappropriate.*?

Consider then this case:

SKEWED AND CONTRARY: That Herbert is more not-baldish than baldish amounts
to there being merely more pro tanto intrinsic reason for the judgment “Her-
bert is not bald” than for the judgment “Herbert is bald”. I stipulate “Herbert
is bald”.

In SKEWED AND CONTRARY, stipulation would have to provide a reason strong enough
to flip the scales from there being more pro tanto reason for the judgment “Herbert
is not bald” to there being sufficient reason for the judgment “Herbert is bald”. This
seems too much to shoulder. Similarity is, phenomenologically speaking, a particu-
larly strong categorization reason. ‘Similarity reasons’ feel much more basic, imme-
diate, and primitive than ‘stipulation reasons’. They have a phenomenal force that
arbitrary stipulations lack: similarities draw, pull and push us and this is beyond our
control, but whether we follow stipulations depends on us. Maybe for these reasons, a
sentence such as “Yes, Herbert seems more not-bald than bald but I stipulate that he’s
bald and so I say he’s bald and so there’s no more question as to whether he’s bald”
has a somewhat bizarre ring to it.
Next, consider this case:

SKEWED AND AcCORDINGLY: That Herbert is more not-baldish than baldish
amounts to there being more pro tanto intrinsic reason for the judgment “Her-

31 This distinction has analogues in theories that account for degrees of borderlineness: equibalanced
borderline cases could, e.g., be those that yield a predication with a truth value or sharpening ratio of 0.5,
or for which it’s fitting to hold a vagueness-related partial belief of 0.5. While accepting degrees of bor-
derlineness supports accepting skewed borderline cases, the idea that borderline cases can be skewed does
not necessarily imply degrees of borderlineness. In a sorites series from yellow to orange, we’ll encounter
borderline cases that are more similar to clear cases of yellow than to orange cases, and then later on
borderline cases that are more similar to clear cases of orange than to yellow cases. Whether that’s best
accounted for by degrees of borderlineness is another matter. Many thanks to an anonymous reviewer for
Synthese for urging me to clarify this distinction.

32 Some might argue that if there’s an uneven balance of reasons amounting to conclusive intrinsic reason
for the corresponding judgment, the case can’t be genuinely borderline. While I believe that borderline
cases could exhibit such skewed balances, I don’t take a definitive stance on this issue here.
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bert is not bald” than for the judgment “Herbert is bald”. I stipulate “Herbert
is not bald”.

Maybe, when the intrinsic reasons already speak in favour of a judgment, stipulation
in accordance with that judgment could provide the additional reason necessary for
intrinsic resolution. But this would not align with the Changian view, according to
which we can intrinsically resolve borderline cases via arbitrary stipulation.

Defenders of the Changian view might now retreat to this position: the question
of whether a is F can be intrinsically resolved by arbitrary stipulation only if a is an
equibalanced borderline case of F. At times, Chang seems to consider doing so. With-
out much argument, she says that it’s her opponents who need to bring forth “special
arguments to explain why arbitrary resolution would not be permitted” in such cases
(2022a, p. 67; see also 2022b, p. 403).3* On the contrary, I think the burden of proof
lies on her.

Consider this case:

EQUIBALANCED: Herbert is as baldish as he is not-baldish: there is equal intrin-
sic reason for the judgment “Herbert is not bald” as for the judgment “Herbert
is bald”. I stipulate “Herbert is bald” (or “Herbert is not bald”).

Isn’t EQUIBALANCED similar enough to BALL GAME 2 to argue that my arbitrary stipu-
lation might intrinsically resolve the question of whether Herbert is bald? No. There’s
nothing you stipulate against in BALL GAME 2. In contrast, even though the com-
peting similarities of Herbert clearly fail to provide conclusive intrinsic reasons in
EQUIBALANCED, Herbert still is similar to the bald and the not-bald. Competing simi-
larity doesn’t simply vanish in equibalanced cases. Thus, you are stipulating against
an intrinsic reason when you stipulate that Herbert is bald. So, stipulation would have
to provide strong enough reasons to defeat the equibalance and create a conclusive
intrinsic reason for judgment. But not all equibalance is easily destabilized.** Intui-
tively, an equibalanced borderline case is rather like a weighted pendulum at rest than
a pencil standing on its tip—we’d need a big rather than a small “push” to destabilize
it. To corroborate this intuition, suppose Herbert and Harry are both equibalanced
borderline cases of baldness. I stipulate that Herbert is not bald but don’t stipulate
anything regarding Harry. If stipulation could intrinsically resolve the question of
whether Herbert is bald, I would thereby have somehow “destabilized” the balance
of reasons for Herbert. But intuitively, Herbert is still like Harry: they both remain

33 Chang accepts something in the vicinity of my notion of skewed borderline cases: “Herbert might be
“closer” to being bald than to being not bald” (2002b, p. 681).

3% Makins (2023) argues for a distinction between the balance and the weight of reasons. “The weight-
ier one’s reasons when evaluating alternatives”, he writes, “the less sensitive this evaluation will be in
response to new reasons, so the stronger those new reasons will have to be in order to break a tie” (2023, p.
13). To use a phrase common in the literature, my view is that equibalanced borderline cases are “sweeten-
ing-insensitive”: a weak reason in favour of one judgment cannot “break the tie” or “destabilize” the bal-
ance. In comparison to the strength of similarity reasons, stipulation reasons are too weak to tip the scales.
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stably “in balance”. The standard view should thus be that equibalanced borderline
cases are intrinsically unresolvable.*’

If you don’t share this intuition, note that we implicitly assumed right now that we
can be certain that Herbert is an equibalanced borderline case of baldness. But this
assumes a lot. In practice, we would not be able to locate the exactly-balanced cases.
In BALL GAME 2, one might find it intuitive that a weak reason could become suf-
ficient. But because we never know whether a borderline case is equibalanced, we’d
need more than a weak reason to resolve borderline cases. It would have to outweigh
the reasons on any epistemic possibility, and so we would be back to the problems
regarding the skewed cases.

Here’s a final attempt at defending the Changian view. Maybe, stipulation cre-
ates a second-order reason—a “reason to act for a reason or to refrain from acting
for a reason” (Raz, 1999, p. 39). I have intrinsic reasons to judge that Herbert is not
bald: I could judge that he is bald based on his similarity to the non-bald. When I
nevertheless stipulate that Herbert is bald, I create a second-order reason to refrain
from judging Herbert to be not bald for the (first-order) reason that he’s similar to the
not-bald. This results in conclusive intrinsic reason for judging that Herbert is bald
post-stipulation. Or so the thought goes. I have three replies.

First reply. The existence of second-order reasons is controversial (Clarke, 1977;
Whiting, 2017; Gur, 2018). A key concern is that it seems impossible to act on a
second-order reason—that is, to act for a reason for a reason. The corresponding
challenge for defenders of the Changian view, then, is to show that it’s possible to
refrain from judging that Herbert is not bald for the reason that Herbert is not-bald-
ish for the reason that one stipulated that Herbert is bald. Worse still, the challenge
appears especially pressing for defenders of the Changian view because they cannot
appeal to what is arguably the most state-of-the-art model of acting on second-order
reasons—namely, the one proposed by Keeling (2024). Keeling argues that acting
on a second-order reason involves treating a first-order reason as an appropriate or
inappropriate kind of reason. The added difficulty for defenders of the Changian view
stems from the fact that the intrinsic reasons for categorizing Herbert as bald and as
not bald are of the same kind. Both are similarity reasons. On Keeling’s model, acting
on the stipulation that Herbert is bald involves treating the first-order reason—that
Herbert is not-baldish—as an inappropriate kind of reason. But then the first-order
reason that Herbert is baldish should likewise be considered inappropriate since it is
of the same kind. At this point, all first-order reasons appear to have been ruled out.
This, in turn, seems to render it impossible to act on a reason for a reason—since it
is unclear what the relevant first-order reason could be. Therefore, it is doubtful that
appealing to second-order reasons would dialectically advance the Changian view.

Second reply. Second-order reasons have an impact on @-ing-for-a-reason, not
directly on ¢-ing. So, my stipulation that Herbert is bald could only directly resolve
the second-order question “Should I judge that Herbert is bald for the reason that
he’s not-baldish?”. For one, Chang seems to say that we can directly resolve the first-
order question “Is Herbert bald?” based on how we stipulate (2024, p. 276). But the

35 At least by judgments of the type ‘a is (not) F’. However, the question might be intrinsically resolvable
via rejection.
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weightier issue is that it’s not clear whether a resolution of a second-order question
entails a resolution of the corresponding first-order question. According to Raz, when
there’s a conflict between what we ought to do according to our second-order reasons
and what we ought to do according to our first-order reasons, “we are faced with two
incompatible assessments of what ought to be done” (1999, p. 41). This incompatibil-
ity suggests that after resolution of a second-order question, the first-order question
may remain intrinsically unresolved.>®

Third reply. If stipulation could create a reason to refrain from judging that Her-
bert is not bald based on Herbert’s not-baldishness, his similarity to the non-bald
would cease to matter post-stipulation. We might understand this as an ‘climinating’
of reasons. But the quality of F-ish-ness and not-F-ish-ness would not disappear after
stipulation. Consequently, there is still reason to categorize Herbert as bald and to
categorize him as not-bald post-stipulation. One might then appeal to a weaker sense
where the similarity reasons ‘survive’ but are made irrelevant. But, as said, similarity
appears to provide strong categorization reasons that cannot be rendered irrelevant
so easily. What’s more, as Kiesewetter (ms) argues, a strong first-order reason can
defeat a weak second-order reason. Therefore, I see no reason to assume that similar-
ity reasons cease to matter post-stipulation.

6 Conclusion
I argued that the following view is false:

THE CHANGIAN VIEW If a is a borderline case of F, the question of whether a
is F’ can be intrinsically resolved by arbitrarily stipulating that a is F or that a
is not F.

I argued in Sect. 3 that what I called the “declaration model” of stipulation doesn’t
seem to work for defenders of the Changian view. I then proposed a rough sketch
of an alternative: the “free decision model”. There’s some intuitive pull to believe
that in cases of empty symmetrical reasons, one might intrinsically resolve a case
of indeterminacy via arbitrary stipulation. However, I have argued in Sect. 3.1 that
borderline cases are not cases of empty symmetrical reasons. There are both intrinsic
reasons to answer whether Herbert is bald positively and intrinsic reasons to answer
that question negatively. One motivation for this claim is that being ambivalent
about borderline cases is fitting. Another is that borderline cases come in degrees,
and those degrees plausibly correspond to competing similarities. Moreover, the idea
that borderline cases are intrinsically cases of competing similarity has two explana-
tory merits. First, there are underdetermination-related cases of indeterminacy, and
the absence of competing similarities in such cases explains the difference between
underdetermination and vagueness. Second, the above-cited empirical evidence

36 1t’s instructive that we might regret ¢-ing when not-g-ing is what we ought to do according to our first-
order reasons, but we ¢ because ¢-ing is what we ought to do according to our second-order reasons. For
a discussion of regret in such conflicts, see Whiting (2017).
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gives us robust reasons to believe that we treat borderline cases as cases of competing
similarity. The idea that borderline cases intrinsically are cases of competing similar-
ity is a straightforward explanation for why we do so. I then argued in Sect. 3.2 that
claiming that stipulation creates an outweighing first-order reason or an exclusionary
second-order reason appears unintuitive and unmotivated. This ultimately renders the
idea that we can intrinsically resolve whether a non-absolute borderline case a is F' by
arbitrarily stipulating that a is (not) F unconvincing. At least Chang’s version of the
metaphysics by fiat view fails.

If I’'m correct, Chang’s case for parity is severely weakened. Chang argues that
arbitrary stipulation cannot resolve hard cases. She believes this supports the view
that such cases are not borderline cases but cases of parity. If I’m right, it does not.

Moreover, proponents of theories of vagueness that prima facie seem to entail the
Changian view might want to consider whether they actually want to support this
view. The worries I expressed here might, for instance, motivate supervaluationists
to argue that the sharpening ratio expresses not only degrees of borderlineness but
also degrees of similarity. To me at least, such a version of supervaluationism would
seem more intuitive and better suited to explain recent experimental findings than the
version that Chang proposes.

Finally, this paper makes progress on the characterization problem of vagueness.
Borderline cases can easily be confused with other cases of indeterminacy that might
be resolvable via arbitrary stipulation. Sometimes, introducing a name or declaring
might do. Sometimes, one might be able to “freely decide”. However, vagueness-
related indeterminacy is a different beast.
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