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Abstract

Proactive search in conversations (PSC) aims to reduce user effort

in formulating explicit queries by proactively retrieving useful

relevant information given conversational context. Previous work

in PSC either directly uses this context as input to off-the-shelf

ad-hoc retrievers or further fine-tunes them on PSC data. However,

ad-hoc retrievers are pre-trained on short and concise queries, while

the PSC input is longer and noisier. This input mismatch between

ad-hoc search and PSC limits retrieval quality. While fine-tuning

on PSC data helps, its benefits remain constrained by this input gap.

In this work, we propose Conv2Query, a novel conversation-to-

query framework that adapts ad-hoc retrievers to PSC by bridging

the input gap between ad-hoc search and PSC. Conv2Query maps

conversational context into ad-hoc queries, which can either be

used as input for off-the-shelf ad-hoc retrievers or for further fine-

tuning on PSC data. Extensive experiments on two PSC datasets

show that Conv2Query significantly improves ad-hoc retrievers’

performance, both when used directly and after fine-tuning on PSC.

CCS Concepts

· Information systems → Information retrieval.
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1 Introduction

Proactive search in conversations (PSC) aims to retrieve relevant

documents based on an ongoing conversation without an explicit
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What is a Staffs oatcake? 

Document Fudge

A Staffordshire oatcake is a type of savoury 

pancake made from oatmeal, flour and yeast…

Document

Ad-hoc query

(a) Ad-hoc search. Ad-hoc retrievers are typically trained on concise

ad-hoc queries.

Cheese and ketchup is a good one too. If you want savoury have 

a Staffs oatcake

I really have to disagree with adding sugar to pancakes... The 

sweetness comes from the toppings! but it's also nice to do one 

or two savory with cheese and salami/bacon. 

Conversational history

Current user utterance

A Staffordshire oatcake is a type of savoury 

pancake made from oatmeal, flour and yeast…

Document

(b) Proactive search in a multi-party conversation from the ProCIS

dataset [79]. Two avatars represent two users in the conversation.

Priorwork typically inputs lengthy and noisy conversational context

(e.g., concatenated history and the current utterance) into ad-hoc

retrievers.

Figure 1: Comparison between ad-hoc search and proactive

search in conversations.

query from the user [3, 31, 71, 77, 79]. This contrasts with tradi-

tional ad-hoc or conversational search which typically follows the

popular łqueryśresponsež [35, 41, 99, 100] or łqueryśclarificationž

paradigms [13, 49, 55, 106], where users issue explicit queries, and

then the system retrieves information or asks clarifying questions.

PSC has been shown to not only reduce user effort in formulating

and refining explicit queries in conversations, but also enrich con-

versations by proactively introducing relevant facts and ideas [3].

Specifically, PSC supports conversations in two key ways: (i) Con-

versation contextualisation [31, 71, 79]. PSC can proactively retrieve

relevant documents to clarify concepts or fact-check claims, before

the user explicitly asks for them [31, 71, 79]. E.g., Figure 1b, shows

a conversation about łpancakež, where a user mentions a specific

pancake łStaffs oatcake.ž The search system returns a document

explaining łStaffordshire oatcake,ž helping the user understand it

without needing to search manually (e.g., łWhat is a Staffs oatcake?ž

in Figure 1a). (ii) Interest anticipation [77, 79]. PSC can proactively

64
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retrieve documents aligning with users’ next potential interests

before they ask for them, also known as interest anticipation [77, 79].

As shown in Figure 1b, even without the current user utterance,

after a user states, łit’s also nice to do one or two savoury,ž the

system proactively retrieves information about łStaffordshire oat-

cake,ž a savoury pancake. By retrieving this information in advance,

the system eliminates the need for a manual query (e.g., łWhat

pancakes are savoury?ž) and ensures a natural conversation flow.

Motivation. Existing studies typically feed raw conversational con-

text into off-the-shelf ad-hoc lexical/neural retrievers, or further

fine-tune the neural ones on PSC using this raw context [77, 79].

However, previous work faces three key limitations: (i) Input gap

between ad-hoc pre-training and PSC inference. Directly feeding raw

conversational context into neural retrievers pre-trained on ad-hoc

search data (e.g., MSMARCO [7]) leads to poor retrieval quality [77].

This is due to the mismatch between the input format used in preś

training and inference: ad-hoc neural retrievers are pre-trained on

short and concise queries, whereas in PSC, they receive longer and

noisier conversational contexts. Such a distribution shift between

training and inference hinders retrieval effectiveness [73, 109, 110].

(ii) Input gap between ad-hoc pre-training and PSC fine-tuning. While

further fine-tuning ad-hoc neural retrievers on PSC data improves

performance [77, 79], the retrieval quality might still be limited

by the input mismatches between the source ad-hoc search task

(ad-hoc queries) and the target PSC task (conversational context).

The discrepancy limits neural retrievers’ ability to fully leverage

pre-trained ad-hoc knowledge, hindering effective transfer learn-

ing [82, 105]. (iii) Limited performance of lexical retrievers. Prior

work has shown that traditional lexical retrievers (e.g., BM25 [76])

struggle with verbose conversational contexts [77, 79]. Unlike neu-

ral retrievers, they cannot be fine-tuned on PSC data.

A novel framework for PSC. To tackle the above limitations,

we propose a Conversation-to-Query framework (Conv2Query) for

PSC, which aims to effectively adapt ad-hoc neural retrievers to

PSC. Conv2Query aims to transform lengthy, noisy conversational

context into short, concise ad-hoc queries that closely resemble the

format of queries in widely-used ad-hoc search datasets, like MS

MARCO [7]); these datasets have been widely-used for training

numerous state-of-the-art retrievers [29, 30, 50, 95]. We hypothesise

that Conv2Query can effectively improve the performance of ad-hoc

neural retrievers on PSC by providing ad-hoc queries during both

inference and fine-tuning on PSC data; and Conv2Query can also

effectively improve lexical retrievers’ performance by delivering

concise queries that eliminate noises in conversational contexts.

Learning pseudo ad-hoc query targets. Modelling Conv2Query

poses a key challenge. In PSC, users’ search intents for each conver-

sational context are implicit, andwe need to generate ad-hoc queries

that reveal the implicit search intent for each context. However,

no ground-truth ad-hoc query training targets revealing implicit

search intents are available to optimise the mapping in Conv2Query.

Also, our preliminary experiments show that directly prompting

large language models (LLMs) to generate ad-hoc queries from ver-

bose conversational context yields limited retrieval performance.

To overcome the issue, we propose to generate pseudo ad-hoc

query training targets for Conv2Query from annotated relevant

documents for each conversational context. Because users’ implicit

search intents are well reflected in the relevant documents, the

query targets generated from relevant documents have the poten-

tial to capture the implicit search intents. To perform the document-

to-query mapping process, we leverage a Doc2Query model [32, 69]

because it has been pre-trained on ad-hoc search data to take a

document as input and generate ad-hoc queries that the document

might answer. Following prior work [32], we first use Doc2Query to

generate a set of queries for each relevant document, and then use

queryśdocument relevance filtering to select the optimal query tar-

get. The filtering ensures that the selected target is highly relevant

to the relevant document for a conversational context.

A new query filtering mechanism for PSC. We find that queryś

document relevance filtering often creates a semantic gap between

pseudo ad-hoc query targets and their conversational context, mak-

ing it harder for the LLM to learn an effective mapping. E.g., in the

case illustrated in Figure 1b, a query like łWhat is a Staffordshire

oatcake?ž ranks high in queryśdocument relevance but lacks se-

mantic alignment with the conversational context. In contrast, a

query like łWhat are recipes for savoury oatcakes?ž is both rele-

vant to the document and aligned with the conversation. However,

queryśdocument relevance filtering tends to overlook such contex-

tually aligned queries. To address this issue, we propose QF-DC, a

query filtering mechanism that selects optimal query targets based

on both document relevance and contextual alignment.

Experiments. We find that Conv2Query significantly improves

the performance of reusing off-the-shelf ad-hoc lexical/neural re-

trievers on PSC (Section 6.1). Conv2Query enables off-the-shelf

ad-hoc neural retrievers to achieve retrieval quality on par with

or better than the ones fine-tuned on PSC with raw context. Also,

Conv2Query improves the performance of ad-hoc neural retrievers

after further fine-tuning them on PSC (Section 6.2). Furthermore,

we assess the impact of query filtering (Section 7.1), indicating that

QF-DC leads to faster convergence and higher retrieval quality.

Moreover, we find that Conv2Query performs consistently well in

various LLM configurations (Section 7.2).

Contributions. Our main contributions are as follows:

• We propose Conv2Query for PSC, which effectively adapts ad-

hoc retrievers to PSC by bridging the input gap between ad-hoc

pre-training and PSC fine-tuning/inference.

• We devise a query filtering mechanism (QF-DC) that selects opti-

mal pseudo ad-hoc query targets based on both document rele-

vance and alignment with conversational context.

• Experimental results show that Conv2Query significantly im-

proves the performance of reusing off-the-shelf ad-hoc retrievers

and their performance after fine-tuning on PSC. We release our

code and data at https://github.com/ChuanMeng/Conv2Query.

2 Related work

2.1 Proactive search in conversations

2.1.1 Proactive search. Unlike traditional search following a łqueryś

responsež paradigm, where users issue explicit queries and the

system retrieves information, proactive search (PS) is query-free,

which aims to retrieve relevant information without the user explic-

itly submitting a query [38]. Because there is no explicit user query,

PS utilises users’ latent information needs inferred from users’
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contexts to perform search. PS has been explored by using various

users’ contexts, including but not limited to users’ historical queries

(past queries issued by the user, or similar queries issued by other

users) [26, 80, 81], web pages browsed by users [16, 46], information

about tasks being performed by users (e.g., documents/emails they

are reading or writing) [25, 40, 74, 75, 89ś91], physical attributes

(e.g., time or location) [28, 83, 85, 97], query description [2], on-

going stream of TV broadcast news [34], user status text in social

media [72], and conversational context [77, 79].

2.1.2 Proactive search in conversations. Proactive search in conver-

sations (PSC) has recently gained increased attention but remains

under-explored [31, 77, 79]. Andolina et al. [3] carry out a user study

to show the benefits of PSC. In the study, participants have conver-

sations while accessing a proactive search system that monitors

conversation, detects entities mentioned in the conversation and

proactively retrieves and presents documents/entities relevant to

the conversation. They found that PSC supports conversations with

facts/ideas, and reduces users’ effort needed to formulate and refine

explicit queries. A key bottleneck in developing PSC models is the

lack of benchmarks. Ganguly et al. [31] introduce the Retrieval

from Conversational Dialogues (RCD) benchmark for PSC, which

encourages research on developing systems capable of proactively

retrieving relevant documents to contextualise hard-to-understand

concepts within a conversation. On this dataset, Pal and Ganguly

[71] propose to identify text windows that are likely to be hard-to-

understand concepts in conversations, and then perform retrieval

based on the identified text windows. However, RCD is limited by its

small scale and reliance on movie scripts for conversations, making

it less realistic. Furthermore, Ros et al. [77] introduce the Web-

Disc dataset, a larger and more realistic alternative. It uses Reddit

threads as conversations, where users include hyperlinks to exter-

nal webpages. These hyperlinks often serve as citations or provide

additional context, supporting ongoing discussions. Recognising

this, Ros et al. [77] regard the linked webpages as relevant docu-

ments tied to Reddit threads. Recently, Samarinas and Zamani [79]

curate the ProCIS dataset using a similar approach. ProCIS stands

out with a larger corpus and training dataset. On both datasets,

Ros et al. [77], Samarinas and Zamani [79] feed the raw conversa-

tional context into either a lexical retriever or a neural retriever

pre-trained on ad-hoc search data. They also further fine-tune these

neural retrievers on PSC training data before retrieval.

Our work differs from these studies, as we propose to transform

conversational context into ad-hoc queries before using ad-hoc

lexical/neural retrievers.

2.2 Query prediction

Our work is related to two key research directions in query predic-

tion: Doc2Query and next query prediction.

2.2.1 Doc2Query. Given a source document, Doc2Query is a pro-

cess of generating queries that the document might answer [70].

Doc2Query has demonstrated benefits in document expansion [9,

32, 69] and synthetic data generation [12, 17, 37]. In the former,

Doc2Query generates a set of relevant queries for each document

and appends them to the document before indexing; this expansion

improves retrieval quality by bridging term mismatches between

user queries and relevant documents. In the latter, Doc2Query gen-

erates queries likely relevant to a given document, where each

queryśdocument pair forms a positive training example used to

train traditional neural ranking models [12, 14, 17, 37] or generative

retrieval models [103, 109]. Additionally, Previous work [32, 37]

found that some generated queries are irrelevant to the source

document, potentially hurting the performance of downstream

applications using these queries. To address this issue, these stud-

ies [32, 37] use a query filtering mechanism to remove irrelevant

generated queries based on their relevance to the source document.

Ourwork differs from previous studies in three key aspects: (i) we

propose Conv2Query that generates ad-hoc queries from conversa-

tional context instead of documents; (ii) we leverage Doc2Query

to create training data of ad-hoc queries, enabling Conv2Query to

learn the mapping from conversation context to ad-hoc queries; and

(iii) we propose a query filtering mechanism based on queryśconver-

sation relevance, ensuring that our ad-hoc query pseudo labels align

closely with both target document and conversational context.

2.2.2 Query suggestion. Query suggestion (a.k.a query recommen-

dation) is a core task in session search [10, 11, 43]. It aims to predict

the next user query given past users’ search behaviours. Query

suggestion can assist users in formulating their queries [78], which

is particularly valuable when an information need requires multi-

ple searches [27]. Specifically, query suggestion has been studied

to predict the next query based on various types of information,

such as user historical queries in the current or previous search

sessions [15, 18, 67, 78, 86], user feedback on the search result (such

as browsing and clicks) [93], or pre-search context (e.g., the news

article a user browsed before the search) [39].

Unlike query suggestion, which predicts the next query based

on session search data (e.g., query logs or clickthrough data), our

work is to generate queries directly from noisy and verbose con-

versational context, without an explicit user query at the moment.

Additionally, it is important to note that Yang et al. [98] focus on

selecting the next question a user might ask in a conversation from

a predefined pool of user question candidates. We differ as we gen-

erate queries from the conversational context without relying on

an existing set of user question candidates.

2.3 Conversational search

Conversational search aims to retrieve relevant documents for users’

context-dependent queries in a multi-turn conversation [1, 61, 63].

These context-dependent queries often contain omissions, corefer-

ences or ambiguities, making it difficult for ad-hoc search methods

to capture the underlying information need. Two main research di-

rections address the context-dependent query understanding prob-

lem: conversational query rewriting and conversational dense re-

trieval. Conversational query rewriting aims to transform context-

dependent queries into self-contained ones [35, 41, 52, 53, 60, 62,

64, 99ś101], while conversational dense retrieval trains a query

encoder to encode the current user query and conversational his-

tory into a contextualized query embedding that is expected to

implicitly represent the information need of the current query in a

latent space [33, 47, 51, 65, 66, 102].

The key difference between PSC and conversational search is

that conversational search has explicit user query at each turn,
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whereas PSC operates on conversation context alone, without a

current explicit user query. Note that we do not use conversational

query rewriting methods as baselines in this paper, because there is

no explicit user query in PSC for rewriting, making these methods

inapplicable to PSC.

2.4 Proactive response prediction

Proactive conversational response prediction aims to produce a

system response that guides the conversation direction [19, 20, 23,

44, 45]. Various types of proactive response prediction have been ex-

plored, such as clarifying question prediction [13, 21, 22, 106], user

preference elicitation [107], persuasion [59], target-steering [92,

108], item recommendation [87], suggesting follow-up questions [13,

42, 88, 96], and providing additional information [8, 42]. Amongst

these, providing additional information is most relevant to PSC,

which aims to proactively produce a response offering supplemen-

tary and useful information not explicitly requested by users [8, 42].

For example, a recent study [42] prompt LLMs to generate a proac-

tive response that consists of the answer to the user’s query and a

proactive element, which refers to new information related to the

initial query. However, instead of focusing on response generation,

PSC focuses on retrieving relevant documents to offer additional

information to users in the absence of an explicit user query.

3 Task definition

Given a conversational context 𝐶𝑡 at turn 𝑡 and a corpus of doc-

uments 𝐷 = {𝑑1, 𝑑2, · · · , 𝑑 |𝐷 | }, the goal of PSC is to develop a

ranking model that retrieves a ranked list of 𝑘 documents 𝐷𝑡 =

{𝑑𝑡,1, 𝑑𝑡,2, · · · , 𝑑𝑡,𝑘 } from 𝐷 ; 𝐷𝑡 provides relevant information (e.g.,

facts or ideas) to support 𝐶𝑡 [79]. Note that a user utterance in

the conversational context 𝐶𝑡 can take any form and is not nec-

essarily a query. Following Ros et al. [77], we study two settings:

(i) Conversation contextualisation (referred to as the łfullž setting

in [77]): 𝐶𝑡 consists of user utterances from turns 1 to 𝑡 , including

the conversational history {𝑢1, 𝑢2, . . . , 𝑢𝑡−1} (user utterances up to

turn 𝑡 − 1) and the current user utterance 𝑢𝑡 at turn 𝑡 . The goal is to

retrieve relevant documents 𝐷𝑡 to clarify hard-to-understand con-

cepts mentioned in𝑢𝑡 or to verify factual claims made by the user in

𝑢𝑡 . (ii) Interest anticipation (referred to as the łproactivež setting in

[77]): 𝐶𝑡 consists of conversational history {𝑢1, 𝑢2, · · · , 𝑢𝑡−1} with

user utterances up to turn 𝑡 − 1. The aim is to retrieve documents

𝐷𝑡 aligned with the user’s interest at turn 𝑡 . In other words, the

ranking model 𝑓 must anticipate the information the user is likely

to explore at turn 𝑡 , based on the conversational history up to turn

𝑡 − 1. Ros et al. [77] has shown that this setting is more challenging

than conversation contextualisation.

Ros et al. [77] also explore the łlastž setting, where 𝐶𝑡 includes

only the current user utterance 𝑢𝑡 ; they found that retrievers per-

form similarly whether they use only the current user utterance 𝑢𝑡
or combine it with the conversational history. We exclude this set-

ting, as we believe only using the current utterance is insufficient for

practical applications that often require context from prior interac-

tions. Additionally, Samarinas and Zamani [79]consider a łreactivež

setting, where retrieval occurs only after a conversation reaches

its final turn 𝑇 . We do not adopt this setting, as it not suitable for

delivering timely information to support ongoing conversations.

4 Method

Conv2Query consists of five phases: (i) generating ad-hoc queries

from documents, (ii) query filtering by relevance to documents

and conversations, (iii) learning to generate ad-hoc queries from

conversations, (iv) at inference, generating ad-hoc queries for re-

trieval, and (v) (optionally) fine-tuning ad-hoc retrievers via filtered

ad-hoc queries. Note that phases (i) and (ii) correspond to training

data preparation for Conv2Query, (iii) concerns the training of

Conv2Query, and (iv) pertains to inference.

In (i), we leverage a Doc2Query model to generate 𝑛 ad-hoc

query candidates from a document (see Section 4.1); in (ii), we

introduce a novel query filtering mechanism (QF-DC) that evaluates

queryśdocument relevance and queryśconversation alignment to

select the optimal ad-hoc query target that is relevant to both its

source documents and conversational context (see Section 4.2). In

(iii), we fine-tune Conv2Query model to learn the mapping from a

conversational context to its filtered ad-hoc query (see Section 4.3).

(iv), at inference, given a conversational context, we generate an

ad-hoc query to be used with any ad-hoc retriever (see Section 4.4).

(v) is optional: we fine-tune an ad-hoc neural retriever on PSC by

using our filtered ad-hoc queries produced in (ii) (see Section 4.5).

4.1 Generating ad-hoc queries from documents

For a conversational turn 𝑡 annotated with a relevant document

𝑑+𝑡 , we leverage a Doc2Query [9, 69] model to map 𝑑+𝑡 to a set of 𝑛

ad-hoc query candidates that 𝑑+𝑡 might answer. Formally,

{𝑞𝑡,1, 𝑞𝑡,2, . . . , 𝑞𝑡,𝑛} = fDoc2Query (𝑑
+
𝑡 ), (1)

where {𝑞𝑡,1, 𝑞𝑡,2, . . . , 𝑞𝑡,𝑛} represent 𝑛 generated ad-hoc query can-

didates. Doc2Query models excel at generating ad-hoc queries from

documents due to its pre-training on queryśdocument pairs from

MS MARCO [7], a widely-used ad-hoc search dataset; the model

architecture can be based on a language model (e.g., T5 [32, 69],

Llama 2 [9]).

4.2 Query filtering by relevance to documents
and conversations

We propose a query filtering mechanism that evaluates both queryś

document relevance and queryśconversation relevance, ensuring

the selection of queries that are highly relevant to their source

document while also align with the corresponding conversational

context. Specifically, given the generated 𝑛 ad-hoc query candi-

dates {𝑞𝑡,1, 𝑞𝑡,2, . . . , 𝑞𝑡,𝑛}, we select an optimal query candidate 𝑞∗𝑡
by identifying the query candidate with the highest aggregated

score across all 𝑛 candidates. This score is derived by aggregating

the queryśdocument relevance and queryśconversation relevance

scores. Formally,

𝑖∗ = arg max
𝑖∈{1,...,𝑛}

𝑠𝑡,𝑖 ,

𝑞∗𝑡 =𝑞𝑡,𝑖∗ ,

𝑠𝑡,𝑖 =faggregate (𝑠
𝑞𝑑
𝑡,𝑖 , 𝑠

𝑞𝑐
𝑡,𝑖 ) ∈ R,

(2)

where 𝑠𝑡,𝑖 represents the aggregated score for the 𝑖-th query can-

didate 𝑞𝑡,𝑖 , calculated using the aggregation function faggregate (·, ·)
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Instruction: Based on the following conversation history

and the current user utterance, please generate a search

query that retrieves documents relevant to the current

user utterance.

Conversational history: {}

Current user utterance: {}

Generated query:

Figure 2: Prompt for conversation contextualisation.

(e.g., summation). 𝑠
𝑞𝑑
𝑡,𝑖 and 𝑠

𝑞𝑐
𝑡,𝑖 denote the queryśdocument rele-

vance score and the queryśconversation relevance score for 𝑞𝑡,𝑖 , re-

spectively. We follow Gospodinov et al. [32] to compute the queryś

document relevance score 𝑠
𝑞𝑑
𝑡,𝑖 :

𝑠
𝑞𝑑
𝑡,𝑖 = frelevance (𝑞𝑡,𝑖 , 𝑑

+
𝑡 ) ∈ R, (3)

where frelevance (·, ·) is a relevance prediction model that maps a

queryśdocument pair to a relevance score, with higher scores rep-

resenting greater relevance. frelevance (·, ·) can be either a re-ranker

(e.g., MonoT5 [68]) or a retriever (e.g., TCT-ColBERT [48]). We

calculate the queryśconversation relevance score 𝑠
𝑞𝑐
𝑡,𝑖 in a similar

way:

𝑠
𝑞𝑐
𝑡,𝑖 = frelevance (𝑞𝑡,𝑖 ,𝐶𝑡 ) ∈ R, (4)

where the value of 𝑠
𝑞𝑐
𝑡,𝑖 is higher if 𝑞𝑡,𝑖 is more relevant to its corre-

sponding conversational context.

4.3 Learning to generate ad-hoc queries from
conversations

We treat the selected ad-hoc query 𝑞∗𝑡 as a learning target and pair it

with the corresponding conversational context𝐶𝑡 to form a training

data point (𝐶𝑡 ,𝑞
∗
𝑡 ). It enables us to train our Conv2Query model

in mapping from a conversational context 𝐶𝑡 to 𝑞∗𝑡 , represented

as 𝐶𝑡 → 𝑞∗𝑡 . The loss function for a conversation with 𝑇 turns is

defined as follows:

L(𝜃𝐶𝑜𝑛𝑣2𝑄𝑢𝑒𝑟𝑦) = −
1

𝑍

𝑇∑︁

𝑡 ∈{𝑡 |𝐼 (𝑡 )=1}

log 𝑃 (𝑞∗𝑡 | prompt(𝐶𝑡 )), (5)

where 𝐼 (𝑡) is an indicator function that equals to 1 if turn 𝑡 is

annotated with a relevant document and 0 otherwise.𝑍 =

∑𝑇
𝑖=1 𝐼 (𝑡).

prompt(·) is a prompt to instruct the Conv2Query model.

4.4 Generating ad-hoc queries for retrieval

At inference time, the trained Conv2Query model takes a conversa-

tional context 𝐶𝑡 at turn 𝑡 as input and generates an ad-hoc query

𝑞′𝑡 . This query 𝑞
′
𝑡 is then passed to a retrieval system, which returns

a ranked list of relevant documents 𝐷𝑡 :

𝑞′𝑡 =fConv2Query (prompt(𝐶𝑡 )),

𝐷𝑡 =fretriever (𝑞
′
𝑡 ).

(6)

4.5 Retriever fine-tuning using pseudo queries

For each conversational context 𝐶𝑡 , we pair its selected optimal

ad-hoc query 𝑞∗𝑡 (Section 4.2) with the corresponding relevant doc-

ument 𝑑+𝑡 to create a positive training example (𝑞∗𝑡 , 𝑑
+
𝑡 ). We then

Instruction: Based on the following conversation history,

please generate a search query that retrieves documents

relevant to the next expected utterance.

Conversational history: {}

Generated query:

Figure 3: Prompt for interest anticipation.

sample negative documents for 𝐶𝑡 following standard neural re-

trieval practices and use both positive and negative examples to

fine-tune a specific ad-hoc retriever on PSC.

5 Experimental setup

Research questions. Our work is steered by the following research

questions:

RQ1 To what extent does Conv2Query bridge the input gap be-

tween ad-hoc pre-training and PSC inference under conver-

sation contextualisation and interest anticipation settings?

RQ2 How well Conv2Query bridge the input gap between ad-hoc

pre-training and PSC fine-tuning under the two settings?

RQ3 To what extent does our proposed query filtering mechanism

(QF-DC) improve Conv2Query’s performance?

RQ4 To what extent the choice of LLMs impact Conv2Query’s

performance?

Datasets. We use two recent large-scale datasets for proactive

search in multi-party conversations: ProCIS [79] and WebDisc [77]:

• ProCIS [79] consists of Reddit threads where multiple users en-

gage in discussions; each conversation (thread) includes at least

one utterance (comment) that containsWikipedia hyperlinks; the

hyperlink is added by the user when posting the comment. These

user-added Wikipedia articles serve as retrieval targets (sparse

relevance judgments) because they frequently offer additional

context or background information relevant to the ongoing con-

versation. The dataset has a corpus of 5,315,384 Wikipedia arti-

cles; the average article length is 145.88 tokens (Llama tokenizer).

The dataset has four subsets: train, dev, future-dev, and test, con-

taining 2,830,107, 4,165, 3,385, and 100 conversations (threads),

respectively. The average number of turns per conversation in

these subsets is 5.41, 4.91, 4.48, and 4.49. The future-dev set only

contains conversations that occur chronologically after those in

the training set; so it can be used to evaluate a retrieval model’s

ability to generalise to newly emerging concepts and topics not

seen during training. The test set contains turn-level human-

annotated dense relevance judgments, while other sets only has

turn-level sparse relevance judgments based on user-included

Wikipedia articles. On the test set, each turn with associated

relevant documents has an average of 2.30 relevant documents.

• WebDisc [77] is built in a similar way to ProCIS, consisting

of Reddit threads with turn-level sparse relevance judgments

derived from user-added webpage hyperlinks. This dataset has

a corpus of 98,231 webpages not limited to Wikipedia. Ros et al.

[77] truncate overly long webpages to ensure compatibility with

passage ranking models. The dataset is split into train, validation

and test sets, containing 128,404, 15,344 and 15,249 turns with

user-added webpages, respectively.
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For both datasets, raw links are already removed from Reddit utter-

ances. In a conversation (i.e., thread), only certain user utterances

(i.e., comments) are associated with hyperlinks or human-labelled

documents. Thus, the assumption is that a PSC retriever should

perform retrieval at those turns.

Baselines. We use retrievers under two settings: off-the-shelf ad-

hoc retrievers or these further fine-tuned on PSC.

For off-the-shelf ad-hoc retrievers, we evaluate them by feeding

them three types of input without any fine-tuning on PSC data. First,

following Ros et al. [77], we feed conversational context into off-

the-shelf ad-hoc retrievers. Specifically, we use one lexical retriever

BM25 [76], and three neural retrievers that are pre-trained on the

widely-used ad-hoc search dataset MS MARCO [7]. For the neural

ones, we consider one learned sparse retriever, SPLADE++ [29]

(splade-cocondenser-ensembledistil), and two dense retriev-

ers: ANCE [95] (ance-msmarco-passage), and RepLLaMA [50]

(repllama-v1-7b-lora-passage), an LLM-based state-of-the-art

retriever. Second, we consider two methods specifically designed

for PSC, which first process the conversational context before using

off-the-shelf ad-hoc retrievers: (i) Text Window [71] first extracts

text segments with size 𝑘 for the conversational context, and selects

those likely to achieve high retrieval quality. Following Pal and Gan-

guly [71], we use the query performance prediction (QPP) method

NQC [84] to estimate retrieval quality and set 𝑘 = 5. However,

we replace the original LM-Dirichlet [104] retriever with the more

recent and effective RepLLaMA. (ii) LMGR [79] first uses an LLM

to generate 𝑛 text descriptions for conversational context; then it

retrieves 𝑘 documents per description, and use an LLM to select the

document that best matches each description. We follow Samarinas

and Zamani [79] in using OpenChat-3.5 (enhanced Mistral-7B) as

the LLM, with 𝑛 = 20 and 𝑘 = 5, but replace the original ANCE re-

triever with the more recent RepLLaMA for consistency. Third, we

assess a Conv2Query variant that relies solely on prompting (only

using Equation 4.4). It directly prompts an LLM to generate ad-hoc

queries from conversational context. We apply 1-shot and 2-shot

prompting, denoted as Conv2Query-1-S and Conv2Query-2-S. 1

The queries generated by Conv2Query-1-S/-2-S are then fed into

RepLLaMA for retrieval.

Regarding the ad-hoc retrievers further fine-tuned on PSC, we

use the three neural retrievers, ANCE [95], SPLADE++ [29] and

RepLLaMA [50], each fine-tuned on PSC data. All are fed with

conversational context during fine-tuning on PSC.

Evaluation metrics. We follow Ros et al. [77] to use Precision@1

(P@1) and MRR@10 as our evaluation metrics for dev/val sets of

both datasets. This choice is made because these sets only con-

tain sparse relevance judgments. Moreover, as PSC is designed for

conversational scenarios, it prioritises retrieving the most relevant

document at the top of the ranked list. Therefore, precision-oriented

metrics like Precision and MRR are particularly suitable.

For the ProCIS test set, which contains dense relevance judg-

ments, we further use npDCG, a metric proposed by Samarinas and

Zamani [79] specifically tailored to PSC. Unlike nDCG [36], npDCG

has three features: (i) it aggregates DCG/iDCG values across all

1 We randomly sample one or two training examples respectively, each consisting of
a conversational context and its ad-hoc query selected by QF-DC from Doc2Query
candidates.

turns per conversation into a single score; (ii) it avoids reward-

ing a retrieval model for returning the same relevant document

across multiple turns; and (iii) it evaluates the timing prediction of

a PSC system: a retriever can gain only when retrieving at turns

with annotated judgments; the retriever incurs no gain/cost if it

skips retrieval at a turn or retrieves at a turn without any anno-

tated judgments. Because each turn with associated judgements

has 2.30 relevant documents on average, we use a cut-off of 5 for

npDCG. Note that our work focuses only on what to retrieve, and

leaves retrieval timing prediction for future work. So we assume

perfect timing prediction and perform retrieval only at turns with

annotated documents.

Implementation details.We performBM25 retrieval via Pyserini;

for ProCIS, we set 𝑘1 = 0.9 and 𝑏 = 0.4; for WebDisc, we follow

Ros et al. [77] to set 𝑘1 = 8, 𝑏 = 0.99 for the conversation contextu-

alisation setting, and 𝑘1 = 7, 𝑏 = 0.99 for the interest anticipation

setting. For all neural retrievers fed with conversational context,

we observe that the default truncation length (e.g., 32 tokens) of the

query encoders used on MS MARCO substantially reduces retrieval

quality, as lots of important information in the lengthy conversa-

tional context is truncated. Thus, we set the truncation length for

query encoders to 512, which exceeds the average conversational

context length. To further fine-tune a neural retriever on PSC, we

randomly sample negative documents from a mix of top 200 hard

negatives retrieved by BM25 using the conversational history alone

and the history combined with the user’s current utterance, increas-

ing negative diversity. All neural retrievers use the same negative

samples during fine-tuning on PSC data.

Regarding our method, for Doc2Query 2 in Equation 1, we use

doc2query-T53; we generate 100 queries per document (𝑛 = 100

in Equation 1); to ensure that the generated ad-hoc query candi-

dates are both diverse and relevant to their source document, we

follow [69, 109] to adopt a top-𝑘 sampling strategy (𝑘 = 10) during

the query generation. We use RankLLaMA [50]4 as the relevance

model (Equations 3 and 4) for query filtering. We use summation

as the aggregation function in Equation 2. For each conversational

context with multiple relevant documents, we apply the processes

in Sections 4.1 and 4.2 to each document, and concatenate the se-

lected queries into a single learning target; further exploration of

handling multiple relevant documents is left for future work. For

the Conv2Query model (Equations 5 and 6), we initialise it with

Mistral-7B-Instruct-v0.3. We use the prompts illustrated in

Figures 2 and 3 for the contextualisation and interest anticipation

settings, respectively. We fine-tune the Conv2Query model on the

training set using QLoRA [24] for one epoch. All experiments are

conducted on 4 NVIDIA A100 GPUs (40GB). For neural retrievers

using queries generated by Conv2Query, we set the truncation

length of the query encoders to 32 tokens.

6 Results

6.1 From ad-hoc pre-training to PSC inference

To answerRQ1, we present results of off-the-shelf ad-hoc retrievers

using conversational context, text windows/descriptions and ad-hoc

2 We experimented with Doc2Query-Llama2 [9] without notable improvement over

Doc2Query-T5. 3 https://huggingface.co/BeIR/query-gen-msmarco-t5-large-v1
4 https://huggingface.co/castorini/rankllama-v1-7b-lora-passage
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Table 1: Results of reusing off-the-shelf ad-hoc retrievers under the conversation contextualisation and interest anticipation

settings. Conversational context in the former includes both conversational history and the current user utterance, while in the

latter, it consists only of conversational history. łPTž and łInfž indicate retriever inputs during ad-hoc pre-training and PSC

inference, respectively; łQž denotes ad-hoc queries; łConvž denotes conversational context; łText winž and łLMGRž denote

two baselines that convert conversational context into text segments and descriptions, respectively; Conv2Q-1-S/-2-S denote

the prompting-only variant of our method; and ł Conv2Qž denotes our method Conv2Query. The best value in each column is

bold-faced. ∗ denotes a significant improvement when a retriever uses Conv2Query-generated queries at inference, compared

to the same retriever with other inputs (paired 𝑡-test, 𝑝-value < 0.05).

ProCIS WebDisc

Retriever PT Inf
dev future-dev test val test

P@1 MRR@10 P@1 MRR@10 npDCG@5 MRR@10 P@1 MRR@10 P@1 MRR@10

C
o
n
v
er
sa
ti
o
n
al
C
o
n
te
x
tu
al
.

BM25 - Conv 0.082 0.123 0.265 0.295 0.043 0.052 0.205 0.281 0.199 0.277

ANCE Q Conv 0.067 0.093 0.187 0.215 0.031 0.044 0.112 0.157 0.111 0.155

SPLADE++ Q Conv 0.144 0.219 0.343 0.398 0.115 0.136 0.170 0.250 0.160 0.249

RepLLaMA Q Conv 0.186 0.256 0.377 0.428 0.132 0.164 0.204 0.280 0.199 0.274

RepLLaMA Q Text win 0.187 0.252 0.401 0.452 0.139 0.174 0.225 0.297 0.218 0.291

RepLLaMA Q LMGR 0.203 0.267 0.387 0.440 0.146 0.184 0.222 0.291 0.213 0.295

RepLLaMA Q Conv2Q-1-S 0.311 0.385 0.459 0.522 0.261 0.368 0.234 0.302 0.232 0.314

RepLLaMA Q Conv2Q-2-S 0.315 0.393 0.462 0.527 0.266 0.369 0.246 0.311 0.247 0.316

BM25 - Conv2Q 0.323∗ 0.409∗ 0.399∗ 0.493∗ 0.209∗ 0.288∗ 0.283∗ 0.358∗ 0.274∗ 0.349∗

ANCE Q Conv2Q 0.434∗ 0.501∗ 0.516∗ 0.576∗ 0.289∗ 0.386∗ 0.284∗ 0.352∗ 0.278∗ 0.347∗

SPLADE++ Q Conv2Q 0.522∗ 0.588∗ 0.612∗ 0.665∗ 0.351∗ 0.477∗ 0.312∗ 0.381∗ 0.302∗ 0.375∗

RepLLaMA Q Conv2Q 0.556∗ 0.611∗ 0.638∗ 0.685∗ 0.361∗ 0.494∗ 0.341∗ 0.417∗ 0.333∗ 0.410∗

In
te
r e
st
A
n
ti
ci
p
at
io
n

BM25 - Conv 0.028 0.043 0.051 0.070 0.017 0.015 0.088 0.131 0.085 0.127

ANCE Q Conv 0.038 0.051 0.056 0.070 0.019 0.021 0.056 0.082 0.054 0.080

SPLADE++ Q Conv 0.079 0.095 0.096 0.147 0.049 0.059 0.071 0.114 0.086 0.119

RepLLaMA Q Conv 0.090 0.126 0.137 0.183 0.053 0.064 0.098 0.143 0.096 0.141

RepLLaMA Q Text win 0.092 0.129 0.141 0.183 0.057 0.065 0.101 0.143 0.098 0.143

RepLLaMA Q LMGR 0.098 0.133 0.145 0.191 0.059 0.070 0.105 0.151 0.102 0.149

RepLLaMA Q. Conv2Q-1-S 0.111 0.155 0.168 0.212 0.084 0.113 0.127 0.172 0.127 0.172

RepLLaMA Q. Conv2Q-2-S 0.113 0.159 0.171 0.216 0.087 0.116 0.130 0.175 0.130 0.175

BM25 - Conv2Q 0.134∗ 0.174∗ 0.170∗ 0.214∗ 0.073∗ 0.102∗ 0.145∗ 0.209∗ 0.145∗ 0.205∗

ANCE Q Conv2Q 0.172∗ 0.206∗ 0.223∗ 0.252∗ 0.095∗ 0.121∗ 0.141∗ 0.198∗ 0.142∗ 0.190∗

SPLADE++ Q Conv2Q 0.208∗ 0.238∗ 0.261∗ 0.286∗ 0.101∗ 0.131∗ 0.151∗ 0.208∗ 0.152∗ 0.204∗

RepLLaMA Q Conv2Q 0.218∗ 0.248∗ 0.272∗ 0.300∗ 0.123∗ 0.158∗ 0.166∗ 0.238∗ 0.166∗ 0.235∗

queries generated by Conv2Query and its prompting-only variant

(Conv2Q-1-S/-2-S), on ProCIS andWebDisc, under the conversation

contextualisation and the interest anticipation settings in Table 1.

We have four main observations. First, Conv2Query-generated

queries lead to a significant improvement in retrieval quality for the

lexical retriever BM25 compared to using conversational context,

across all metrics, evaluation sets and settings. E.g., Conv2Query

improves BM25’s MRR@10 values by 0.241, 0.198, and 0.236 on the

ProCIS dev, future-dev, and test sets under conversation contextuali-

sation, and by 0.131, 0.144, and 0.087 under interest anticipation. We

attribute this improvement to Conv2Query’s ability to remove noise

from raw conversational contexts and generate queries containing

keywords that reflect users’ implicit information needs.

Second, all ad-hoc neural retrievers using Conv2Query-generated

queries significantly outperform their counterparts using conver-

sational context across all metrics, evaluation sets and settings.

For instance, Conv2Query improves RepLLaMA’s MRR@10 values

by 0.355, 0.257 and 0.330 on the ProCIS dev, future-dev, and test

sets under conversation contextualisation, and by 0.122, 0.117 and

0.094 under interest anticipation. The improvement demonstrates

that Conv2Query effectively adapts off-the-shelf ad-hoc neural re-

trievers to PSC by resolving input mismatches, without requiring

retriever fine-tuning on PSC.

Third, Conv2Query outperforms Text Window and LMGR by a

large margin across all settings. We attribute this to two key advan-

tages of Conv2Query: (i) Conv2Query generates ad-hoc queries that

closely resemble those in ad-hoc search datasets used for ad-hoc

retriever pre-training, whereas Text Window and LMGR return

text segments or descriptions, causing an input format mismatch.

(ii) Conv2Query captures users’ implicit search intents by learning

to generate queries that effectively retrieve the annotated relevant

documents for a given conversational context. However, the two

baselines lack an effective strategy to ensure their text windows or

descriptions accurately match users’ implicit information needs.
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Table 2: Results of fine-tuning retriever under the conversation contextualisation and interest anticipation settings. Conversa-

tional context in the former includes both conversational history and the current user utterance, while in the latter, it consists

only of conversational history. łPTž, łFTž and łInfž indicate retriever inputs during ad-hoc pre-training, PSC fine-tuning and

PSC inference, respectively; łQž denotes ad-hoc queries; łConvž denotes conversational context; łConv2Qž denotes ad-hoc

queries produced by Conv2Query. The best value in each column is bold-faced. ∗ denotes a significant improvement when a

retriever uses ad-hoc queries during PSC fine-tuning and PSC inference, compared to the same retriever using conversational

context (paired 𝑡-test, 𝑝-value < 0.05).

ProCIS WebDisc

Retriever PT FT Inf
dev future-dev test val test

P@1 MRR@10 P@1 MRR@10 npDCG@5 MRR@10 P@1 MRR@10 P@1 MRR@10

C
o
n
v.
C
o
n
te
x
t. ANCE Q Conv Conv 0.446 0.529 0.548 0.613 0.281 0.420 0.246 0.318 0.247 0.313

SPLADE++ Q Conv Conv 0.491 0.574 0.593 0.658 0.326 0.465 0.311 0.373 0.292 0.376

RepLLaMA Q Conv Conv 0.520 0.603 0.623 0.687 0.355 0.494 0.340 0.402 0.321 0.405

ANCE Q Conv2Q Conv2Q 0.484∗ 0.563∗ 0.579∗ 0.650∗ 0.321∗ 0.457∗ 0.319∗ 0.385∗ 0.308∗ 0.378∗

SPLADE++ Q Conv2Q Conv2Q 0.552∗ 0.620∗ 0.641∗ 0.697∗ 0.386∗ 0.507∗ 0.352∗ 0.424∗ 0.334∗ 0.411∗

RepLLaMA Q Conv2Q Conv2Q 0.588∗ 0.648∗ 0.662∗ 0.717∗ 0.397∗ 0.525∗ 0.383∗ 0.458∗ 0.364∗ 0.445∗

In
te
r.
A
n
ti
c.

ANCE Q. Conv Conv 0.127 0.156 0.144 0.180 0.061 0.076 0.068 0.093 0.061 0.090

SPLADE++ Q Conv Conv 0.154 0.211 0.189 0.241 0.080 0.101 0.105 0.174 0.100 0.171

RepLLaMA Q Conv Conv 0.188 0.244 0.225 0.277 0.106 0.131 0.160 0.229 0.162 0.229

ANCE Q Conv2Q Conv2Q 0.201∗ 0.234∗ 0.252∗ 0.280∗ 0.123∗ 0.151∗ 0.165∗ 0.229∗ 0.160∗ 0.215∗

SPLADE++ Q Conv2Q Conv2Q 0.236∗ 0.265∗ 0.291∗ 0.315∗ 0.131∗ 0.160∗ 0.177∗ 0.238∗ 0.181∗ 0.232∗

RepLLaMA Q Conv2Q Conv2Q 0.244∗ 0.278∗ 0.304∗ 0.334∗ 0.147∗ 0.186∗ 0.197∗ 0.270∗ 0.199∗ 0.270∗

Fourth, Conv2Query significantly outperforms its prompting-

only variant (Conv2Q-1-S/-2-S) in retrieval performance. We think

this is because fine-tuning provides Conv2Query with extensive

training signals to learn to generate queries that accurately align

with the annotated relevant documents for each conversational

context, effectively capturing users’ implicit information needs.

6.2 From ad-hoc pre-training to PSC fine-tuning

To answerRQ2, we examine the performance of further fine-tuning

three ad-hoc retrievers (ANCE, SPLADE++ and RepLLaMA) on PSC

training data using raw conversational context and our generated

pseudo ad-hoc queries, on ProCIS andWebDisc, under the conversa-

tion contextualisation and interest anticipation settings, in Table 2.

For further fine-tuning using pseudo ad-hoc queries, we fine-tune

each retriever using optimal pseudo ad-hoc queries selected by

QF-DC from Doc2Query-generated candidates (see Section 4.5).

We have two main observations. First, compared to the results in

Tables 1 in Section 6.1, we found that ad-hoc neural retrievers using

Conv2Query-generated queries without fine-tuning on PSC achieve

comparable or superior retrieval performance to retrievers fine-

tuned on PSC using conversational context. This finding reiterates

the effectiveness of Conv2Query in adapting ad-hoc retrievers to

PSC, even without retriever fine-tuning.

Second, we found that all retrievers fine-tuned on our pseudo ad-

hoc query targets and inferred with Conv2Query-generated queries

significantly outperform those fine-tuned and inferred using raw

conversational context across all metrics, datasets, and settings.

We attribute this improvement to the reduced domain distance be-

tween ad-hoc pre-training (source) and PSC fine-tuning (target) by

consistently using ad-hoc query formats. As a result, retrievers fine-

tuned on our pseudo ad-hoc queries can fully leverage pre-trained

ad-hoc knowledge gained during ad-hoc pre-training, leading to

more effective transfer learning.

7 Analysis

7.1 Impact of query filtering

To answer RQ3, we study the impact of query mechanism by

examining Conv2Query ’s learning curves under three settings:

(i) QF-DC (our final approach) uses both queryśdocument rele-

vance and queryśconversation alignment; (ii) QF-D uses query

filtering based only on queryśdocument relevance [32, 37] by re-

moving Equation 3 and excluding 𝑠
𝑞𝑐
𝑡,𝑖 in Equation 2; and (iii) Ran-

dom randomly selects an ad-hoc query from candidates generated

by a Doc2Query model (See implementation details in Section 5).

Figure 4 presents the retrieval quality (MRR@10) of RepLLaMA

(pre-trained on MS MARCO) using Conv2Query-generated queries

w.r.t. different training steps, with the three query filtering settings;

the results are reported on the dev, future-dev, and test sets of Pro-

CIS, under both the conversation contextualisation and interest

anticipation settings.

We have two main observations. First, QF-D leads to higher

retrieval quality than Random. This suggests that before directly us-

ing Doc2Query-generated candidates to fine-tune Conv2Query, it is

essential to ensure high-quality ad-hoc query learning targets that

can effectively retrieve their corresponding source documents. This

finding aligns with previous research on query filtering based on

queryśdocument relevance [32, 37]. Second, QF-DC results in faster

convergence and higher retrieval quality than QF-D. We think this

is because our introduced queryśconversation alignment in QF-DC

ensures that the selected ad-hoc query learning targets are perti-

nent to their corresponding conversational context (Conv2Query’s

learning inputs); this reduced semantic gap between inputs and
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Figure 4: Conv2Query ’s learning curves on ProCIS with QF-

DC, queryśdocument relevance filtering (QF-D) and no filter-

ing (Random), on the ProCIS dev, future-dev, test sets, under

conversational contextualisation (CC) and interest antici-

pation (IA) settings. Each plot shows the retrieval quality

(MRR@10) of RepLLaMA using ad-hoc queries generated by

Conv2Query at different training steps.

targets enables Conv2Query to more effectively learn to generate

queries that accurately retrieve their source documents. Our find-

ing align with previous research [94] showing that narrowing the

semantic gap between learning inputs and targets facilitates the

learning process and leads to better performance.

7.2 Impact of the choice of LLMs

To answer RQ4, we examine how the choice of LLM impacts

Conv2Query’s performance. We follow the same fine-tuning setup

(see implementation details in Section 5) to evaluate three widely-

used LLMs families, Mistral, Llama and Qwen, spanning from 3B to

22B. Specifically, for Mistral, we use Mistral-7B-Instruct-v0.3 and

Mistral-Small-Instruct-2409 (denoted it as łMistral-22B-Instructž);

for llama, we use Llama-3.2-3B-Instruct and Llama-3.1-8B-Instruct;

for Qwen, we use Qwen2.5-3B/7B/14B-Instruct. The results, pre-

sented in Figure 5, reveal two key insights. First, Conv2Query

performs consistently well across different LLM configurations,

highlighting its robustness and generalisability across models of

varying sizes. Second, scaling LLM size leads to a steady increase

in Conv2Query’s performance. Mistral-22B, the largest model in

our evaluation, results in state-of-the-art retrieval quality.
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Figure 5: Retrieval quality (MRR@10) of RepLLaMA using

ad-hoc queries generated by Conv2Query with three families

of LLMs (3Bś22B), on the ProCIS dev, future-dev, test sets.

8 Conclusions & Future Work

We have proposed Conv2Query, a novel framework for PSC, which

effectively adapts ad-hoc retrievers to PSC by bridging the input

gap between ad-hoc pre-training and PSC fine-tuning/inference.

Conv2Query learns to map conversational contexts to pseudo ad-

hoc query targets that capture users’ implicit information needs.

To do so, we have leveraged Doc2Query to generate a set of pseudo

queries from relevant documents for each conversational context.

Furthermore, we have devised QF-DC, a novel query filtering mech-

anism that selects the optimal query target for each conversational

context based on document relevance and conversation alignment.

Extensive experimental results have shown that Conv2Query sig-

nificantly improves the performance of ad-hoc retrievers, whether

used directly or after fine-tuning. QF-DC accelerates convergence

while improving retrieval performance, and Conv2Query remains

robust and generalisable across various LLM configurations.

Regarding broader implications, Conv2Query can be seen as

a tool to easily plug any ad-hoc retriever into PSC, and can also

be applied to scenarios beyond PSC, such as query suggestion in

retrieval-augmented generation (RAG) [88].

Ourwork has the following limitations. First, we focus onwhat to

retrieve in PSC without exploring the prediction of retrieval timing.

Future work might explore using query performance prediction

(QPP) methods [4ś6, 54, 56ś58] for predicting the timing in PSC.

Second, we evaluate our method on two PSC datasets based on

multi-party Reddit threads, which might not fully represent the

diverse scenarios of PSC. As no better PSC datasets are available

at the time of writing, it is valuable to curate a more realistic PSC

dataset in the future.
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