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Abstract

Acoustic word embeddings (AWEs) are vec-

tor representations of spoken words. An ef-

fective method for obtaining AWEs is the

Correspondence Auto-Encoder (CAE). In the

past, the CAE method has been associated

with traditional MFCC features. Representa-

tions obtained from self-supervised learning

(SSL)-based speech models such as HuBERT,

Wav2vec2, etc., are outperforming MFCC in

many downstream tasks. However, they have

not been well studied in the context of learn-

ing AWEs. This work explores the effective-

ness of CAE with SSL-based speech repre-

sentations to obtain improved AWEs. Addi-

tionally, the capabilities of SSL-based speech

models are explored in cross-lingual scenar-

ios for obtaining AWEs. Experiments are con-

ducted on five languages: Polish, Portuguese,

Spanish, French, and English. HuBERT-based

CAE model achieves the best results for word

discrimination in all languages, despite Hu-

BERT being pre-trained on English only. Also,

the HuBERT-based CAE model works well in

cross-lingual settings. It outperforms MFCC-

based CAE models trained on the target lan-

guages when trained on one source language

and tested on target languages.

1 Introduction

Self-supervised learning (SSL)-based speech rep-

resentations are becoming popular in speech pro-

cessing and producing state-of-the-art results in

many downstream tasks such as automatic speech

recognition, speaker verification, keyword spotting,

voice conversion, etc (Yang et al., 2021). These

representations are obtained using self-supervised

learning on large amounts of unlabelled speech

data. Wav2vec2 (Baevski et al., 2020), HuBERT

(Hsu et al., 2021), and WavLM (Chen et al., 2022)

are a few examples of such SSL-based speech

models. However, representations obtained from

these models have not been extensively explored

in the context of learning acoustic word embed-

dings (AWEs). AWEs are fixed-dimensional vector

representations of spoken words that find applica-

tions in various downstream tasks, such as query-

by-example search (Settle et al., 2017; Yuan et al.,

2018; Hu et al., 2021), keyword spotting (Barakat

et al., 2011), providing clues for human lexical

processing (Matusevych et al., 2020), hate speech

detection in low resource settings (Jacobs et al.,

2023), etc.

Recently, the work (Sanabria et al., 2023) pro-

posed extracting AWEs from SSL-based speech

representations using a mean pooling mechanism.

The authors suggest that SSL-based speech rep-

resentations, which are contextualized, can be ef-

fectively converted into AWEs using a straightfor-

ward pooling mechanism. On the other hand, Cor-

respondence Auto-Encoder (CAE) based training

strategies for AWEs (Kamper, 2019) using MFCC

(Davis and Mermelstein, 1980) features are shown

to be promising in the literature. Correspondence

training involves an auto-encoder where a spoken

word serves as the input to the encoder, and the

target output of the decoder is a different instance

of the same spoken word. This approach helps

to preserve acoustic-phonetic information while

filtering out unnecessary details such as speaker,

acoustic environment, and duration, etc. Both en-

coder and decoder are typically recurrent neural

networks (RNNs). More details about the model

will be presented in Sec. 2 and Sec. 4.2. Correspon-

dence training has also been explored in the work

(Meghanani and Hain, 2024) to improve content

representations of SSL-based speech models.

The work (Lin et al., 2023) uses a Correspon-

dence Transformer Encoder (CTE) for obtaining

robust AWEs, trained from scratch and a large-

scale unlabelled speech corpus. In contrast, in

this work, pre-trained SSL speech models are cou-

pled with a simple RNN based auto-encoder for

correspondence training to obtain robust AWEs.
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This work attempts to use the correspondence train-

ing of auto-encoder to obtain the AWEs by lever-

aging SSL-based speech representations instead

of MFCC features as input features to the CAE

model. Further, cross-lingual capabilities are also

examined for SSL-based AWEs trained with CAE

method. The SSL models (HuBERT, Wav2vec2,

and WavLM) used in this work are pre-trained on

English data. However, it has been demonstrated

that these models work well as feature extractors

for the all the languages considered in this study.

The performances on the word-discrimination task

for all the languages (Polish, Portuguese, Spanish,

and French) are as good as on the English language

(Sec. 5). A detailed analysis is also conducted to

assess the importance of contextual information

in spoken words by comparing feature extraction

with and without context. For this work, we obtain

spoken words for all five languages from the subset

of Multilingual LibriSpeech (MLS) (Pratap et al.,

2020) dataset. The derived dataset consists of five

languages (Polish, Portuguese, Spanish, French,

English) with start and end timestamps of spoken

words 1. We chose MLS dataset for our experi-

ments as many previous works (Matusevych et al.,

2020; Abdullah et al., 2021a, 2022, 2021b; Kamper

et al., 2021) on AWEs rely on GobalPhone (Schultz

et al., 2013) dataset, which is not freely available.

The main contributions of this work are as fol-

lows:

1. Utilizing corresponding training with SSL-

based speech representations to obtain highly

discriminative AWEs.

2. Showing effectiveness of SSL models, pre-

trained only on English, as feature extractors

in cross-lingual scenarios for obtaining high-

quality AWEs.

3. Quantitatively demonstrating that incorporat-

ing the context of the spoken word in SSL-

based speech representations leads to the pro-

duction of more robust AWEs.

The rest of the paper is as follows: Sec. 2 de-

scribes the correspondence auto-encoder method-

ology to obtain AWEs; Sec. 3 describes the data

preparation and data statistics; Sec. 4 describes

the details of the experiments; Sec. 5 describes the

results and analysis; Sec. 6 concludes the work

with possible future directions. Sec. 7 describes

the limitations of the work.
1https://github.com/Trikaldarshi/SSL_AWE
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Figure 1: CAE-RNN training setup for extracting AWEs

(Kamper, 2019).

2 Methodology

Correspondence auto-encoder is trained with in-

put as a spoken word and target output as a dif-

ferent instance of the same spoken word. Typ-

ically, Recurrent Neural Network (RNN) based

encoder and decoder are used, hence the model

is referred to as CAE-RNN. The rationale behind

this training method is that CAE-RNN will pre-

serve only the acoustic-phonetic information and

filter out the other unnecessary information factors

such as speaker, duration, acoustic environment,

etc (Kamper, 2019). Fig. 1 shows the CAE-RNN

model setup. The input to the ENC is a sequence of

acoustic feature vectors (X = X1, X2, ..., Xm) of

a spoken word. The target output is the sequence

of acoustic feature vectors of the different instance

of the same spoken word (X ′ = X ′

1, X
′

2, ..., X
′

n).

The encoder produces the AWE (e) of the spoken

word X , which is then fed to the decoder to re-

construct X ′. The output of the decoder is repre-

sented as Y = Y1, Y2, ..., Yn. The mean squared

loss function for a single training pair (X,X ′) can

be described as following:

L =
n
∑

k=1

||X ′

k − Yk||
2 (1)

, where X ′ = X ′

1, X
′

2, ..., X
′

n is the target output

and Y = Y1, Y2, ..., Yn is the output of the decoder

as shown in Fig. 1.

3 Data Preparation

The Multilingual LibriSpeech (MLS) dataset

(Pratap et al., 2020) is utilized to obtain spoken

words. Five languages, namely Polish, Portuguese,

Spanish, French, and English, are selected from

MLS. For each language, approximately 25,000

utterances are selected for the training set, 500 for

the development set, and 500 for the test set. These

selected utterances are force-aligned to obtain the

spoken word boundaries using the Montreal Forced

1960
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Data

Statistics

Polish Portuguese Spanish French English

Train Dev Test Train Dev Test Train Dev Test Train Dev Test Train Dev Test

# Spoken Words 104448 4595 4563 117820 4964 4659 82258 3721 3601 84267 3004 3114 92352 3147 3192

# Unique Spoken Words 9346 3818 3887 9785 3696 3539 7085 2678 2769 7221 2394 2433 7157 2448 2527

# Speaker 11 4 4 42 10 10 79 20 20 120 18 18 182 42 41

Total Duration (hours) 18.5 0.8 0.8 21.9 0.93 0.87 14.7 0.67 0.65 14.9 0.55 0.56 16.6 0.56 0.57

Table 1: A summary of the data statistics for all five languages across the train, dev, and test splits

Aligner toolkit (McAuliffe et al., 2017). Only spo-

ken words with a duration of 0.5 seconds or longer

are included in the derived dataset, following the

standard practice in the literature (He et al., 2017).

Spoken words with a frequency greater than 50 or

less than 5 are excluded from the derived dataset.

Table 1 presents a summary of the statistics for

the final extracted dataset , encompassing all five

languages. The speakers across different sets are

non-overlapping, which is a desirable characteris-

tic for evaluating AWEs as they should be robust

to speaker variations. Polish language had lim-

ited available data and consequently has the fewest

number of speakers, while English has the highest

number. The duration in Table 1 represents the total

time duration of spoken words across the different

sets.

4 Experimental Setup

Experiments are conducted on all the five lan-

guages with SSL-based speech representations as

input features extracted from Wav2vec2, HuBERT,

and WavLM. Experiments are also conducted with

MFCC as input features. First, the feature extrac-

tion methods for various SSL-based speech repre-

sentations and MFCCs are described. Then, the

configuration of the CAE-RNN model is explained,

along with the mean pooling baseline (Sanabria

et al., 2023) and the AE-RNN method (without

correspondence training), for comparison. Next,

the word discrimination task is described, which

is used for evaluating the quality of the extracted

AWEs. Finally, the training details of the CAE-

RNN and other models are provided.

4.1 Feature Extraction

4.1.1 SSL-based Speech Representations

SSL models are pre-trained on large amount of

unlabelled speech data. The task defined for the

pre-training is known as the pretext task. Each

model differs based on how the pretext task was de-

fined, the data used for pre-training, and the model

architecture. In this work, the ªBASEº architec-

tures of Wav2vec2, HuBERT, and WavLM model

2 (all with ≈ 95M parameters) are used for feature

extraction. All these models are pre-trained on 960

hours of LibriSpeech data (Panayotov et al., 2015).

A ªBASE" architecture typically has a multi-layer

CNN-based feature encoder followed by 12 Trans-

former layers. In this work, representations from

each model are extracted from the final (i.e. 12th)

Transformer layer. For all the above mentioned

SSL models, 768-dimensional feature vectors are

obtained for each spoken word at a framerate of 20

ms.

SSL-based speech representations are extracted

in two different ways: the first one is extracted

using the context around the spoken word, and

the other one is extracted without the context, as

described here:

1. With context: In this case, first the SSL-

based speech representations of the entire spo-

ken utterance are computed and then the time

boundaries of the spoken word is used to get

the representations of the segment belonging

to the spoken word. This ensures that the

extracted representations capture the context

around the spoken word as the entire utterance

is processed by the SSL model. Let us assume

U represents an utterance and X represents

a spoken word instance present in the utter-

ance U with start and end timestamps denoted

as t1 and t2. If f represents the SSL model,

then the SSL-based speech representation for

the entire utterance is computed Z = f(U).
Then the speech representations for the spo-

ken word X will be Zt1:t2 .

2. Without context: In this case, no context is

considered and SSL-based speech representa-

tions are extracted by inputting only speech

segments belonging to the spoken words to

the SSL models. Hence, in this case, the SSL-

based speech representation for the spoken

word X will be Z = f(Ut1:t2).

2https://github.com/pytorch/fairseq
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4.1.2 MFCC Features

For each spoken word, 20-dimensional MFCC fea-

tures are extracted with 30 ms window size and 20

ms shift along with delta and delta-delta features,

which leads to 60-dimensional MFCC feature vec-

tors.

4.2 Model Details

A 4-layer Bidirectional GRU with a hidden dimen-

sion of 256 is used for both the encoder and decoder

in the CAE-RNN model. Dropout rate is set to 0.2.

The final hidden state of the encoder-GRU is fed to

a fully connected layer to obtain 128-dimensional

AWE (e) as shown in Fig. 1. This embedding is

then fed to the decoder at each time step as input

to the decoder (Kamper, 2019). The output of the

decoder is then fed to a fully connected layer to

produce the target output.

A regular auto-encoder RNN (AE-RNN) model

is also used as one of the baselines with similar

configurations. AE-RNN model is an auto-encoder

model where input and target output is exactly the

same spoken word, i.e. input-output training pair

is (X,X). A mean pooling model is also used as

baseline (Sanabria et al., 2023), which does not

require any training. This method computes the

mean of the SSL-based speech representations to

get the 768-dimensional AWE of a spoken word.

4.3 Word Discrimination Task

To evaluate the AWEs, the same-different word-

discrimination task is used (Kamper et al., 2015;

Carlin et al., 2011). First, all possible spoken word

pairs are generated. For example, if there are total

N spoken words, then the total generated spoken

word pairs for comparison will be
(

N

2

)

= N(N−1)
2 .

After that, the cosine distance between the AWEs

of these pairs are computed and compared with

a threshold to decide whether the spoken words

are same or different. The average precision (AP)

is calculated by varying all the possible threshold

values, which is the area under the precision-recall

curve. AP is reported for the same-different word

discrimination task. Word-discrimination task is

applied on the test set, which has unseen speakers

during training. Also, a subset of the test set is

created for all five languages in such a way that

none of the words in the subset are encountered

during training. This particular subset is referred

to as test′. The word-discrimination task is also

conducted on test′. The total number of generated

Spoken Word

Pairs (in million)
Polish Portuguese Spanish French English

test 10.4 M 10.8 M 6.4 M 4.8 M 5.1 M

test′ 4.7 2.6 M 1.8 M 1.3 M 1.4 M

Table 2: The total number of spoken word pairs gener-

ated for the test and test′ sets.

spoken word pairs for both the test and test′ sets is

described in Table 2 for all languages.

4.4 Training Details

The total number of generated correspondence

training pairs (X,X ′) for each language is as

follows: 9,55,106 for Polish, 11,63,468 for Por-

tuguese, 7,80,197 for Spanish, 7,95,613 for French,

and 9,72,532 for English. The remaining training

details are as follows for various inputs:

• SSL-based Speech Representations as In-

put: CAE-RNN models are trained for 30

epochs, using a learning rate of 0.0001 with

Adam optimizer and a batch size of 512. In

each run, the model with the best performance

on the development set in terms of word-

discrimination is selected as the final model

for evaluation on the test set. AE-RNN mod-

els are trained for 50 epochs, keeping all other

parameters same as mentioned above for the

CAE-RNN models.

• MFCC as Input: Both AE-RNN and CAE-

RNN models with MFCC as inputs are trained

for 100 epochs, using a learning rate of 0.0001

with Adam optimizer. The batch size for the

AE-RNN model was chosen as 64, while for

the CAE-RNN model it was set to 256 based

on preliminary experiments for better conver-

gence. Similarly to the previous case, the

model with the best performance on the devel-

opment set in terms of word-discrimination is

selected as the final model for evaluation on

the test set.

Model Polish Portuguese Spanish French English

AE-RNN 0.20 0.10 0.17 0.01 0.01

CAE-RNN 0.56 0.41 0.57 0.43 0.24

Table 3: AP on the test set for word-discrimination task

using MFCCs as input features for AE-RNN and CAE-

RNN models in different languages.
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Model Polish Portuguese Spanish French English

AE-RNN 0.21 0.10 0.24 0.03 0.01

CAE-RNN 0.54 0.47 0.63 0.57 0.33

Table 4: AP on the test′ set for word-discrimination

task using MFCCs as input features for AE-RNN and

CAE-RNN models in different languages.

5 Results and Analysis

Table 3 shows the baseline results with MFCC fea-

tures as input for the AE-RNN and CAE-RNN

models. This demonstrates the effectiveness of the

CAE-RNN model over the AE-RNN model for the

word-discrimination task, as the CAE-RNN consis-

tently outperforms the AE-RNN for all languages.

Table 4 presents the results for the derived subset

of the test set (test′) with similar trends. It is worth

noting that the AP on the test′ set is relatively better

than that of the original test set in most cases. This

is likely due to the fact that the number of spoken

word pairs generated for the evaluation on the test′

is significantly fewer compared to the original test

set, as mentioned in Table 2.

Table 5 displays the results obtained from

using various SSL-based speech representations

(Wav2vec2, WavLM, and HuBERT) as input fea-

tures, combined with different AWE extraction

methods (mean pooling, CAE-RNN, and AE-

RNN). The results presented in Table 5 represent

the AP for the word-discrimination task on the

test set, employing different SSL-based speech rep-

resentation feature extraction setups (‘with con-

text’ and ‘without context’). From Table 5, it is

evident that the AWEs derived ‘with context’ ex-

hibit greater robustness. The AP on the test set

for all languages is significantly better when utiliz-

ing SSL-based speech representations ‘with con-

text’ compared to the feature extraction ‘without

context’. As shown in Table 5, the CAE-RNN

model demonstrates superior performance when

using SSL-based speech representations as input

features compared to the MFCC-based baseline

model (Table 3) across all languages. Furthermore,

Table 5 provides a comparison of the CAE-RNN

model with other baseline models (mean pooling

and AE-RNN) when utilizing SSL-based speech

representations as input features. CAE-RNN con-

sistently outperforms both the AE-RNN and mean

pooling methods for all languages and SSL models.

Another advantage of the CAE-RNN model over

mean pooling is that the AWEs obtained from CAE-

RNN have a dimension of 128, while mean pooling-

based AWEs are 768-dimensional. Based on the

results presented in Table 5, it is evident that the

HuBERT features consistently achieve the best per-

formance across all configurations and languages.

Specifically, when using the CAE-RNN method

for AWE extraction and SSL-based speech repre-

sentations extracted ‘with context’, the HuBERT

achieves the highest AP on the test set: 0.90 for

Polish, 0.88 for Portuguese, 0.95 for Spanish, 0.74

for French, and 0.86 for English. The performance

order can be sorted as HuBERT > Wav2vec2 >

WavLM > MFCCs when using the CAE-RNN-

based AWE model and SSL-based speech represen-

tations extracted ‘with context’.

Table 6 presents the results for the test′ set,

which includes unseen words and speakers. The

models exhibit similar trends in performance in

this case as well. This provides evidence that the

proposed methodology performs equally well on

unseen words. One interesting finding is that the

SSL-based speech representations considered in

this work were pre-trained solely on English lan-

guage. Despite this, they are capable of generating

meaningful features for other languages, resulting

in good performance as demonstrated in Table 5

and 6 for the word-discrimination task.

5.1 Cross-lingual Analysis

To assess the effectiveness of SSL speech

representation-based CAE-RNN models in cross-

lingual settings, a CAE-RNN model trained on one

source language (English in this case) is evaluated

on four different target languages. This evaluation

can be considered a ‘zero-shot’ evaluation, as no

training data from the target languages is required.

Table 7 displays the results in terms of AP for the

word-discrimination task on the test set and test′ set

for the four target languages (Polish, Portuguese,

Spanish, and French). In this scenario as well,

the HuBERT-based CAE-RNN model achieves the

best performance across all languages, except for

French where Wav2vec2 performs the best. It is

worth noting that the CAE-RNN model in the ‘zero-

shot’ setting outperforms the mean pooling method

(Table 5 and 6) (Sanabria et al., 2023) and the CAE-

RNN model trained on the target language with

MFCC features (Table 3 and 4). The mean pooling

method (Sanabria et al., 2023) can be considered

a ‘zero-shot’ AWE extraction method, as it does

not involve additional training on top of the pre-

trained SSL models. In a ‘zero-shot’ setup for

target languages, using a CAE-RNN trained on a
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AWE

Extraction

Method

Input

Features

Polish Portuguese Spanish French English

with

context

without

context

with

context

without

context

with

context

without

context

with

context

without

context

with

context

without

context

Mean Pooling

Wav2vec2 0.01 0.00 0.00 0.00 0.02 0.00 0.03 0.01 0.02 0.00

WavLM 0.07 0.00 0.01 0.00 0.03 0.00 0.05 0.02 0.07 0.03

HuBERT 0.17 0.33 0.10 0.15 0.14 0.32 0.22 0.31 0.15 0.24

AE-RNN

Wav2vec2 0.10 0.00 0.08 0.00 0.15 0.01 0.13 0.01 0.07 0.00

WavLM 0.34 0.14 0.21 0.11 0.43 0.20 0.34 0.23 0.26 0.17

HuBERT 0.44 0.40 0.36 0.27 0.58 0.52 0.45 0.40 0.36 0.34

CAE-RNN

Wav2vec2 0.86 0.71 0.86 0.63 0.93 0.79 0.71 0.61 0.82 0.52

WavLM 0.86 0.72 0.76 0.63 0.92 0.85 0.70 0.61 0.66 0.51

HuBERT 0.90 0.82 0.88 0.71 0.95 0.89 0.74 0.65 0.86 0.65

Table 5: AP scores for the word-discrimination task on the test set using SSL-based speech representations as input

features for all five languages. AWE extraction methods include mean pooling (Sanabria et al., 2023), AE-RNN,

and CAE-RNN.

AWE

Extraction

Method

Input

Features

Polish Portuguese Spanish French English

with

context

without

context

with

context

without

context

with

context

without

context

with

context

without

context

with

context

without

context

Mean Pooling

Wav2vec2 0.01 0.01 0.01 0.00 0.04 0.01 0.06 0.01 0.03 0.00

WavLM 0.05 0.00 0.02 0.01 0.05 0.01 0.10 0.05 0.09 0.04

HuBERT 0.18 0.31 0.11 0.17 0.19 0.40 0.30 0.40 0.18 0.29

AE-RNN

Wav2vec2 0.09 0.01 0.09 0.01 0.24 0.02 0.21 0.03 0.08 0.01

WavLM 0.33 0.12 0.25 0.12 0.55 0.28 0.44 0.33 0.29 0.23

HuBERT 0.44 0.41 0.41 0.31 0.69 0.64 0.55 0.50 0.43 0.41

CAE-RNN

Wav2vec2 0.87 0.72 0.90 0.65 0.96 0.85 0.84 0.73 0.89 0.67

WavLM 0.85 0.72 0.81 0.68 0.95 0.90 0.83 0.75 0.75 0.62

HuBERT 0.90 0.83 0.91 0.75 0.97 0.93 0.86 0.81 0.93 0.75

Table 6: AP scores for the word-discrimination task on the test′ set using SSL-based speech representations as input

features for all five languages. AWE extraction methods include mean pooling (Sanabria et al., 2023), AE-RNN,

and CAE-RNN..

well-resourced source language can offer an advan-

tage over the mean pooling method. In conclusion,

SSL-based CAE-RNN models have fairly good

performance when used crosslingually. There have

been earlier studies (Kamper et al., 2021) on acous-

tic word embeddings for zero-resource languages

using multilingual transfer with MFCC features,

which worked well. Also, intuitively, some gener-

alisation was expected as the aim of modelling is

to compress a small segment of speech into a fixed

dimensional vector. There might be a language

effect on pre-trained SSL speech models but the ba-

sic speech properties are still invariant to changes

in the language. The cross-lingual ability of SSL-

based CAE-RNN models to obtain AWEs can sup-

port many applications such as speech search, in-

dexing and discovery systems for languages with

low-resources (Kamper et al., 2021).

5.2 Analysis of Anagram Pairs

Anagrams are words that can be formed by rear-

ranging the letters of another word. Analysing

anagram pairs provides insights into the impact of

Input

Features

Polish Portuguese Spanish French

test test′ test test′ test test′ test test′

Wav2vec2 0.57 0.57 0.48 0.54 0.60 0.68 0.52 0.68

WavLM 0.48 0.47 0.36 0.40 0.54 0.63 0.50 0.64

HuBERT 0.59 0.60 0.50 0.56 0.62 0.69 0.48 0.65

MFCC 0.18 0.20 0.11 0.15 0.22 0.29 0.22 0.35

Table 7: AP for the word-discrimination task with CAE-

RNN model trained on English language with various

input features and tested on other four languages.

letter order on AWE representation. Robust AWEs

should capture the letter order in spoken words.

For this analysis, same spoken word pairs and ana-

gram pairs are chosen from different speakers. Ide-

ally, the cosine distance between the same word

pairs should be close to 0, while anagram word

pairs should be close to 1. In Table 8, HuBERT-

based CAE-RNN AWEs demonstrate cosine dis-

tances of approximately 0.01, 0.11, and 0.02 for

the same spoken word pairs ‘aside’, ‘this’, and

‘no’, respectively. The anagram pairs of the words

‘aside’, ‘this’, and ‘no’ (i.e., ‘ideas’, ‘hits’, and ‘on’)

have distances of 0.99, 0.50, and 0.69, respectively,
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Figure 2: t-SNE visualisation of the AWEs derived from

HuBERT-based CAE-RNN model for all five languages.

From each language, all spoken instances of the top 7

words with the highest frequency count from the test set

are chosen.

Word1 Word2
Cosine Distance

(Mean Pooling)

Cosine Distance

(CAE-RNN)
Description

aside aside 0.23 0.01 Same word

aside ideas 0.56 0.99 Anagram pair

this this 0.33 0.11 Same word

this hits 0.38 0.50 Anagram pair

no no 0.30 0.02 Same word

no on 0.63 0.69 Anagram pair

Table 8: Comparison of cosine distances between AWEs

of same spoken word pairs and anagram pairs. HuBERT

features are used for both CAE-RNN and mean pooling

method.

for the HuBERT-based CAE-RNN model. These

values are significantly better for both the same

word pairs and anagram word pairs when com-

pared to the HuBERT-based mean pooling method

(Sanabria et al., 2023). This indicates that the

HuBERT-based CAE-RNN model accurately cap-

tures the letter order in a word compared to the

mean pooling baseline (Sanabria et al., 2023).

5.3 AWE Visualisation

t-SNE visualization is used to plot the 2-

dimensional representations of the derived AWEs

for all five languages. From each language, all spo-

ken instances of the top 7 words with the highest

frequency count from the test set are chosen. The

plots demonstrate distinct and well-separated clus-

ters for each spoken word across all languages. One

interesting pattern can be observed for the Polish

language, where the clusters of the spoken words

‘Owadów’ and ‘Owady’ share the boundary and

are closely related in the AWE space. This is likely

due to the fact that the first four letters of both the

words (o, w, a, d) are shared and these words only

differ in their endings.

6 Conclusions and Future Work

It has been demonstrated that SSL-based speech

representations with CAE-RNN models outper-

form mean pooling and AE-RNN models across

all languages. They also outperform MFCC-based

models. Among all the SSL models, HuBERT

performs the best when used as input for the

CAE-RNN model, outperforming models such as

Wav2vec2 and WavLM. Notably, despite being pre-

trained on English data, the SSL models exhibit

excellent performance on other languages, show-

casing their cross-lingual generalization capability

for AWE extraction.

Furthermore, quantitative analysis reveals that in-

corporating context information of the spoken word
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leads to more robust AWEs. The HuBERT-based

CAE-RNN model trained on English language and

tested on other target languages outperforms the

mean pooling method and the CAE-RNN model

trained on the target language using MFCC features.

This ‘zero-shot’ method to obtain robust AWEs for

the target language can be useful in applications

for low-resource languages (Jacobs et al., 2023).

An analysis was also conducted to show that the

CAE-RNN model effectively captures the order of

letters in a word.

In future work, experiments will be conducted

with the ªLARGE" variation of SSL models, as

well as multilingual pre-trained SSL models such

as Wav2vec2-XLSR (Conneau et al., 2020). Addi-

tionally, an interesting experiment would involve

training a single universal AWE model on all

languages and comparing its performance with

language-specific AWE models. Further research

will focus on measuring the performance gains

of SSL-based CAE-RNN models on downstream

tasks such as query-by-example search (Settle et al.,

2017; Yuan et al., 2018; Hu et al., 2021) and key-

word spotting (Shin et al., 2022).

7 Limitations

This work is focused on the extraction of AWEs

and measuring their quality solely based on the

word discrimination task. No downstream appli-

cations such as query-by-example search and key-

word spotting, have been discussed using the im-

proved AWEs. In this work, only the ªBASEº ver-

sions of the SSL-based speech models are explored

for experiments and analysis. There are other vari-

ations, such as ªLARGEº version, for which this

study can be extended. All the languages consid-

ered in this work belong to the Indo-European lan-

guage family. This work does not contain the anal-

ysis of languages that belong to another language

family, such as Dravidian or Afroasiatic language

families. This work does not deal with layer-wise

analysis, which can provide better insights for fur-

ther improving the AWEs.
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