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ABSTRACT

Context. Due to the important role massive stars (> 8 M⊙) play in galactic evolution across cosmic ages, it is important to obtain a
deeper understanding of the behaviour of mass-loss in low metallicity environments, which largely determines the path a massive star
takes throughout its life and its final fate. This would allow us to better predict the evolution of massive stars in the early universe.
Aims. We aim to investigate the theoretical bi-stability jump, which predicts an increase in mass-loss rates below Teff ≈ 25−21 kK.
We further aim to constrain the photospheric and wind parameters of a sample of LMC late-O and B-supergiant.
Methods. We utilise the 1D, non-LTE radiative transfer model CMFGEN in a grid-based approach, and subsequent fine-tuned spec-
troscopic fitting procedure that allows us to determine the stellar and wind parameters of each star. We apply this method to ultra-violet
data from the ULLYSES programme and complementary optical data from the XShootU collaboration. We also utilise evolutionary
models to obtain the evolutionary masses and compare them to our derived spectroscopic masses.
Results. We derive physical parameters and wind properties of 16 late O- and B-supergiants that span a wide temperature range
Teff ≈ 12−30 kK, surface gravity range log (g/cm s−2) ≈ 1.8−3.1, and a mass-loss rate range Ṁ ≈ 10−7.6−10−5.7 M⊙ yr−1. We also
compare our results to previous studies that attempted to investigate the metallicity dependence of wind properties.
Conclusions. We find that our derived photospheric and wind properties are consistent with multiple previous studies. For most of our
sample, we find that the evolutionary masses and the spectroscopic masses are consistent within the uncertainties. Our results do not
reproduce a bi-stability jump in any temperature range, but rather a monotonic decrease in mass-loss rate at lower temperatures. We
obtain a wind terminal velocity-effective temperature relation for LMC supergiants 3∞/km s−1 = 0.076(±0.011)Teff/K − 884(±260).
We find that our derived mass-loss rates do not agree with the mass-loss rates predicted by any of the numerical recipes. This
is also the case for the ratio of the terminal wind velocity to the escape velocity 3∞/3esc, and we derive the relation 3∞/3esc =

4.1(±0.8) log (Teff/K)−16.3(±3.5). We find that there is a metallicity dependence of wind parameters from a comparison with a previ-
ous SMC study, and we obtain the modified wind momentum-luminosity relation log DLMC

mom = 1.39(±0.54) log (Lbol/L⊙)+ 20.4(±3.0).

Key words. stars: massive, stars: early-type, stars: mass-loss, supergiants, stars: atmospheres, stars: winds, outflows

1. Introduction

Massive stars (> 8M⊙) are hot and luminous stars that possess
powerful winds that provide significant radiative, chemical and
mechanical feedback to their surroundings at every evolutionary
stage . Due to significant mass-loss via stellar winds, the evolu-
tion of massive stars cannot be predicted solely by determining
the initial mass, so the mass that is lost throughout the life of a
massive star could be the difference between its life ending in
core-collapse supernova (ccSNe II/Ib/Ic) and leaving behind a
black hole (BH) or a neutron star (NS) or directly collapse to a
BH without a ccSN (Smartt 2009).

Massive stars are rare by absolute numbers, but their high
temperatures, and subsequently, their extreme ultra-violet (UV)

fluxes are thought to have played an essential role in re-ionizing
the Universe (Haiman & Loeb 1997). Their ionizing radiation
may also drive star formation in their host galaxies (Crowther
2019)

Massive stars eject mass during all evolutionary stages via
stellar winds. In the advanced evolutionary stages (supergiants),
their stellar winds become more powerful than on the zero age
main sequence (ZAMS), leading to copious amounts of mechan-
ical feedback to their surroundings (for a general review on mas-
sive star feedback see e.g. Geen et al. 2023).

Due to efficient internal mixing processes, these stellar winds
become enriched in elements synthesized in the interior layers of
the star (Langer 2012). This process plays an important role in
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the chemical enrichment of the ISM, which in turn has a signifi-
cant impact on the chemical evolution of the parent galaxy. The
explosive nucleosynthesis in ccSNe yields elements heavier than
iron, which also drives the chemical evolution and metallicity Z
of the host galaxy (Smith 2014).

Empirically derived stellar parameters accompanied by evo-
lutionary (Yoon et al. 2006; Brott et al. 2011) and population
synthesis models (Leitherer et al. 1999; Stanway & Eldridge
2018) can be used to peer into the collective evolutionary paths
of massive stars. Thus, bridging the gap between the empiri-
cal and theoretically predicted properties of massive stars (Vink
et al. 2001; Krtička et al. 2021; Björklund et al. 2023) is a funda-
mental pillar for an overall better understanding of the galactic
evolution on a cosmic timeline.

Blue supergiants are visually the brightest stars in external
galaxies (Bresolin et al. 2001). They have successfully been used
as extragalactic distance indicators and diagnostics of heavy-
metal metallicities (Kudritzki et al. 2003; Urbaneja et al. 2005a;
Przybilla et al. 2006; Kudritzki et al. 2024).

The principal motivation for the present study is to investi-
gate the behaviour of the winds of late O and early B-supergiants
in the LMC, more specifically in the temperature range associ-
ated with the “bi-stability jump". The term “bi-stability jump"
describes a phenomenon of a steep “jump" in stellar wind density
around Teff ≈ 25−21 kK, which was first coined by Pauldrach
& Puls (1990) from a spectroscopic analysis of P Cygni, where
two solutions were possible. The first solution has a high tem-
perature (the “hot" side of the jump) involved higher ionization
levels which would produce a faster and relatively low density
wind. The second solution had a lower temperature (the “cool"
side of the jump), where the wind recombines to lower ioniza-
tion stages, which results in a significant drop in the terminal
velocity and a denser wind. Later, Lamers et al. (1995) observed
a jump in the ratio 3∞/3esc from ≈ 2.6 for supergiants earlier
than B1 (≈ 25 kK) to 3∞/3esc ≈ 1.3 for supergiants of types later
than B1 (Kudritzki & Puls 2000). The reason for this jump is
attributed to the recombination of Fe iv to Fe iii as explained in
Vink et al. (2000), since these lines dominate the acceleration
in the subsonic part of the wind (Vink et al. 1999). Fe iii has far
more lines in the UV region close to the peak of the spectral
energy distribution (SED) compared to Fe iv. Thus, more mo-
mentum is transmitted to the material and a much higher mass
loss is produced.

Vink et al. (2001) provides a numerically derived, mass-loss
prescription, where the temperature of the jump which divides
the range into “cool" and “hot" depends on the Eddington param-
eter Γe and the metallicity. The introduction of the bi-stability
jump could potentially increase the mass-loss rate by a factor of
seven for the “cool" solution compared to the “hot" for stars that
are located roughly around the bi-stability jump.

On the other hand, newer mass-loss prescriptions using a dif-
ferent approach to calculate the radiative acceleration, such as
Björklund et al. (2021) and Krtička et al. (2021) do not predict
such a steep increase in mass-loss rates. There have been mul-
tiple efforts to explore the behaviour of the wind of blue super-
giants around the bi-stability jump in the Milky Way (Crowther
et al. 2006; Benaglia et al. 2007; de Burgos et al. 2024a), the
LMC (Verhamme et al. 2024), and the SMC (Bernini-Peron et al.
2024).

This investigation is facilitated by the advent of the Ultra-
violet Legacy Library of Young Stars as Essential Standard
(ULLYSES, Roman-Duval et al. 2025), to which 1000 orbits of
Hubble Space Telescope (HST) were dedicated, making this the
largest HST Director’s Discretionary program ever conducted.

ULLYSES compiled an ultra-violet (UV) spectroscopic Legacy
Atlas of about 250 OB-stars in low-Z regions, spanning the
upper Hertzsprung-Russell diagram. The XShooting ULLYSES
(XShootU) collaboration (Vink et al. 2023) also compiled a com-
plementary optical spectral library of the same stars using the
medium resolution spectrograph X-shooter (Vernet et al. 2011)
mounted on the Very Large Telescope (VLT). This complimen-
tary dataset is referred to as Xshooting ULLYSES (XshootU).
=The ULLYSES and XShootU observations were not conducted
simultaneously. Consequently, the impact of the time-dependent
nature of stellar winds on non-photospheric spectral lines cannot
be explored. Such an analysis can only be conducted with ex-
tensive time-series of optical and UV spectra (see e.g, Markova
et al. 2005; Massa et al. 2024).

Although several studies investigate the properties of OB-
supergiants in the Milky Way (MW, e.g., Herrero et al. 2002;
Repolust et al. 2004; de Burgos et al. 2023), and the Magel-
lanic Clouds (MCs, e.g., Crowther et al. 2002; Bestenlehner
et al. 2020; Brands et al. 2022), using various analysis tech-
niques, none of these studies had the unique ULLYSES/XshootU
dataset. Unlike optical-only studies, the UV spectra of OB-
supergiants provide a deeper insight into the properties of the
wind, allowing the direct measurement of wind velocities and
the breaking of the mass-loss rate-clumping degeneracy via sat-
urated and unsaturated P Cygni profiles (Vink et al. 2023). This
degeneracy has been extensively discussed in literature. Simply
spoken, optical wind diagnostics such as Hα or He ii λ4686 (in
the case of O-supergiants) tend to overestimate the mass-loss
rates if wind clumping is neglected (Puls et al. 2008). On the
other hand, mass-loss rates that are estimated using only unsat-
urated P Cygni profiles tend to have very large uncertainties due
to intrinsic wind-line variability (Massa et al. 2024) and are sub-
ject to degeneracies due to the presence of X-rays generated via
shocks in the wind (Puls et al. 2008).

In Section 2, we present a detailed account of the observa-
tional data that was used in the study. In Section 3, we give a de-
tailed description of the methods and techniques that were used
in the analysis. In Section 4, we present our results, including
the values of the physical and wind parameters that were ob-
tained through our pipeline. In Section 5, we compare our results
to previous empirical studies and numerical predictions and we
discuss the implications of our findings on the bi-stability jump
and the effect of metallicity on wind parameters. In Section 6,
we summarize the interpretations of our results and discuss our
plan for follow up studies.

2. Observations

2.1. Sample

We initially chose a sample of LMC supergiants in the spectral
type range O7-B9, the classification of which was obtained from
various sources and compiled in Vink et al. (2023). In Table 1,
we provide the updated spectral type taken from Bestenlehner
et al. (2025), in which the classification was determined using
O-star templates from Sota et al. (2011) and B-star templates
from Negueruela et al. (2024). In the revised classification, the
luminosity class of Sk−70◦ 16 (Fig. G.14) was changed from a
low luminosity supergiant (Ib) to a bright giant (II). During this
study, we had to exclude some objects due to signs of binarity
or odd features in the morphology of optical wind-lines (Hα and
He ii λ4686) that could hint toward a circumstellar disks, leaving
the sample with objects in the spectral range O9-B8, covering a
wide temperature range that includes the bi-stability jump (the-
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Fig. 1: Normalised XshootU spectra (Sana et al. 2024, DR1) in the blue optical range of the sample analysed in this work with
identification for a subset of the optical lines used in the analysis. For illustration purposes an arbitrary offset of 0.5 for each
spectrum was added. Fits to the violet, yellow, and red spectra for all stars are included in Appendix H.
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oretically predicted to be around B1 spectral type). We briefly
discuss the omitted objects in Appendix A.

2.2. UV data (ULLYSES)

The UV data used in this work is a subset of the HST ULLYSES
sample (Roman-Duval et al. 2025), which obtained moderate-
resolution spectra of OB-stars with selected wavelength set-
tings of the Cosmic Origins Spectrograph (COS, Green et al.
2012) G130M/1291, G160M/1611 and G185M/1953 with reso-
lutions R ≈ 12, 000 − 16, 000, R ≈ 13, 000 − 20, 000, and R ≈
16, 000 − 20, 000 respectively, and the Space Telescope Imag-
ing Spectrograph (STIS, Woodgate et al. 1998) E140M/1425
(R ≈ 45, 800), and E230M/1978 (R ≈ 30, 000) gratings in the
far- and near-UV during HST cycles 27 - 29. Those new spec-
tra were combined with suitable existing spectra (previously ob-
tained with FUSE and/or HST). Far Ultra-violet Spectroscopic
Explorer (FUSE) spectra covers the wavelength ≈ 900 − 1160Å
through the 4′′ × 20′′ (MDRS) or 30′′ × 30′′ (LWRS) appertures,
with a resolving power of ≈ 15, 000 (Moos et al. 2000).

2.3. Optical data (XShootU)

To complement the UV spectra, high quality optical/NIR spec-
troscopy was carried out with the X-shooter instrument (Ver-
net et al. 2011), which is mounted on the Very Large Tele-
scope (VLT). This slit-fed (11′′ slit length) spectrograph pro-
vides simultaneous coverage of the wavelength region between
3000 − 10200 nm, across two arms; UVB (300 ≤ λ ≤ 560 nm),
VIS (560 ≤ λ ≤ 1000 nm). X-shooter’s wide wavelength cover-
age made it the instrument of choice to build an optical legacy
data-set (Vink et al. 2023). The XshootU dataset was observed
with the following settings: 0.8′′ slit width for the UBV arm
achieving spectra resolution R ≈ 6700, and 0.7′′ for the VIS
arm (R ≈ 11400). Fig. 1 show the optical spectra used in this
work, which were combined, flux calibrated, corrected for Tel-
luric contamination and normalised by Sana et al. (2024, DR).

2.4. Auxiliary data (MIKE)

Another complimentary spectroscopic optical dataset was col-
lected using the Magellan Inamori Kyocera Echelle (MIKE)
spectrograph which is mounted on the Magellan Clay Telescope,
for known slow rotating ULLYSES stars. The higher spectral
resolution (R ≈ 35000 − 40000) and the wide wavelength cov-
erage (3350 − 5000Å blue arm) and (4900 − 9500Å red arm) is
needed to resolve spectral features and determine their rotation
rates using metal lines (Crowther 2024). Four of the stars in our
analysed sample are also included in the Magellan/MIKE sample
Sk−67◦ 78, Sk−70◦ 16, Sk−68◦ 8, and Sk−67◦ 195.

2.5. Photometry

The photometric magnitudes utilised in the SED fitting to obtain
the bolometric luminosities of the targets were taken from vari-
ous sources and compiled in Vink et al. (2023). The UBV pho-
tometry are drawn from Ardeberg et al. (1972); Schmidt-Kaler
et al. (1999); Massey (2002).

The infrared JKS photometry are preferably taken from the
VISTA near-infrared Y JKS survey of the Magellanic System
(VMC, Cioni et al. 2011), with H-band photometry taken from
the Two Micron All Sky Survey (2MASS, Cutri et al. 2003; Skrut-
skie et al. 2006). For very bright sources that are saturated in

VMC (Cioni et al. 2011) we use the J and KS photometry pro-
vided in 2MASS (Skrutskie et al. 2006).

2.6. UV normalization

The UV spectra require normalization, which is challenging due
to the iron forest that heavily contaminates the continuum. Fig. 2
shows normalised UV spectra of a subset of our sample. The
quality of the fits to the UV lines is highly dependent on the
quality of the normalization of the observed spectrum. On aver-
age, we obtained very good normalised UV and far UV spectra
for the targets by using the SED fitting explained later in Sec-
tion 3.4.3 to obtain the bolometric luminosities of the targets. In
essence, we apply the extinction from Gordon et al. (2003) to
the normalised synthetic spectrum of the best-fitting model and
scale it to the flux levels of the observed spectrum using the KS

magnitude, then simply divide the observed spectrum by the ex-
tinct and scaled continuum of the model to obtain a normalised
spectrum with relative flux values.

3. Method

Line blanketed, plane parallel model atmospheres such as
TLUSTY (non-LTE, Hubeny & Lanz 1995a) and ATLAS (LTE,
Kurucz 1979) coupled to SURFACE/DETAIL (Butler & Gid-
dings 1985) have been widely applied to early-type stars with
weak winds, to derive physical parameters and accurate ele-
mental abundances (e.g., Przybilla et al. 2006; Hunter et al.
2007; Przybilla et al. 2008). This combined non-LTE method
has been also been recently employed in studies of B-supergiants
(e.g., Weßmayer et al. 2022, 2023). For stars with strong stel-
lar winds, it is necessary to employ line blanketed model atmo-
spheres with spherical geometry. Examples include FASTWIND
(Puls et al. 2005; Rivero González et al. 2012), PoWR (Gräfener
et al. 2002a; Hamann & Gräfener 2003a) and CMFGEN (Hillier
1990; Hillier & Miller 1998). These codes have the advantage
of incorporating stellar winds, albeit at the expense of computa-
tional resources, such that the determination of physical param-
eters and elemental abundances are more costly than the plane
parallel case.

3.1. Model atmosphere code and grid

In this work, we use CMFGEN (Hillier 1990; Hillier & Miller
1998) which solves the radiative transfer equations in a 1-D non-
LTE, spherical geometry with a radial outflow of material (that
can also be optically thick in the continuum) in the co-moving
frame. We choose to utilise CMFGEN because it accounts for the
influence of extreme UV line blanketing on the wind populations
and ionization structure, due to thousands of overlapping lines.
It does that with a detailed treatment using “super-levels" which
was pioneered by Anderson (1985, 1989), in which several lev-
els with similar energies and properties are treated as a single or
super level. The idea of super-levels is of tremendous importance
for the iron-group elements. An individual ionization stage can
have hundreds of levels and line transitions (cf. the iron forest
in Fig. 2) that need to be considered in the full model atom, but
applying the super-levels method reduces significantly the num-
ber of statistical equilibrium equations to be considered in the
NLTE treatment. There is also a time-dependent variant of CM-
FGEN for the simulation of supernovae spectra (e.g., Dessart &
Hillier 2010), but the scheme we employ in this work assumes
stationary outflows.
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Table 1: List of the targets in our sample. The last three columns are the wavelengths (in Å) of the UV ranges and the correspond-
ing instruments that were used for observations. The literature spectral types are adopted from Vink et al. (2023). The revised
classifications are adopted from Bestenlehner et al. (2025).

Sk− HDE SpT (revised) SpT (literature) (900 − 1160) (1150 − 1700) (1700 − 2370)
66◦ 171 269889 O9 Ia O9 Ia FUSE STIS E140M STIS E230M
68◦ 155 - O9 Ia B0.5 I FUSE COS G130M+G160M STIS E230M
69◦ 279 - ON9.5 Ia+ O9.2 Iaf FUSE STIS E140M STIS E230M
71◦ 41 - O9.5 Ib O9.7 Iab FUSE STIS E140M -

68◦ 135 - ON9.7 Ia+ ON9.7 Ia+ FUSE STIS E140M STIS E230M
67◦ 5 268605 B0 Ib O9.7 Ib FUSE STIS E140M STIS E230M
68◦ 52 269050 B0 Ia B0 Ia FUSE STIS E140M STIS E230M
69◦ 43 268809 B1 Ib B0.5 Ia FUSE STIS E140M STIS E230M

68◦ 140 - B0.7 Ia B0.7 Iab FUSE COS G130M+G160M STIS E230M
67◦ 2 270754 B1.5 Ia+ B1 Ia+ FUSE STIS E140M STIS E230M

67◦ 14, 268685 B1 Ib B1.5 Ia FUSE COS G130M+G160M STIS E230M
69◦ 52, 268867 B2 Ia B2 Ia FUSE COS G130M+G160M STIS E230M
67◦ 78, 269371 B3 Ia B3 Ia FUSE COS G130M+G160M STIS E230M
70◦ 16 - B1.5 II B4 I - COS G130M+G160M COS G185M
68◦ 8 268729 B5 Ia+ B5 Ia+ - COS G130M+G160M STIS E230M

67◦ 195 - B8 Ib B6 I - COS G130M+G160M STIS E230M

Fig. 3: Grey triangles: model grid, purple squares: LMC tar-
gets with temperatures ≤ 40 kK (from literature), green points:
LMC targets with temperatures ≥ 40 kK. The overlaid lines are
isochrones taken from Brott et al. (2011).

For the initial setup of the (quasi-)hydrostatic layers, a previ-
ous CMFGEN model can be used. CMFGEN does not calculate
the velocity field stratification with the radiative acceleration. In-
stead, the density (velocity) structure of the extended atmosphere
is set through the continuity equation by a parametrized velocity
law 3(r) on top of a solution of the hydrostatic equation from a
connection velocity to the inner photosphere (e.g., Martins et al.
2012).

In CMFGEN, clumping is treated in the “optically-thin
clumping" approximation, also known as “micro-clumping”, as-
suming a void inter-clump medium and a volume filling factor
fvol. To solve the radiative transfer equation with the micro-
clumping assumption, the size of the clumps is assumed to be

smaller than the mean free path of the photons (Hillier 1996).
The treatment of wind inhomogeneities in CMFGEN has been
extensively discussed in the literature (Hillier 1997; Hillier &
Miller 1998, 1999). In the grid, we adopt a a velocity-dependent
clumping law that was introduced for O-stars in Hillier et al.
(2003):

f (r) = fvol,∞ + (1 − fvol,∞) exp (−
3(r)
3cl

), (1)

where fvol,∞ is the terminal volume-filling factor, 3cl is the on-
set clumping velocity, and 3(r) is the velocity of the wind at a
given radius r. In its essence, fvol,∞ determines the degree of
clumping in the wind, where smaller values of fvol,∞ indicate a
more highly clumped wind at r → ∞. 3cl determines the location
(depth) at which clumping starts. This means that Equation 1, de-
scribes winds that become more smooth as 3(r) becomes lower
approaching the photosphere, and become rapidly more clumped
at larger radii. In our grid, we fix fvol,∞ to a value of 0.1. Later
in the fine-tuning procedure, fvol,∞ is treated as a free parameter.
This is essential for obtaining satisfactory fits for the electron
scattering wings of Hα and unsaturated P Cygni resonance lines.

Fig. 3 shows a slice of the grid in Teff-log g space. We fixed
the luminosity in our models to log (L/L⊙) = 5.8 and varied
log (Teff/K) in the range ≈ [4.15, 4.60] and log (g/cm s−2) in
the range ≈ [1.7, 3.9] depending on the temperature, in steps
of 0.025 dex for log (Teff/K) and 0.2 dex for log (g/cm s−2). We
employed the empirical temperature and metallicity dependent
terminal wind velocity recipe from Hawcroft et al. (2024):

3∞ (km s−1) = [0.092(±0.003)Teff (K) − 1040(±100)] Z/Z
(0.22±0.03)
⊙ ,

(2)

where Z ≈ 0.43Z⊙ for the LMC (Choudhury et al. 2016). In
Hawcroft et al. (2024), Sobolev with Exact Integration (SEI)
modelling was employed to measure the terminal wind veloc-
ities for objects no later than B1.5 spectral types, using the
C iv λλ1548 − 1551 resonance doublet, with radial velocities
adopted from the UV.

In our grid, we utilised a modified β velocity law that was
introduced in Hillier et al. (2003):

3(r) = 30 + (3∞ − 30)
(

1 −
R∗

r

)β

, (3)
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Table 2: Metal abundances (ϵX = log X/H + 12 by number)
adopted in the model grid. Baseline LMC abundances ϵLMC

X are
drawn from the compilation of Vink et al. (2023). ∆ϵX represents
the difference between the LMC baseline values and the values
adopted in our grid.

Element ϵLMC
X ∆ϵX Reference

C 7.03 −0.52 (Hunter et al. 2008)
N 8.01 +0.47 (Hunter et al. 2008)
O 8.40 −0.07 (Hunter et al. 2008)
Ne 7.70 - -
Mg 7.13 - -
Al 6.20 - -
Si 7.06 - -
P 5.11 - -
S 6.88 - -

Ca 6.10 - -
Fe 7.23 - -
Ni 5.90 - -

where 3∞ is the terminal wind velocity, 30 is the connection
velocity, which is estimated as two thirds the speed of sound
≈ 10 km s−1, and Rτ=100 is the radius of the star, which is de-
fined at optical depth τ = 100. For our grid we adopt adopt a
fixed value of β = 1. This procedure yielded a 2-D grid in the
temperature-gravity parameter space (gridbase).

In Table 2, we present the values of metal abundances
log X/H + 12 (by number) adopted in the model grid. Hence-
forth, we substitute log X/H + 12 with the notation ϵX. Rather
than adopting baseline LMC CNO abundance values for met-
als such as the one compiled in Vink et al. (2023), we chose
to adopt processed abundances correlating to low luminosity B-
stars in the LMC from Hunter et al. (2008), that show nitro-
gen enhancement of ∆ϵN ≈ +0.47 dex, compared to the LMC
baseline in Vink et al. (2023), and at the expense of carbon and
oxygen deficiencies of ∆ϵC ≈ −0.5 dex and ∆ϵO ≈ −0.07 dex.
Since Hunter et al. (2008) excludes B-supergiants, we checked
the validity of these values for luminous B-supergiants (which
might be expected to show the greatest N enhancements) by re-
sorting to the work of McEvoy et al. (2015), in which TLUSTY
non-LTE model atmosphere calculations have been used to de-
termine atmospheric parameters and nitrogen abundances for 34
single and 18 binary supergiants. Their analysis shows a nitro-
gen enrichment value of ≈ 0.5 dex relative to Vink et al. (2023),
which is very close to our grid’s nitrogen abundance. For other
key elements in our grid like silicon, magnesium, and iron, we
implemented baseline LMC abundances from Vink et al. (2023).
Abundances of metals heavier than oxygen are not modified dur-
ing the fitting procedure.

Lastly, we covered the temperature-gravity-wind density pa-
rameter space. We did that by iterating over the mass-loss rates
log (Ṁ/M⊙ yr−1) in the range ≈ [−5.5,−7.3] in steps of 0.3 dex
for each of the points from gridbase. The final grid is a 3-D grid
in the temperature-gravity-wind density space.

Since the strength of emission features scales not only with
the mass-loss rate but also with the volume-filling factor ( fvol ),
terminal velocity, and radius of the star, it is convenient to com-
press these parameters into one parameter when compartmental-
izing the model grids. To spectroscopically quantify mass-loss
rates of hot massive stars using scaling relations, we chose to
adopt the transformed radius (Schmutz et al. 1989) originally
used for optically thick winds of Wolf-Rayet stars (WR), where

the line equivalent width is preserved:

Rt = R∗
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The grid covers a wide range of log Rt from 1.6 to 3.1, with
lower values relating to denser winds. This log Rt range cor-
responds to an optical depth-invariant wind-strength parameter
log Q = log Ṁ/(R∗3∞)3/2 (Puls et al. 1996) range of −13.9 to
−11.5, where larger values of log Q correspond to denser winds.
We employ Rt to scale Ṁ to the derived bolometric luminosity
of the star.

3.2. Atomic data and X-rays

In our models we include 14 species and 50 different ions. We
exclude higher ionization stages for the cooler (< 25 kK) mod-
els and include the lower ionization stages. This is of special im-
portance to the iron lines which dominate the UV in the B-star
regime. We include our detailed underlying model atom struc-
ture in the appendix in Table D.1.

X-rays can be included in CMFGEN using X-ray emissivi-
ties from collisional plasma models (Smith et al. 2001), where
the source of this emission is assumed to be shocks forming in
the winds (Pauldrach et al. 1994). The detailed approach used
in CMFGEN is described in Hillier & Miller (1998). The gen-
eral spectral appearance is not affected by X-rays, although the
highest ionization UV lines can be enhanced at the expense of
lower ionization lines (Baum et al. 1992) at relatively low stel-
lar temperatures due to Auger processes. We elect to exclude
X-rays from our analysis, because the ad hoc addition of X-rays
in CMFGEN does not provide phenomenological description of
the physical shock parameters and reduces the number of uncon-
strained parameters in the fitting procedure.

The main drawbacks of excluding X-rays in our models is
that, in some cases, it is difficult to obtain satisfactory fits for
high ionization UV P Cygni lines. This could potentially lead to
over estimating the mass-loss rates. Bernini-Peron et al. (2023),
who included X-rays in their CMFGEN models, found that their
mass-loss rates for Galactic B-supergiants are lower by a factor
of two compared to the mass-loss rates obtained by Crowther
et al. (2006) and Searle et al. (2008), who exclude X-rays. In
Fig. 2, the discrepancy between the predicted and observed P
Cygni N v λλ1238 − 1242 line in Sk−66◦ 171 is due to the lack
of X-rays in the model. This is also the case for the P Cygni
C iv λλ1548 − 1551 profile in Sk−68◦ 140 and Sk−69◦ 52.

3.3. Summary of the fitting procedure

Since CMFGEN is time and resource-intensive, we are limited
by a small number of models relative to the number of parame-
ters that we have to extract from the stellar spectra. Therefore, as
a first-order approximation (initial pinpoint), we use the results
of the analysis done using the pipeline that was introduced in
Bestenlehner et al. (2024), which is a grid-based χ2- minimiza-
tion algorithm, that utilises the entire optical spectrum rather
than selected diagnostic lines allowing a wider range of tempera-
ture from B to early O-stars to be analysed. This grid of synthetic
spectra was computed with the non-LTE stellar atmosphere and
radiative transfer code FASTWIND (Puls et al. 2005), which is
efficient and quick but lacks a detailed treatment of the iron for-
est in the UV range. This pipeline provides a first approxima-
tion of Teff , log g, 3rot sin i using only the optical XShootU data,
which we then can refine using the UV range provided by our
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CMFGEN grid, and then produce a fine-tuned model for the en-
tire spectrum based on the best fitting grid model. To summarize,
our entire procedure consists of the following steps:

– 1st step: Approximation of Teff and log g from the opti-
cal spectrum using the model de-idealization pipeline intro-
duced in Bestenlehner et al. (2024), which we use to pin-
point the closest fitting model from the grid in Teff-log g-Ṁ
parameter space.

– 2nd step: Fine-tune the values of Teff , log g, 3∞ and the helium
abundance of the model from the previous step.

– 3rd step: Fine-tune wind parameters Ṁ, β-law, fvol and
clumping on-set velocity 3cl.

– 4th step: Refine CNO- surface abundances.

The second, third and fourth steps take on average ten tailored
models in total to obtain a satisfactory fit.

3.4. Diagnostics

Underlying systematic errors arise from our grid and fitting pro-
cedure. The most notable are the inclusion of a limited num-
ber of species and ions, fixing certain parameters like the micro-
and macro-turbulent velocities, and fixing the abundances of el-
ements heavier than oxygen. An important part of our analysis is
wind clumping, which can vary greatly depending on the treat-
ment utilised in the model (e.g., Brands et al. 2022). Finally, the
finite spectral resolution of the observation adds another layer
of uncertainty to the overall analysis. We estimate the model un-
certainties (parameters with superscript notation ’m’) the derived
physical parameters and wind properties. By ’model uncertainty’
we simply mean the smallest variation in a given input parameter
that would produce a noticeable change in the quality of the fit.

3.4.1. Effective temperature and helium abundance

After we derived a rough estimate of the stellar and wind param-
eters from our grid, we start fine-tuning the model parameters
to reproduce the observed spectrum. In order to do that, we first
vary the temperature, which has a large impact on the morphol-
ogy of the spectrum for different spectral classes. Consequently,
obtaining an accurate temperature determines the overall quality
of the fit and of the other estimated stellar and wind parame-
ters. In our fitting procedure, Teff is derived using the ionization
balance of helium (He) and silicon (Si). In practice, lines from
successive ions, of the same elements must be observed.

The most reliable lines for O-stars are He ii and He i, and
historically He ii λ4542 and He i λ4471 have been used (Martins
2011), which is what we used for the O-stars in our sample
as primary diagnostics. Additionally we use He ii λ5411 and
He i λ4922 as a sanity check

For B-stars the main diagnostic is the silicon ionization bal-
ance (McErlean et al. 1999; Trundle et al. 2004; Trundle &
Lennon 2005). For the earliest B-stars (B0 - B2) spanning a tem-
perature range Teff ≈ 28−21 kK we use Si iv λλ4089 − 4116 1

and Si iii λλλ4553 − 4568 − 4575 as our main diagnostics. For
mid B-stars (B3-B5) in the temperature range Teff ≈ 20−14 kK

1 The Si iv absorption line at λ = 4089 Å is actually a blend of
Si iv and O ii (de Burgos et al. 2024b). Considering models with ex-
tended O ii atomic levels, we find that the O ii component contributes
≈ 9%, 10%, 62% to the equivalent width of the combined line at
Teff = 30, 25, 20 kK, respectively, with both lines being very weak
in the low Teff case

Fig. 4: O i λλλ7772 − 7774 − 7775 and O ii λ4254 lines of the
B8 supergiant Sk−67◦ 195 (black line). Red line: the preferred
model the temperature of which (Teff = 12.5 kK) was obtained
from fitting He i λ4471 and Mg ii λ4481, and a comparison with
higher Teff = 14.0 kK.

Si iii λλλ4553 − 4568 − 4575 and Si ii λλ4128 − 4131 are used.
For late B-stars (B6-B8) we resort to fitting He i λ4471 and
Mg ii λ4481, which is not as reliable as fitting consecutive ions
of the same species.

An alternative indicator of Teff in late B-stars is the ratio of
O ii to O i line. By way of example, in Fig. 4 we show the triplet
O i λλλ7772 − 7774 − 7775 (upper panel) and O ii λ4254 (lower
panel). The preferred model (red solid line) for the B8 supergiant
Sk−67◦ 195, the temperature of which was obtained from fitting
He i λ4471 and Mg ii λ4481, reproduces the O i λλλ7772−7774−
7775 and O ii λ4254 lines relatively well. For comparison, we
display another model that differs from the preferred model only
in its temperature with ∆Teff = 1500 K (blue solid line). We
select this model as it is the nearest model on the grid to our
preferred model in the temperature parameter-space that presents
O ii lines. This fit implies that decreasing the oxygen abundance
in the comparison model could produce a better match to both
lines. This could be used either as a primary diagnostic for Teff
or as a sanity check in late B-supergiants.

By way of a sanity check, we have compared the predicted
Balmer jump strengths to observations (Kudritzki et al. 2008;
Urbaneja et al. 2017). We find that, for the most part, the strength
of the predicted Balmer jumps – the Teff of which was obtained
from line diagnostics – are in good agreement with observations.
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Nevertheless, a few hundred K higher temperatures produce a
better match for a subset of mid to late B-supergiants, albeit
within the quoted uncertainties.

The earliest B-stars (B0-B0.7) in the temperature range
Teff ≈ 25−22 kK show weak He ii lines, so we use He i λ4471
and He ii λ4542 as a sanity check when fine-tuning the tem-
perature for such objects. There is also a temperature range
Teff ≈ 20−17 kK at which silicon lines of all three ionization
stages (Si iv, Si iii, and Si ii) are present. In those cases, we at-
tempted to fit all lines but focused mainly on the stronger con-
secutive pair.

Since silicon is an alpha-process element, its abundance is
primarily determined by the environment, so is not heavily influ-
enced by the evolution of the star in the supergiant phase. Also,
Korn et al. (2005) obtains a value of ϵSi = 7.07 ± 0.3 from fast
rotating B-stars in the LMC, and Hunter et al. (2007) finds a sil-
icon abundance ϵSi = 7.19 ± 0.07 from narrow-lined late O and
B-stars in the LMC, whereas Dopita et al. (2019) derives a value
ϵSi = 7.11 ± 0.04 from supernova remnants in the LMC. The
low variance between those values is what led us to fixing the
silicon abundance. For those reasons, we did not attempt to fit
the silicon lines’ strength by changing the abundance of silicon
at the fine tuning stage. We also do not change the abundance of
magnesium during our fine tuning stage. Similar to silicon, this
is motivated by the low variance between the magnesium abun-
dance values obtained via different methods in the literature. ϵMg
values from the literature are as follows: ϵMg = 7.15 ± 0.3 from
Korn et al. (2005), and ϵMg = 7.06 ± 0.09 from Hunter et al.
(2007), and ϵMg = 7.19 ± 0.09 from Dopita et al. (2019)

For O-stars, the helium abundance is essential for an accu-
rate temperature estimate. Changing the helium abundance at the
expense of hydrogen modifies the ionization structure in the at-
mosphere which, in turn, affects the shape and strength of Hα
especially when it is in emission. This is the case for the ma-
jority of the targets in our sample. Hence it is important to also
obtain an accurate helium abundance for both O-stars and B-
stars. In our fitting procedure, as we are fitting temperature line
diagnostics, we simultaneously fine-tune abundances of helium
and hydrogen before attempting to fit wind lines such as Hα.

It is important to understand that varying Teff by small
amounts can have a different effect on the quality of the fit de-
pending on the temperature range of the model. To illustrate this,
we show in Fig. 5 the effect of varying the temperature of the best
fitting model (red solid line) by ∆Teff = −700 K with all other
parameters fixed. The top panels shows the fits to He ii λ4542
and He i λ4471 (panels a and b respectively in Fig. 5) for the
O9.5 Ib supergiant Sk−71◦ 41 (Fig. G.4), where the best fitting
model has a Teff = 29.2 kK and we can see that while the model
with lower temperature does not yield a noticeably different fit
for He i λ4471, He ii λ4542 is significantly changed. The equiva-
lent widths (EW) ratio of He i λ4471 to He ii λ4542 in the obser-
vations is ≈ 3.20 ± 0.05. our preferred model yield an EW ratio
of ≈ 3.15 ± 0.05 compared to an EW ratio ≈ 3.45 ± 0.05 for the
comparison model with the higher Teff .

Panels c and d in Fig. 5 show the comparison of the fits
of Si iv λλ4088 − 4116 and Si iii λλλ4553 − 4568 − 4575, re-
spectively, for the B0 Ia supergiant Sk−68◦ 52 (best fitting
model Teff = 26.0 kK). In this case lowering the temperature
by ∆Teff = 700 K slightly worsens the quality of the fits for both
sets of lines. The EW ratio of Si iii λ4552 to Si iv λ4088 in the
observed spectrum of Sk−68◦ 52 is ≈ 0.55±0.05. Our preferred
model yields an EW ratio of ≈ 0.51 ± 0.05 compared to an EW
ratio of 0.45±0.05 for the comparison model with the lower Teff .

Fig. 5: Examples of the effect of varying Teff on the quality of the
fit. Best fitting model: red solid line. Comparison model: blue
solid line (∆Teff = 700 kK). Observed XShootU spectrum: black
solid line. a-b: Sk−71◦ 41 (O9.5 Ib). c-d: Sk−68◦ 52 (B0 Ia).
e-f: Sk−67◦ 78 (B3 Ia).

In panels e and f of Fig. 5, we show the fits of the B3 Ia
supergiant Sk−67◦ 78 for Si iii λλλ4553 − 4568 − 4575 and
Si ii λλ4128 − 4131, respectively, where the best fitting model
has Teff = 15.5 kK. We can see that raising the temperature of
the model by ∆Teff = 700 K noticeably deteriorates the quality
of the fit. The EW ratio of Si ii λ4128 to Si iv λ4552 in the ob-
served spectrum of Sk−67◦ 78 is ≈ 0.60 ± 0.05. Our preferred
model yields an EW ratio of ≈ 0.62 ± 0.05 compared to an EW
ratio 0.53 ± 0.05 for the comparison model with the higher Teff .

We estimate the model uncertainty from the spectral fit-
ting as ∆T m

eff ≈ ±500−1000 K depending on the quality of the
fit, and we estimate a more conservative and realistic uncer-
tainty as double the model uncertainty in attempt to take into
account limitations of the model atmosphere code, giving us
∆Teff ≈ ±1000−2000 K.

3.4.2. Effective surface gravity

The surface gravity (log g) is obtained via fitting the wings of
Balmer lines. Balmer lines are broadened by collisional pro-
cesses and are most sensitive to Stark broadening (linear Stark
broadening affects the wings of the H and, to a lesser extent, He ii
lines; indeed, this effect is mainly used to constrain the surface
gravity), which is related to gas pressure, and in turn, gas pres-
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Fig. 6: Examples of the effect of varying log g on the quality
of the fit. Best fitting model: red solid line. Comparison model:
blue solid line. Observed XShootU spectrum: black solid line.
a: Sk−66◦ 171 (O9 Ia) (∆ log g = 0.05). b: Sk−67◦ 5 (B0 Ib)
(∆ log g = 0.1).

sure is intimately connected to electron pressure (Pe = NeKT )
in hot stars. This means that Balmer lines are broader in higher
gravity stars. Degeneracies that occur when fitting Balmer lines
are alleviated once temperature diagnostic lines are included (fit-
ting log g and Teff simultaneously and iteratively).

We use Hγ as the main indicator since it is usually in absorp-
tion and its wings are mostly not contaminated by wind emission
or by blending with other lines. Hη and Hζ are used as a sanity
check. These Balmer lines are usually strong and well resolved
(Simón-Díaz 2020; Martins 2011), but in the case of the O hy-
pergiants Sk−68◦ 135 and Sk−69◦ 279 we resorted to fitting Hη
as our primary surface gravity diagnostic due to wind contami-
nation in all the lower Balmer lines.

To show the level of sensitivity of the model to modest
changes in log g, we present two cases of fitting Hγ. For the
O9 Ia supergiant Sk−66◦ 171 (panel (a) in Fig. 6), the best fit-
ting model (red solid line) was computed with log (g/cm s−2) =
3.05 dex and the comparison model (blue solid line) with
log (g/cm s−2) = 3.10 dex. Both models were computed with
the same Teff = 29.9 kK and with all other parameters kept the
same, and as shown the two fits are very similar. The second
case (panel (b) in Fig. 6) is for the B0 Ib supergiant Sk−67◦ 5,
where the best fitting model and the comparison model were

Table 3: Properties of the PYPHOT filter functions (Fouesneau
2025) employed in this study.

filter λcentral λpivot λeffective Vega

Å Å Å
B 4347.526 4296.702 4316.312 20.512
V 5504.666 5469.853 5438.689 21.099
KS 21655.864 21638.169 21521.413 25.921

computed for log (g/cm s−2) = 2.8 dex and 2.9, respectively,
and the same Teff = 25.6 kK. In contrast to the previous case,
a ∆ log (g/cm s−2) = 0.1 dex dramatically changes the quality of
the fit.

We estimate the model uncertainty at ∆ log gm = ±0.05 −
0.10 dex and adopt a conservative uncertainty ∆ log gc = ±0.2 −
0.25 dex which takes into account the additional uncertainty of
3rot sin i and R∗ and the quality of the normalization (a 1% change
in the wings due to normalization can lead to a log g difference
of 0.1 dex).

3.4.3. Luminosity

For the determination of the bolometric luminosities Lbol of our
stars, we use the flux from the model computations, which was
computed for a fixed luminosity of log (Lmodel/L⊙) = 5.8. We se-
lect Vega magnitude systems photometric zero-point. First, we
apply suitable filter functions from pyphot (Fouesneau 2025) us-
ing the effective wavelengths of the filters and we obtain the
BVKS fluxes of the model using the function get_ f lux, and from
the fluxes we calculate magnitudes of the model (Bm, Vm and
Km

S
) as −2.5 log FBVKS

− m
vega
BVKS

. The filter function properties
and Vega magnitudes are presented in Table 3. We then apply
the extinction law from Gordon et al. (2003) and fit the relative
extinction RV and other parameters that determine the shape of
the UV extinction curve (Fitzpatrick & Massa 1990) to match
the shape of the observed SED. The model SED is then scaled
to the observed SED using a factor equal to Km

S
/KS . Using the

model magnitudes, the color excess E(B − V) is calculated as
(B − V) − (Bm − Vm). Assuming the distance modulus DM for
the LMC is 18.50 ± 0.02 mag (Alves 2004), we calculate the
bolometric correction of the visual magnitude of the model BCm

V
with the equation BCm

V
= −2.5 log Lmodel + 4.74 − Vm. Finally,

the bolometric luminosity is calculated via BCm
V

and the appar-
ent visual magnitude of star mV as log Lbol = (DM+AV −BCm

V
−

mV + 4.74)/2.5, where AV is the total extinction and is equal
to E(B − V) RV . The absolute visual magnitude is calculated as
MV = mV − DM − AV .

With this procedure we simultaneously obtain the extinction
parameter RV and the color excess E(B − V). This method re-
lies on the relation of the B and V bands to the KS band, and
since the extinction is minimal in the KS , the obtained bolo-
metric luminosities are highly reliable. The uncertainty of the
derived bolometric luminosity is dominated by the uncertainty
in the distance to the target, for which we adopt a random er-
ror of 0.1 dex. Moreover, the SED fitting method (by eye) also
result in an uncertainty in the AV , which is inherited by the bolo-
metric luminosity. Finally, the 2MASS photometry formal errors
range from 0.01 to 0.1, averaging ≈ 0.05. Therefore, we estimate
the uncertainty to be ∆Lbol ≈ ±0.1−0.2 dex. In Appendix E we
present the SED fits for the stars in our sample.
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3.4.4. Line-broadening parameters

Out of all parameters that cause spectral line-broadening (macro-
turbulent velocity 3mac, micro-turbulent velocity 3mic, and pro-
jected rotational velocity 3rot sin i) we elected to include only
3rot sin i as part of the fitting procedure. When calculating the for-
mal integral using CMFFLUX, we fix the 3mic in the photosphere
to 10 km s−1 and the maximum 3mic in the wind to 100km s−1.

Changing 3mic in the photosphere has little effect on wind
lines, but the changes in line opacities do affect photospheric
lines (primarily metal but also He i lines). This produces a de-
generacy between 3mic and chemical abundances. Therefore, in-
creasing 3mic could lead to underestimating the abundances and
temperatures (Brands et al. 2022), hence our decision to exclude
3mic from our fitting procedure. This degeneracy can be alle-
viated by simultaneously fitting 3mic and the abundances using
multiplet lines. A common diagnostic of 3mic in B-stars is the
depth of the components of Si iii λλλ4553− 4568− 4575, which
are sensitive and react differently to changes in 3mic (McErlean
et al. 1998).

The values of macro-turbulent velocities on OB-stars range
from a few km s−1 for dwarfs up to a few tens of km s−1 for
supergiants. We fix 3mac at 20 km s−1 in our fitting procedure.
Fixing 3mac is appropriate for our sample, especially when tak-
ing into account the velocity resolution of the UBV and VIS
arms of X-shooter that ≈ 45 and 25 km s−1, respectively. The
main diagnostic line for O-stars is O iii 5592. For early B-stars
O iii 5592 is also used and as a sanity check we fit C iii λ4267
Si iv λλ4089 − 4116, Si iii λλλ4553 − 4568 − 4575. for mid to
late B-stars we fit the Mg ii 4481 line and as a sanity check we
use C ii and Si ii.

The uncertainty in 3rot sin i measurements is dominated by
the velocity resolution of the UBV arm of X-shooter (Vernet
et al. 2011) ∆3 ≈ 45 km s−1. Later in Section 4.4, we investi-
gate the line-broadening characteristics of a subsample of our
stars that have MIKE data by using the IACOB-BROAD tool
(Simón-Díaz & Herrero 2014).

3.4.5. Terminal wind velocity (3∞)

The “black velocity" 3black is the velocity measured at the bluest
extent of fully saturated P Cygni absorption (Prinja et al. 1990).
This is thought to provide a more robust estimate of the wind
terminal velocity than the “edge velocity" 3edge, which is mea-
sured at the point where the blue trough of the P Cygni profile
intersects the local continuum (Beckman & Crivellari 1985). The
difference 3edge − 3black arises from the turbulence in the velocity
field of the wind.

In this study, we obtained 3edge and 3black using direct mea-
surements of all the viable P Cygni resonance lines in the range
≈ [1200, 2900] Å, with the advantage of accurate radial velocity
estimates for each object from optical metal lines. 3edge and 3black
were determined as the mean value of all velocities obtained
from the individual resonance lines. The resonance lines used are
Si iv λλ1394 − 1403, C iv λλ1548 − 1551, Al iii λλ1855 − 1863,
Mg ii λλ2796 − 2803.

Stars at low metallicity are well known for having absorp-
tion profiles that may not reach zero intensity, consequently it
is sometimes not possible to obtain an accurate measurement of
3black, and one has to calculate 3∞ as a fraction of 3edge. The ratio
3black
/

3edge is obtained from Tables C.1 and C.2.

3.4.6. Wind density parameters

The primary optical diagnostic line used to constrain the wind
mass-loss rate is Hα, and in the case of O-supergiants, He ii 4686
is used to a lesser extent. Hα is formed relatively close to the
photosphere (≈ 1− 2 R∗) and since it is a recombination line it is
very sensitive to wind density (∼ ρ2). The wind density itself is a
function of mass-loss rate and velocity field structure. Therefore
the parameters we try to fit that affect the strength and the mor-
phology of Hα within the framework of CMFGEN are wind ter-
minal velocity 3∞, mass-loss rate Ṁ, β and clumping parameters
(volume filling factor fvol and the onset clumping velocity 3cl).
UV lines are used to further constrain the density and to break
degeneracies of clumping and mass-loss. The most consistently
available lines in our sample which we use to constrain the mass-
loss rate and clumping are the unsaturated P Cygni sulphur dou-
blet S iv 1063−1073, plus C iii λ1176 and Si iv λλ1394−1403 if it
is not fully saturated. We also use C iv λλ1548−1551 for O-stars
as a sanity check and for late B-stars we use Al iii λ1856 − 1862
and Mg ii λ2796 − 2803.

In our fine-tuned model, we adopt a value for the on-set
clumping velocity 3cl equal to double the sound speed of the
model, which comes to a value in the range ≈ 25−35 km s−1 de-
pending mainly on the temperature and helium abundance. This
is a common procedure in the analysis of OB stars (Marcolino
et al. 2009; Puebla et al. 2016). Since the connection velocity in
our models is set by default to 10 km s−1, the adopted values of
3cl indicate that the clumping becomes significant in the base of
the super-sonic winds, rather than in the subsonic layers or the
photosphere. Although, recent 2-D global simulations of O-stars
indicate that wind inhomogeneities could originate from “photo-
spheric turbulence” arising in the iron opacity peak zone due to
the unstable nature of convection (Debnath et al. 2024).

Having acquired R∗ (from the derived Lbol and Teff), 3∞ and
model mass-loss rate (Ṁm), we derive the luminosity-adjusted
mass-loss rate (Ṁ) by scaling Ṁm to the transformed radius Rt
via Eq. 4.

We estimate uncertainties of the wind parameters in a way
that is suitable for our method of analysis. For 3∞ that is de-
termined as 3black we calculate the uncertainty by quadrature of
the systematic and stochastic errors. The systematic errors stem
from the resolution of the instrument, and the stochastic errors
are the combination of the standard deviation of the mean 3∞ and
mean radial velocity 3rad. For 3∞ that is calculated as a fraction
of 3edge, other than the resolution and the dispersion of the mean
3edge and 3rad, we additionally take into account in quadrature
the standard deviation of 3∞

/

3edge of the mean over our sample,
which yields relatively higher 3∞ errors for stars that do not show
saturated P Cygni profiles in their UV spectra.

It is quite difficult to quantify the uncertainty of β, but by
varying beta in our model and adjusting the mass-loss rate ac-
cordingly we were able to get a general idea on the range of
beta that would reproduce similar quality fit for Hα which is de-
fined by the uncertainty ∆β = ±0.2. The model uncertainty of
the mass-loss rate ∆ log Ṁm = ±0.05 to 0.1 dex depending on
the quality of the fit. Using Eq. 4 we calculate the uncertainty in
the scaled mass-loss rates as:

∆ log Ṁ =

√

(

4
3
∆Teff
Teff

)2
+ . . .

√

(

2
ln 10 ·

∆Ṁm

Ṁm

)2
+
(

·
∆3∞
3∞

)2
.

(5)
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3.4.7. He and CNO abundances

The accurate determination of both the effective temperature and
surface gravity depends on the helium abundance in the model,
especially for O-stars because of the way the temperature is
gauged by He i to He ii equivalent widths ratio. To restrict the
helium mass fraction (Y) we fix the mass fraction of all included
elements except for hydrogen, which means that increasing or
decreasing the mass fraction of helium in the model would re-
spectively deplete or enrich the model with hydrogen. We use
the following Helium line diagnostics:
He i λ4026, He i λ4471,He i λ4922, (He i λ6678), (He i λ7065),
(He i λ7281), He ii λ4542, He ii λ5411.

Recalling Section 3, plane parallel model atmosphere have
been very successful at determining metal abundances of early
type stars with weak winds (e.g., Hunter et al. 2007; Przybilla
et al. 2008), which have included late B-supergiants (Przybilla
et al. 2006). Models employing spherical geometry generally
require significantly higher resources, hindering abundance de-
terminations, although FASTWIND has been successfully used
to obtain CNO abundances in early B-supergiants (Urbaneja
et al. 2005b). Since CMFGEN is used for the present study, we
acknowledge larger uncertainties in derived CNO abundances
with respect to other analyses. Nevertheless, after obtaining
the stellar and wind parameters we try to fit multiple lines that
adhere to different ionization levels of CNO elements. The lines
depend on the spectral type of the star, but the primary lines that
we use to refine the CNO abundances are:

– Carbon:
O-stars: C iv λλ5801 − 5811, C iii λλ4647 − 4650
B-stars: C iii λλ4647 − 4650, C iii λ5696, C ii λ4070,
C ii λ4267, C ii λλ6578 − 6582, C ii λλλ7231 − 7236 − 7237

– Nitrogen:
O-stars: N iii λ4097, N iii λλ4510−4515, N iii λλ4634−4641
B-stars: N iii λ4097, N ii λ3995, N ii λ4447, N ii λλλ4601 −
4607 − 4614, N ii λ4630

– Oxygen:
O-stars: O iii λλ3261 − 3265, O iii λ3760, O iii λ5592
B-stars: O ii λ4254, O ii λ4367, O ii λλ4415 − 4417,
O ii λλ4638 − 4641, (O i λλλ7772 − 7774 − 7775).

The triplet N iii λ4634 − 4641 is usually in emission and is noto-
riously difficult to fit (Rivero González et al. 2011). In some ob-
jects C iii λ5696 is also in emission. We leave fitting CNO abun-
dances as the last step in our fitting procedure since it does not
effect other diagnostic lines that are used to gauge other parame-
ters. He i and O i lines quoted above in parentheses were not part
of the analysis and are only used as supplementary diagnostics.

The CNO abundances we present in Section 4.5 are subject
to large uncertainties, for which we adopt a value of ≈ ±0.3 dex.
This is due to the high sensitivity of metal lines to changes in
Teff and log g, in addition to changes in 3mic. We are more confi-
dent in our helium abundances, and we determine our uncertain-
ties based on the way we varied the helium mass fraction in our
models (in steps of 10% of the baseline grid abundance), so we
adopt a 20% uncertainty in the mass-fraction with translates to
0.09 dex for the helium abundance by number ϵHe = log He

H +12.

4. Results

In this section we present an overview of the results and com-
pare them to other theoretical and empirical results that utilise

Fig. 7: The Hertzsprung-Russell diagram for our sample. Over-
laid in solid black lines are non-rotating isochrones for different
ages (≈ [0 − 10] Myr) and dashed black lines are the evolution-
ary tracks for stellar masses in the range ≈ [10 − 60] M⊙ with a
rotational velocity of 50 km s−1. Both the isochrones and evolu-
tionary tracks are adopted from Brott et al. (2011).

the UV and optical or the optical range exclusively. The qual-
ity of our analysis is described for each star individually in the
Appendix B. Best fitting physical parameters are presented in
Table 4, including inferred evolutionary masses and ages from
Bonnsai (Schneider et al. 2014) applied to Brott et al. (2011)
rotating single-star evolutionary models for LMC metallicity.

4.1. Hertzsprung-Russell diagram

Fig. 7 shows the location of our targets on a Hertzsprung-
Russell diagram (HRD). Our sample spans a range of temper-
atures log (Teff/K) ≈ 4.1−4.5, while luminosities cover a broad
range of log (Lbol/L⊙) ≈ 4.50−6.10 (see Table 4). The extremey
luminous star is the hypergiant Sk−68◦ 135 (Fig. G.5) with
log (Lbol/L⊙) ≈ 6.1.

The majority of our sample excdeed log (Lbol/L⊙) ≈ 5.4
aside from Sk−70◦ 16, which is a bright giant (II), and
Sk−67◦ 195, which is a B8 Ib supergiant according to Besten-
lehner et al. (2025). Overall, the majority of the sample lies be-
tween the zero age main sequence (ZAMS) and the terminal age
main sequence (TAMS), according to the evolutionary models
of Brott et al. (2011), but several targets, assuming a single-star
evolutionary scenario, are located beyond the TAMS and would
therefore be identified as post-main sequence stars.

Fig. 8 shows the location of our targets on the spectro-
scopic Hertzsprung-Russell diagram (sHRD) (Langer & Ku-
dritzki 2014), where L = T 4

eff/g and L⊙ is calculated with solar
values Teff = 5777 kK and log (g/cm s−1) = 4.44. The major-
ity of our stars fall in the logL/L⊙ range of 4.0−4.3. We find
that the hypergiants are the closest to the Eddington limit of
logL/L⊙ ≈ 4.6 (assuming a hydrogen mass fraction of 0.73).
Also, as expected, the low luminosity supergiant Sk−67◦ 195
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Table 4: Derived stellar parameters based on the best fitting CMFGEN model. Minit, Mevo, and ages of the stars are derived using an updated Bayesian inference method (Bronner
et al. in prep) that is similar to Bonnsai (Schneider et al. 2014) applied to Brott et al. (2011) evolutioanry tracks. Γe is calculated using Mevo.

Sk− Teff Diag. log gc R∗ log Lbol RV E(B − V) MV BCV vrad vrot sin i Mspec Γ
spec
e Minit Mevo Age Γevo

e

kK cm s−2 R⊙ L⊙ mag mag mag km s−1 km s−1 M⊙ M⊙ M⊙ My

66◦ 171 29.9±1.0 He i − He ii 3.11±0.20 25 5.67±0.11 1.9 0.16 −6.6 −2.83 410 75 31 ±7 0.73 34.61+9.03
−4.34 30.04+8.14

−2.26 5.27+0.67
−1.03 0.74+0.27

−0.08

68◦ 155 29.0±1.0 He i − He ii 3.06±0.20 26 5.64±0.11 2.9 0.29 −6.6 −2.76 240 80 29 ±6 0.72 34.21+8.41
−7.98 29.89+8.49

−4.59 5.47+0.22
−0.95 0.70+0.29

−0.16

69◦ 279 28.5±2.0 He i − He ii 2.95±0.25 27 5.63±0.11 2.6 0.34 −6.6 −2.76 230 40 24 ±6 0.90 33.79+7.11
−3.21 30.25+7.71

−1.37 4.23+0.60
−0.44 0.70+0.26

−0.08

71◦ 41 29.2±1.0 He i − He ii 3.12±0.20 23 5.53±0.11 2.8 0.25 −6.3 −2.77 260 45 25 ±5 0.69 32.80+4.82
−3.48 30.30+5.30

−2.09 4.26+0.60
−0.31 0.57+0.18

−0.08

68◦ 135 26.9±1.5 He i − He ii 2.82±0.24 51 6.10±0.12 2.8 0.28 −7.9 −2.60 270 45 65 ±16 0.96 60.74+16.54
−6.69 52.35+14.90

−4.63 3.25+0.74
−0.71 0.89+0.2

−0.00

67◦ 5 25.6±1.0 He i − He ii 2.81±0.20 45 5.89±0.12 2.2 0.17 −7.5 −2.46 295 65 47 ±11 0.76 44.19+9.10
−4.57 38.12+6.09

−3.63 4.79+0.28
−0.95 0.95+0.16

−0.10

68◦ 52 26.0±1.0 Si iii − Si iv 2.85±0.20 42 5.87±0.12 2.9 0.22 −7.4 −2.51 255 50 46 ±10 0.83 49.52+7.30
−8.41 44.97+6.72

−6.46 3.40+0.45
−0.34 0.85+0.15

−0.15

69◦ 43 22.4±1.0 Si iii − Si iv 2.71±0.21 40 5.55±0.11 2.5 0.19 −7.0 −2.14 255 50 29 ±6 0.63 31.94+4.11
−3.55 29.47+4.06

−2.30 5.15+0.43
−0.69 0.62+0.14

−0.09

68◦ 140 24.1±1.0 Si iii − Si iv 2.81±0.21 33 5.52±0.11 3.1 0.34 −6.7 −2.32 260 50 26 ±7 0.67 30.21+4.47
−3.23 29.06+3.81

−3.08 5.21+0.61
−0.72 0.59+0.14

−0.11

67◦ 2 18.8±1.0 Si iii − Si iv 2.31±0.21 71 5.76±0.12 2.7 0.27 −7.9 −1.73 320 45 38 ±6 0.76 41.53+7.90
−3.04 36.64+6.16

−1.93 4.24+0.37
−0.49 0.75+0.18

−0.07

67◦ 14 21.1±1.0 Si iii − Si iv 2.51±0.21 46 5.58±0.11 1.6 0.16 −7.2 −2.00 300 50 25 ±10 0.73 39.98+2.50
−6.18 35.50+2.09

−4.06 4.75+0.40
−0.35 0.53+0.08

−0.12

69◦ 52 18.8±1.0 Si iii − Si iv 2.31±0.21 59 5.60±0.11 1.9 0.28 −7.5 −1.73 260 50 26 ±7 0.72 40.57+5.77
−1.92 35.56+4.48

−1.05 4.44+0.26
−0.24 0.53+0.14

−0.06

67◦ 78 15.5±1.0 Si ii − Si iii 2.10±0.21 75 5.47±0.11 2.2 0.17 −7.6 −1.33 310 30 26 ±7 0.58 28.56+3.61
−3.80 27.72+2.61

−4.02 5.49+1.03
−0.60 0.55+0.11

−0.16

70◦ 16 18.4±1.0 Si ii − Si iii 2.61±0.21 27 4.88±0.10 1.9 0.19 −5.8 −1.70 265 30 11 ±3 0.36 16.21+1.45
−1.41 16.02+1.45

−1.31 10.40+1.57
−1.12 0.24+0.11

−0.10

68◦ 8 14.1±1.0 Si ii − Si iii 1.81±0.21 102 5.57±0.11 2.4 0.25 −8.1 −1.13 250 35 24 ±7 0.74 31.59+4.56
−4.25 29.59+5.08

−4.93 5.20+0.74
−0.77 0.61+0.19

−0.18

67◦ 195 12.6±1.0 He i −Mg ii 2.11±0.22 44 4.65±0.10 2.9 0.14 −6.1 −0.83 300 25 9 ±3 0.24 13.23+1.24
−0.98 13.20+1.17

−0.10 13.94+1.70
−1.87 0.17+0.12

−0.08

Presented uncertainties for effective temperatures Teff are double the model uncertainty (see Section 3.4). In the uncertainties of centrifugal force-corrected surface gravity log gc, we take into
account the model uncertainty of log g and the uncertainty of the projected rotational velocity vrot sin i and the radius R∗. The uncertainty in radial velocity vrad measurements is dominated by the
velocity resolution of the UBV part of the spectrum which is ∆3 ≈ 45 km s−1. The relative extinction RV (∆RV ≈ 0.3 mag), color excess E(B−V) (∆E(B−V) ≈ 0.05 mag), absolute V-band magnitude
MV, and bolometric correction BCV are produced from the SED fits that are shown in Appendix E. Γspec

e is subject to uncertainties of ∆Γspec
e ≈ 0.18 which takes into account the uncertainties of

Mspec and log Lbol.
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Fig. 8: The spectroscopic Hertzsprung-Russell diagram for our
sample. The evolutionary tracks (solid black lines) and the
isochrones (dashed black lines) are the same as in Fig. 7, which
are taken from Brott et al. (2011). The Encoding of the luminos-
ity classes is the same as in Fig. 7

and the bright giant Sk−70◦ 16 are the furthest away from the
Eddington limit with logL/L⊙ equal to 3.68 and 3.82, respec-
tively.

We also compare a calibration of the bolometric correction
in the visual band BCV versus Teff to the calibration obtained by
Lanz & Hubeny (2007) from TLUSTY non-LTE plane-parallel
models of B-stars. A simple fit to our dataset reveals:

BCV/mag = 21.00 − 5.33 log (Teff/K), (6)

with a standard deviation of ≈ 0.1 mag, which support the
results of Lanz & Hubeny (2007) for the LMC, who finds:

BCV/mag = 21.08 − 5.36 log (Teff/K)

As to be expected for a UV-bright sample, extinctions are
relatively low with an average color excess E(B − V) = 0.23 ±
0.06 mag, and an average total extinction in the V-band A

average
V =

0.6 ± 0.4 mag. This agrees with the findings of Gordon et al.
(2003).

4.2. Stellar masses

Evolutionary masses (Mevo) presented in Table 4 are derived via
a Bayesian inference method that is similar to Bonnsai (Schnei-
der et al. 2014) with updated techniques (Bronner et al. in
prep) applied to LMC tracks from Brott et al. (2011) with Lbol,
Teff , log g, 3rot sin i, and log He

H + 12 as input parameters. Our
sample spans a wide range range of (Mevo) of 13.20+1.17

−0.10 M⊙

(Sk−67◦ 195) to 52.35+14.90
−4.63 M⊙ (Sk−68◦ 135). Table 4 also in-

cludes stellar ages that range from 3.40+0.45
−0.34 Myr (Sk−68◦ 135)

to 13.94+1.70
−1.87 Myr (Sk−67◦ 195).

In Table 4 we present our values of the true surface effective
gravity log (gc/cm s−2) = log (gmodel + 3rot sin i2/R∗), where R∗ is

Fig. 9: Blue circles: spectroscopically obtained mass from our
analysis Mspec versus the mass produced by Bonnsai (Schneider
et al. 2014) applied to evolutionary tracks from Brott et al. (2011)
Mevo. Red circles overlaid onto the blue points depicts stars that
have a sginificant discrepancy between their Mspec and Mevo.

obtained from Stefan–Boltzmann law. gc takes into account the
centrifugal force due to stellar rotation (Herrero et al. 1992). Our
values range from log gc ≈ 1.8 to 3.1 due to the stars possessing
large radii (R∗ > 20 R⊙), which is expected for a sample that
consists of evolved OB-stars.

We derive the spectroscopic masses (Mspec) from the grav-
ities via g = G M/R2

∗. Therefore, we derive relative uncertain-
ties of 20% − 30%, which mainly depend on the uncertainties
of log g, which is largely affected by quality of normalization.
To put this into perspective, a difference in the wings of the
Balmer lines of 1% can potentailly lead to a log g difference up
to ≈ 0.1 dex. Such a difference leads to a relative uncertainty of
∆Mspec ≈ 20%.

Spectroscopic masses are compared to evolutionary masses
in Fig. 9. This shows that, for most of the stars, Mspec and Mevo
are consistent within the uncertainties, similar to what Schneider
et al. (2018) finds in a large sample of OB-stars. For some of the
stars (red circles in Fig. 9), the mass discrepancy that was estab-
lished for Galactic O-supergiants by Herrero et al. (1992), and
later expanded to SMC O-stars by Trundle et al. (2004) and fur-
ther to Galactic B-supergiants in Crowther et al. (2006) persists.
We find that the spectroscopic masses for these stars are signifi-
cantly lower than the masses produced by evolutionary models.

The Eddington parameter Γevo
e presented in Table 4 is derived

using the evolutionary masses and it ranges from Γe = 0.18+0.03
−0.03

(Sk−67◦ 195) to 0.95+0.02
−0.12 (Sk−67◦ 5). We note that for the hy-

pergiant Sk−68◦ 135 we obtain Γe = 1.04+0.05
−0.15, which is unphys-

ical, therefore we adopt the value corresponding to the lower
limit of Γe = 0.89.

4.3. Wind properties

4.3.1. Terminal wind velocity 3∞

measured wind velocities are presented in Table 5. In Fig. 10 we
compare our 3∞ − (Teff) to the empirical recipe of Hawcroft et al.
(2024), adopting a simple linear fit of the form:

3∞[km s−1] = aTeff[K] − b. (7)
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Table 5: Wind parameters for our targets. The mass-loss rates of
Sk−70◦ 16 and Sk−67◦ 195 are upper limits. Escape velocities
are adjusted for Γe.

Target Lbol log Ṁ 3∞ 3esc,(1−Γe) β fvol 3cl

Sk− L⊙ M⊙ yr−1 km s−1 km s−1 km s−1

66◦ 171 5.67 −6.07 ±0.33 1775 ±63 680 1.7 0.03 30

68◦ 155 5.64 −6.19 ±0.25 1520 ±61 650 1.5 0.03 30

69◦ 279 5.63 −5.70 ±0.39 630 ±62 580 2.7 0.1 30

71◦ 41 5.53 −6.03 ±0.25 1390 ±112 650 1.2 0.1 35

68◦ 135 6.10 −5.70 ±0.31 880 ±62 690 2.3 0.1 35

67◦ 5 5.89 −6.05 ±0.35 1230 ±61 630 1.3 0.1 30

68◦ 52 5.87 −6.28 ±0.25 1140 ±62 640 2.0 0.03 35

69◦ 43 5.55 −6.49 ±0.25 825 ±64 530 2.0 0.1 30

68◦ 140 5.52 −6.46 ±0.25 1000 ±62 540 2.2 0.1 30

67◦ 2 5.76 −6.21 ±0.26 435 ±61 450 3.0 0.14 30

67◦ 14 5.58 −6.33 ±0.29 810 ±67 460 2.0 0.1 30

69◦ 52 5.60 −6.62 ±0.38 465 ±61 410 2.5 0.14 25

67◦ 78 5.47 −6.70 ±0.40 380 ±75 360 3.0 0.2 30

70◦ 16 4.88 −7.60 ±0.34 235 ±70 390 1.0 0.1 25

68◦ 8 5.57 −6.50 ±0.26 210 ±65 300 1.0 0.1 25

67◦ 195 4.65 −7.50 ±0.35 210 ±62 280 1.0 0.1 25

Table 6: Slopes a, and offsets, b, of the linear fits to the terminal
wind velocity equation (Equation 7) of this study, and Hawcroft
et al. (2024)

LMC a b

K km s−1

This study 0.076 ± 0.011 884 ± 260

Hawcroft et al. (2024) 0.085 ± 0.050 1150 ± 170

In Table 6 we present the paramteres of the linear fit in Equa-
tion 7. We find that our 3∞-Teff relation agrees with the rela-
tion obtained by Hawcroft et al. (2024) within the uncertainties.
We note that the two outliers are the hypergiants Sk -69◦ 279
(Fig. G.3) and Sk -68◦ 135 (Fig. G.5), which have abnormally
low 3∞ compared to stars of similar temperatures.

We also compare our results to numerical predictions of wind
velocity from Vink & Sander (2021) and Krtička et al. (2024).
The velocities calculated using the recipe provided in Vink &
Sander (2021), which was obtained using a locally consistent
Monte Carlo radiative transfer model (Müller & Vink 2008),
agree with our measurements for stars located at the ’cool’ side
of the bi-stability jump predicted in Vink et al. (2001) (< 25 kK),
where as we find large discrepancies in the wind velocities of the
objects that are located above the ’hot’ edge of the bi-stability
jump. As for the velocities calculated by the recipe presented in
Krtička et al. (2024), we find that there is a discrepancy in the
general trend, but just as in our results, there is a lack of a down-
ward jump in the temperature range Teff ≈ 25−21 kK.

We also calculate the values of the escape velocity of each
star (see Table 5) using the evolutionary mass obtained via Bonn-

Fig. 10: v∞ versus Teff for LMC supergiants. Green dots: results
from this work, green line: linear fit of our results, yellow line:
3∞-Teff relation from Hawcroft et al. (2024), pink triangles: 3∞
calculated velocities from Vink & Sander (2021) recipe, vio-
let diagonal cross: 3∞ calculated velocities from (Krtička et al.
2021) recipe.

sai as explained in Section 4.2. We discuss the implications of
our findings later in Section 5.1.

4.3.2. Mass-loss and clumping

Fig. 11 presents the spectral fits to Hα for all the stars in our sam-
ple. Aside from a few peculiar cases, our models well reproduce
the overall shape and intensity of the emission feature in Hα as
shown in. The results for the true mass-loss rates that are scaled
to the transformed radius and volume-filling factor are presented
in Table 5.

A good indicator of wind strength is the Eddington ratio
(Γe = Lbol/Ledd), and it is expected that objects with higher Γe
will have a greater mass-loss rate (Vink et al. 2011; Bestenlehner
et al. 2014). In Fig. 12 a correlation between Γe and Ṁ is re-
vealed.

Spectral fits in this study were applied to a single XshootU
observation, so we present the Magellan/MIKE (Crowther 2024)
Hα spectrum of Sk−67◦ 78 in Fig. 13. Hα is significantly weaker
in MIKE observations with respect to XshootU. This would lead
to different Ṁ, β and fvol if we were to apply our fitting to
MIKE data. Therefore, we include a factor of 2 in the uncer-
tainties of the model mass-loss rates to take into account the
possible variation in Hα and the additional error from having
non-simultaneous UV and optical observation. This puts the un-
certainty for the derived mass loss rates in the range ∆ log Ṁ ≈
±0.2−0.4 dex.

For Sk−70◦ 16 (Fig. G.14) and Sk−67◦ 195 (Fig. G.16) we
adopt β = 1.0 due to Hα being fully in absorption. For the rest
of our sample, we find that higher β = 2.0 ± 0.6 are preferred
to achieve a satisfactory fit for Hα. This is in agreement with
Crowther et al. (2006) in which CMFGEN was used to model
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Fig. 11: Spectral fits to Hα for our sample of OB-supergiants.
Black line: observations, red line: model fit

cool Galactic B-supergiants and they find an average value of 2.0
for β is necessary to achieve a good fit. This is also in agreement
with Haucke et al. (2018), in which they analysed Galactic B-
supergiants using FASTWIND and find that the suitable average
value for β is also ≈ 2.0. We present our β values in Table 5.

Fig. 14 demonstrates the effect of varying β for Sk−68◦ 140.
In the middle panel of Fig. 15, we present the line-formation
region of Hα (blue solid line) for Sk−68◦ 140. The peak is
at log (r/R∗) ≈ 0.2 − 0.4, which is well into the sonic regime
of the atmosphere, and is averaged over a wide range of 3wind
(log (r/R∗) ≈ 0.1− 0.8). From Equation 3 it is clear that increas-
ing β lowers the acceleration of the wind. This leads to lower
wind velocities at Hα line-formation region, where the wind has
not yet reached it’s terminal velocity, resulting in higher densi-
ties at this region. This yields narrower red-shifted emission and
blue-shifted absorption in Hα with less extended wings

In Fig. 14, although the model with β = 2.5 (the blue solid
line on Fig. 14) fits the blue shifted absorption better its emis-
sion is weaker than the observation, and the model with β = 2.0
(green solid line) fits the extended red wing of the emission but
has an overly extended blue wing and is stronger than the ob-
served emission. Therefore we select the model with β = 2.2
(red solid line), which matches the observed emission and fits
the overall morphology of the line.

Fig. 12: Ṁ versus Γe. The green triangles indicate the objects
Sk−67◦ 195 and Sk−70◦ 16, the mass-loss rates of which are
considered upper limits. The red points correspond to the hyper-
giants Sk−67◦ 279 and Sk−68◦ 135.

Table 7: Comparison of the broadening paramaters adopted in
our analysis to those obtained via IACOB-BROAD (Simón-Díaz
& Herrero 2014) applied to high resolution MIKE data.

Sk− XShootU IACOB-BROAD MIKE

3rot sin i 3mac 3rot sin i 3mac line

km s−1 km s−1 km s−1 km s−1

67◦ 2 45 20 46+10
−15 40+17

−20 Si iii λ4552

67◦ 78 30 20 39+10
−29 23+33

−22 Si iii λ4552

70◦ 16 35 20 40+10
−25 35+13

−17 Si iii λ4552

68◦ 8 40 20 38+7
−15 22+22

−20 Si iii λ4552

67◦ 195 30 20 28+8
−14 28+14

−16 Si ii λ6347

4.4. Line-broadening parameters

In Table 4, we include 3rot sin i, the values of which are within
reasonable agreement with the spectroscopic pipeline results
from Bestenlehner et al. (2025). The values of 3rot sin i we ob-
tain for our stars are in the range ≈ 25−80 km s−1.

In Table 7, we compare our derived 3rot sin i, which were ob-
tained with the assumption of 3mac = 20 km s−1, to the 3rot sin i
and 3mac that were obtained by applying the IACOB-BROAD
(Simón-Díaz & Herrero 2014) tool to a subsample of the stars
analysed in this study that has high resolution MIKE data.
IACOB-BROAD is a procedure based on a combined fourier
transform and goodness of fit approach that allows for the ex-
traction of line-broadening parameters from a single snapshot of
OB-type star spectra.

We utilise Si iii λ4552 for all stars in the subsample ex-
cept the for the late supergiant Sk−67◦ 195, for which we use
Si ii λ6347. We find that our derived 3rot sin i are in good agree-
ment with those obtained from IACOB-BROAD. On the other
hand, we systematically underestimate 3mac by ≈ 10 km s−1.
This implies that we could potentially be underestimating the
CNO abundances in our sample, albeit this understimation is
well within our adopted uncertainties of 0.3 dex.
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Fig. 13: Hα of Sk−67◦ 78 from MIKE observations (black
dashed line) overlaid onto Hα from XshootU (black solid line)
with our best fitting model (red solid line).

4.5. He and CNO abundances

Table 8 presents the results for the chemical abundances of He
and CNO elements. The analysis shows an overall boost in he-
lium at the expense of hydrogen relative to the LMC baseline
helium mass fraction of Y = 0.25 (Brott et al. 2011). This is to
be expected for a sample of evolved stars. We would also ex-
pect nitrogen enrichment at the expense of oxygen and carbon
which get depleted due to CNO-cycle processing. Indeed, nitro-
gen abundances are significantly higher than the LMC baseline
(Fig. 16), with a mean enhancement of 1 dex and a spread of
0.5 dex. We also note that our sample is mostly carbon and oxy-
gen depleted with the exception of Sk−71◦ 41 (Fig. G.4) and
Sk−67◦ 2 (Fig. G.10) where we find a 0.2 dex enhancement in
oxygen.

Recalling Section 3.4.7, it is necessary to use lines of lower
ionization stages for B-stars that O-stars. In panels d-l of Fig. 17,
we use the best fitting models for Sk−66◦ 171, Sk−68◦ 140, and
Sk−68◦ 8 (left to right, respectively), which corresponds to tem-
peratures of 29.9, 24.1, and 14.1 kK, respectively, to plot the ra-
dial ionization structure of helium, nitrogen and iron. This shows
that the atmosphere is dominated by lines of different ionization
levels depending on the temperature, which illustrates the reason
behind fitting lines of lower ionization stages with lower Teff .

In Fig. 15, we show the line formation regions of different
lines versus radius 3wind, and we can see that photospheric lines
like He i λ4471 (red solid lines), N iii λ4097, and N ii λ4447

Fig. 14: Best fitting model β = 2.2 (red solid line) versus two
other models with β = 2.5 (blue solid line) and β = 2.0 (green
solid line) for Hα of Sk−68◦ 140 (black solid line)

Table 8: Best fitting photospheric abundances ϵX = log X/H+12.
The final two columns are the cumulative CNO abundances rel-
ative to LMC baseline (Vink et al. 2023) and solar (Asplund
et al. 2005), respectively. The adopted uncertainty on CNO abun-
dances is ±0.3

Sk− Y ϵC ϵN ϵO
ΣCNO
ΣCNOLMC

ΣCNO
ΣCNO⊙

66◦ 171 0.43 ± 0.085 8.05 8.19 8.42 1.2 0.5
68◦ 155 0.43 ± 0.085 7.53 8.25 8.42 1.1 0.5
69◦ 279 0.36 ± 0.073 7.53 8.02 8.07 0.6 0.3
71◦ 41 0.30 ± 0.061 7.79 7.50 8.70 1.7 0.8
68◦ 135 0.36 ± 0.073 7.53 8.24 8.17 0.9 0.4
67◦ 5 0.47 ± 0.094 7.61 7.62 8.45 0.8 0.4

68◦ 52 0.30 ± 0.061 7.49 7.50 8.33 0.8 0.4
69◦ 43 0.30 ± 0.061 7.49 7.50 8.33 0.8 0.4
68◦ 140 0.30 ± 0.061 7.19 8.10 8.33 1.0 0.5
67◦ 2 0.43 ± 0.085 7.32 8.40 8.34 1.1 0.5

67◦ 14 0.36 ± 0.073 7.53 7.72 8.67 1.4 0.7
69◦ 52 0.43 ± 0.085 7.53 8.36 8.42 1.2 0.5
70◦ 16 0.30 ± 0.061 7.39 8.24 8.33 1.1 0.5
67◦ 78 0.30 ± 0.061 7.65 7.98 8.33 1.0 0.5
68◦ 8 0.40 ± 0.079 7.85 8.47 8.39 1.4 0.7

67◦ 195 0.36 ± 0.073 7.71 8.02 8.37 1.0 0.5
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Fig. 15: Line formation region (ζ versus log (r/R∗)) of Hα (blue solid line), He i λ4471 (red solid line), and a line from the dominating
nitrogen ion (green solid line), for Sk−66◦ 171 (Teff = 29.9 kK, left panel), Sk−68◦ 140 (Teff = 24.1 kK, middle panel), and
Sk−68◦ 8 (Teff = 14.1 kK, right panel). The grey shaded region indicates the photosphere.

Fig. 16: Nitrogen abundance (by number) versus 3rot sin i. The
colour scheme corresponds to the value of log g, and the evolu-
tionary tracks are computed for initial masses of 30 M⊙, 40 M⊙
and 50 M⊙ (red, brown, and orange solid lines respectively) for
initial rotational velocities of 50, 110, 170, 220, 270 380 km s−1

(Brott et al. 2011), which we multiplied by a factor of π/4 to take
into account the inclination of the rotation axis (Hunter et al.
2008). The black dashed line represents the LMC baseline nitro-
gen abundance.

(green solid lines) form around 3wind ≈ 10−15 km s−1, which co-
incides with the transition point between the subsonic and super-
sonic regimes, connecting the photosphere to the inner region of
the stellar winds. On the topmost panels of Fig. 17, the transition
point is where the velocity jumps from 0 km s−1 to ≈ 15 km s−1.

From Fig. 16, we see that one could reproduce the overall
distribution of our sample’s observed nitrogen enhancement via
evolutionary tracks that include rotational mixing (Brott et al.
2011). However, extremely high initial rotational velocities do
not agree with what is observed for O-stars and the findings
of Ramírez-Agudelo et al. (2013), who obtained the rotational
properties of a large sample of LMC O-stars (216 stars), and
concluded that the distribution of 3rot sin i peaks at ≈ 80 km s−1.
We also do not find a clear positive correlation between rotation
rates and nitrogen enhancement which is similar to the findings
of Hunter et al. (2008).

In Fig. 18, we present the logarithm number ratios N/C and
N/O of our sample (blue circles). Maeder et al. (2014) analyti-
cally obtains the upper and lower bounds (black dashed lines)
from nuclear constaints (12C is turned immediately into 14N
and the number of carbon atoms is constant throughout the
CNO cycle) on the the changes of N/C versus N/O ratios dur-
ing the CNO cycle. We find that the majority of our stars are
within those bounds. The exception are the stars Sk−71◦ 41,
Sk−67◦ 5, Sk−68◦ 52, Sk−68◦ 140, which fall outside of the
boundaries, but are within the uncertainties. In Fig. 18, we di-
vide the stars into groups following the criteria introduced by
Menon et al. (2024), who obtains the CNO abundances of 59
early B-supergiants in the LMC using FASTWIND. We find that
only Sk−71◦ 41 is part of Group 1, which is the group whose
number ratios can be explained by a single star evolutionary sce-
nario. Group 2, whose number ratios can be obtained via blue
loop models, fast rotating (3init,rot = 220km s−1) TAMS models,
or merger models. The rest of the sample falls within Group 3,
the number ratios of which can only be explained by merger sce-
narios.

Although it is expected for the combined mass fraction of
CNO elements of any given star in our sample to stay constant
throughout its evolution and to be similar to that of the LMC,
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Fig. 17: Each column, from left to right, adheres to Sk−66◦ 171 (Teff = 29.9 kK), Sk−68◦ 140 (Teff = 24.1 kK), and Sk−68◦ 8
(Teff = 14.1 kK), respectively. a, b, and c: Wind verlocity as a fucntion of radius in stellar radii units log (r/R∗). d, e, and f :ionization
structure (relative ionic density log (N(in+)/N(itot)) versus log (r/R∗)) of helium. g, h, i: Ionization structure of nitrogen. j, k, and l:
Ionization structure of iron. i0 (orange), i+ (green), i2+ (red), i3+ (blue), i4+ (magenta), i5+ (black), i6+ (grey) where i is the element.
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Fig. 18: log N/C versus log N/O of our sample (grey triangles,
blue circles, and red squares). The upper and lower boundry
(dashed black lines) are adopted from Maeder et al. (2014). The
sample is divided into three groups depending on their N/C and
N/O values similar to Menon et al. (2024).

we do find that, in some cases, the aggregate CNO mass frac-
tion required to obtain a satisfactory fit to the designated CNO
lines significantly diverges from the baseline CNO mass fraction
of the LMC (ΣCNO/ΣCNOLMC in Table 8). The most extreme
examples of this are Sk−71◦ 41 and Sk−69◦ 279, with ratios
of summed CNO mass fraction to LMC CNO mass fraction of
≈ 1.7 and 0.6, respectively, indicating that these objects have a
respectively higher and lower cumulative CNO mass fraction.
This likely arises from the sensitivity of abundances to other
parameters, mainly Teff , log g. Fixing 3mic, as explained in Sec-
tion 3.4.4, could be a contributing factor to this discrepancy.

5. Discussion

In Section 5.1 we discuss the existence of the bi-stability jump
in our sample. In Section 5.2 we compare our results to previous
empirical studies. In Section 5.3, we compare our results to vari-
ous numerical predictions. Finally, in Section 5.4 we explore the
dependence of wind properties on metallicity.

5.1. Do we spot a bi-stability jump?

The main goal of this study is to explore the existence of the nu-
merical mass-loss rate jump-like increase when going from the
’hot’ regime to the ’cool’ regime around Teff = 25 kK. We at-
tempted to alleviate the degeneracy of mass-loss and clumping
that plagues the recombination line emission in Hα by utilising
the appropriate unsaturated P Cygni lines in the UV as previ-
ously mentioned. Fig. 19 shows our derived wind efficiency pa-
rameter (η = Ṁ3∞

Lbol/c
) vs Teff . We see a clear downward trend in the

overall sample. This is in agreement with Benaglia et al. (2007),
who derive the mass-loss rates for a sample of Galactic OB-stars
from thermal radio emission and find a similar monotonic down-
ward trend in wind efficiency with lower temperatures.

In Fig. 20, we compare the distribution of 3∞/3esc versus Teff
to empirical predictions from Lamers et al. (1995) (MW) and
Hawcroft et al. (2024) (LMC), plus the 3esc-Teff prediction from
Krtička et al. (2021) which does not assume a bi-stability jump,

Fig. 19: wind efficiency (η = Ṁ3∞
Lbol/c

) in terms of effective temper-
ature.

Fig. 20: The ratio (3∞/3esc) as a function of temperature. The yel-
low dashed line is the relation presented in Krtička et al. (2021).
The filled red lines represent the ratios from Lamers et al. (1995).
The green filled line is the average relation for stars of spectral
type earlier than B1 from Hawcroft et al. (2024). The color gra-
dient correlates to the value of Γe.

but rather a smooth transition from high to low ratios. For our
sample, we see a smooth decline in 3∞/3esc with lower temper-
atures and do not see any signs of a bi-stability jump around
the proposed Teff ≈ 25−21 kK. Although the Krtička et al.
(2021) recipe produces a smooth decrease in 3∞/3esc, our results
do not match their prediction. The outliers are the hypergiants
Sk−68◦ 135 and Sk−69◦ 279, which have low 3∞

/

3esc. This is
due to abnormally slow winds relative to other objects with sim-
ilar temperatures.

The vertical error bars in Fig. 20 include the uncertainties of
3∞ and the 3esc. With a simple linear fit we obtain the relation:

3∞/3esc = 4.1(±0.8) log (Teff/K) − 16.3(±3.5). (8)
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Fig. 21: Comparison of our obtained Teff to previous studies. on
the x-axis we present our effective temperature for each star and
on the y-axis is the the comparison Teff from previous analy-
sis. Blue triangles: Comparison to values obtained by Verhamme
et al. (2024), Red circles: Comparison to values obtained by
Brands et al. (2025). Green filled crosses: Comparison to val-
ues obtained by Evans et al. (2004). Black square: Comparison
to values obtained by Gvaramadze et al. (2018). Magenta dia-
mond: Comparison to values obtained by Ramachandran et al.
(2018). Cyan star: Our Teff to the effective temperatures from
Urbaneja et al. (2017). Yellow hexagon: Comparison to values
obtained by McEvoy et al. (2015).

Fig. 22: Comparison of our obtained log g to previous studies.
The symbols follow the same encoding as in Fig. 21.

5.2. Comparison to previous empirical studies

Due to differences in radiative transfer codes, in analysis meth-
ods and in observational datasets, and above all the lack of a
clear unified methodology for calculating model and true un-
certainties, we are not comparing like-for-like. The reason for
the comparison is to check if the collection of those comparison
studies produce an observable bi-stability jump.

Sander et al. (2024) concludes that an average maximum
spread in Teff , log g, and log Ṁ obtained with different meth-
ods applied to ULYSSES/XshootU data is ∆Teff ≈ 3000 kK,

Fig. 23: Comparison of our derived Ṁ to previous studies. The
symbols follow the same encoding as in Fig. 21.

Fig. 24: Comparison of our derived log Lbol to previous studies.
The symbols follow the same encoding as in Fig. 21.

∆ log (g/cm s−2) ≈ 0.2 and ∆ log (Ṁ/M⊙ yr−1) ≈ 0.4. While the
analysis conducted by Sander et al. (2024) is very revealing of
the discrepancies between the different radiative transfer codes
and a great attempt at parametrizing the spread that could be
expected when comparing results obtained by these codes, the
sample was limited to two LMC and one SMC O-type stars.
Therefore, the spread of parameters obtained in that study is not
significant from a statistical point of view.

In this section, we focus on comparing Teff , log g, and log Ṁ.
in Sections 5.2.1 and 5.2.2, when comparing the mass-loss rates,
we do not adjust the values to the equivalent “smoothed wind”
values (for fvol = 1).

Fig. 21-24 compare our derived values of Teff , log g, Ṁ, and
log Lbol respectively, versus values derived in previous studies.
We compile our derived Teff , log g, log Ṁ, log Lbol, β, and fvol
alongside the results of various previous empirical studies in Ta-
ble F.1 in Appendix F.
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5.2.1. UV + Optical studies

Evans et al. (2004) has two targets in common with the present
study, also employed CMFGEN. Their Teff for the hypergiant
Sk−68◦ 135 is 1500 K lower than ours and a Teff for Sk−68◦ 52
is 800 K higher than our estimate, whereas their log g is lower
than ours by 0.15 dex and 0.12 dex respectively. They provide
two mass-loss rates for each object, one with the assumption of
a smooth wind, and the other with the assumption of a generic
volume filling factor of 0.1, and we compare our mass-loss rates
to the latter and we find that their mass-loss rates are higher by
0.23 dex and 0.10 dex for Sk−68◦ 52 and Sk−68◦ 135 respec-
tively. This can be attributed to the difference in photospheric
parameters, the difference in β-law, which they assume is 2.75
and 3.50 respectively for Sk−68◦ 52 and Sk−68◦ 135, versus
our β that we estimate at 2 and 2.3, and most significantly the
large difference in the terminal wind velocity estimates, as we
determine the wind velocities at 1140 km s−1 and 880 km s−1,
versus their 3∞ of 1400 km s−1 and 1350 km s−1 for Sk−68◦ 52
and Sk−68◦ 135, respectively, which they measure from the
N iii λ991 doublet in the FUV FUSE range. The luminosities
obtained by Evans et al. (2004) are consistent within 0.1 dex of
our luminosities.

We share Sk−71◦ 41 in common with Ramachandran et al.
(2018), who analysed a large sample of OB-stars in the LMC
N206 superbubble using the Potsdam Wolf–Rayet (PoWR) code
(Gräfener et al. 2002b; Hamann & Gräfener 2003b; Sander et al.
2015). Their Teff is slightly higher than ours (see Table F.1), but
we do find a large discrepancy in log g, where they estimate it
to be ≈ 0.3 dex higher than ours. The source of this observed
discrepancy is unclear but could be the due to the difference in
datasets. The mass-loss rate obtained by them is consistent with
our mass-loss rates, albeit slightly lower.

We have seven targets in common with Verhamme et al.
(2024) and four targets with Brands et al. (2025), who con-
ducted a UV+optical analysis for B-supergiants and hot O-
supergiants, respectively, using the genetic algorithm Kiwi-GA,
which utilises FASTWIND non-LTE radiative transfer models.
Both of these studies used the same spectroscopic dataset as this
study (ULLYSES/XShootU dataset). We find that our effective
temperatures is systematically lower than those of Verhamme
et al. (2024) and Brands et al. (2025) by 1000 − 4000 K (see
Fig. 21). This could be attributed to the differences between CM-
FGEN and FASTWIND in the treatment of helium and silicon
lines (Massey et al. 2013), and the different analysis methods
(genetic algorithm vs manual by-eye fitting).

For the coolest star Sk−67◦ 195, Verhamme et al. (2024) ob-
tained the temperature through the He i and Si ii lines, whereas
we obtain our temperature from fitting the He i and Mg ii lines.
FASTWIND suffferce from known convergence problems be-
low 15 kK (Lorenzo et al. 2025), therefore CMFGEN is more
reliable. The higher temperatures of Verhamme et al. (2024)
and Brands et al. (2025) lead to higher log g in comparison to
our work. We find that that our effective surface gravities are
0.1 − 0.25 dex lower than theirs (see Fig. 22). The luminosities
obtained by Verhamme et al. (2024) and Brands et al. (2025) are
systematically higher than ours by ∆Lbol = 0.02 − 0.12 dex, al-
beit they are consistent within the uncertainties. The sole out-
lier is Sk−67◦ 5, for which the lumiosity derived by Brands
et al. (2025) is lower than ours by approximately ∆ log Lbol =

0.5 dex. This arises from adopting incorrect UBV photometry
by Brands et al. (2025). The use of the correct photometry yields
log Lbol = 6.00+0.04

−0.04 for Sk−67◦ 5 (Brands et al. 2025, priv.
comm.), which is in better agreement with our derived luminos-

ity of log Lbol = 5.89. We do not notice any trend in the dif-
ference between our mass-loss rates and those obtained by Ver-
hamme et al. (2024) and Brands et al. (2025) despite the different
clumping parametrization. We do note that mass-loss rates from
Verhamme et al. (2024) and Brands et al. (2025) are consistent
with our mass-loss rates within the uncertainties.

The advantages of our analysis methods compared to Ver-
hamme et al. (2024) are the detailed treatment of line blanketing
in the UV provided in CMFGEN (see Fig. 2 and Appendix H),
the robust velocity measurements from P Cygni profiles in the
UV, and the employment of Mg ii 4481 when measuring the tem-
perature of the coolest B-supergiants where Si iii lines are no
longer present. The main disadvantages of our method are the
lack of robust calculations of statistical model errors. Also, un-
like FASTWIND, the treatment of clumping in CMFGEN is lim-
ited to micro-clumping, which, in some cases, yields poor fits to
the red emission in P Cygni profiles, and requires unrealialisticly
low volume-filling factors (or high clumping factors) to obtain
good fits for the blue absorption. Muijres et al. (2011) describes
how optically-thin clumps increase the predicted mass-loss rates,
while the optically-thick clumps can display an opposite effect.
This might have a differential effect on object at either side of the
bi-stability jump. This effect was recently explored by de Burgos
et al. (2024a) in a large sample of Galactic OB-stars, and they re-
port a lack of evidence for a bi-stability jump. In this study, as
in Verhamme et al. (2024) and Brands et al. (2025), we do not
find a correlation between the mass-loss rate and the clumping
parameters.

5.2.2. Optical only studies

Sk−68◦ 140 is in common with McEvoy et al. (2015), who
obtained the atmospheric parameters and nitrogen abundances
for a B-supergiants in the LMC using TLUSTY and SYNSPEC
codes (Hubeny & Lanz 1995b). We find that our Teff and log g
are slightly higher compared to theirs (500 K and 0.05 dex re-
spectively), which falls well within our uncertainties. The model
grids they use are plane-parallel and do not provide a measure of
the mass-loss rate.

We share 4 targets in common with Urbaneja et al. (2017),
which is a photometric and spectroscopic (optical only) study
for LMC OB-supergiants using FASTWIND. We find that, the
effective temperatures are systematically larger than ours by
500 − 1500 K, whereas for log g we do not identify any system-
atic trend. Since Urbaneja et al. (2017) conducted their study to
specifically explore the gravity–luminosity relationship, mass-
loss rates are not investigated. We find that our Teff and log g
are consistent with theirs within the uncertainties. We calculate
log Lbol from the total extinction values, bolometric corrections
and apparent magnitudes provided in Urbaneja et al. (2017). We
find that they are in agreement with our derived log Lbol within
the uncertainties.

Gvaramadze et al. (2018) performed a detailed optical
only spectroscopic analysis using CMFGEN for the hypergiant
Sk−69◦ 279. In comparison to our effective temperature and
mass-loss rate, theirs are larger by 700 K and 0.4 dex, respec-
tively. The difference in mass-loss is due to the difference in wind
clumping, as they estimate fvol at 0.5 versus 0.1 in our analysis
and β-law, which they fix at a value of 3, whereas we estimate a
value of β = 2.7. The different observational data used in Gvara-
madze et al. (2018) and the variable nature of this object, which
ressembles a dormant Luminous Blue Variable (LBV, Weis et al.
1997), could also be a contributing factor to this discrepancy.
Gvaramadze et al. (2018) do not provide the effective surface
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Fig. 25: Mass-loss rates as a function of Teff , comparing our de-
rived Ṁ (green circles) to mass-loss rates which we calculated
via various numerical recipes. Pink squares: Ṁ from Vink et al.
(2001) recipe. Yellow triangles: Ṁ from Björklund et al. (2023).
Violet crosses: Ṁ from Krtička et al. (2024).

gravity used in their models therefore we cannot compare our
results.

Comparing our results to Bestenlehner et al. (2025), we find
that there is a good agreement in the Teff and log g. The exception
to this are the late-O hypergiants Sk−68◦ 135 and Sk−69◦ 279,
where we find large differences in temperature and gravity. The
discrepancy in Teff is likely due the weak He ii λ4686 line, the re-
gion of which is clearly offset from the continuum (see Fig. H.3).
Additionally, all Balmer lines utilised by the pipeline in Besten-
lehner et al. (2025) present heavy wind contamination (fully or
partially in emission), making log g hard to constrain. Subse-
quently, all the parameters obtained from fitting those lines are
not reliable. Unlike other FASTWIND based studies, we do not
notice a clear offset in Teff and log g. We find no major dis-
crepancies in the luminosities. Despite the constant β = 1 and
fvol = 0.1 in the grid that was utilised by the pipeline of Besten-
lehner et al. (2025), their derived mass-loss rates are consistent
with ours within the uncertainties.

5.3. Comparison to numerical mass-loss rate recipes

Here, we compare our derived mass-loss rates to those predicted
by numerical recipes presented in Vink et al. (2001), Björklund
et al. (2023), and Krtička et al. (2024). The mass-loss rate recipe
produced by Vink et al. (2001) is based on predictions from uni-
fied Monte-Carlo models with consistency between radiative ac-
celeration and mechanical acceleration in the overall structure of
the wind. The prediction of the bi-stability jump and the mass-
loss rates around Teff = 25 − 21 kK in those simulations is due
to the recombination of Fe iv into Fe iii which has significantly
more spectral lines resulting in a “boost" in line-driving. In the
bottommost row of Fig. 17, it is clear the dominant iron ions at
the connection point marking the photosphere in Sk−66◦ 171,
Sk−68◦ 140, and Sk−68◦ 8 are Fe v, Fe iv, and Fe iii, respec-
tively. This means that the shift from Fe iv to Fe iii is indeed re-
flected in our results, with Fe iii providing the majority of line-
driving (Petrov et al. 2016), but as we discuss later, this is not
accompanied by an increase in empirical mass-loss rates. Petrov

Fig. 26: Modified wind momentum-luminosity distribution of
LMC (blue symbols) supergiants from this work and SMC (red
symbols) supergiants from Bernini-Peron et al. (2024). Objects
with log (Lbol/L⊙) < 5 are excluded from the linear fits for both
the LMC and SMC samples. The symbols for the SMC sample
(red) follow the same encoding of the LMC sample (blue), where
each luminosity class is given a unique symbol.

et al. (2016) explore another bi-stability jump at Teff ≈ 10−8 kK,
which was discussed by Lamers et al. (1995) and Vink et al.
(1999). This bi-stability jump is due to the change in ionization
balance between Fe iii and Fe ii, with Fe ii becoming the source
of most of the line acceleration.

An important element in the calculation routine is the ratio of
terminal velocity to escape velocity (3∞/3esc). For this, we adopt
the 3∞ introduced in later study (Vink & Sander 2021). In Björk-
lund et al. (2021, 2023), a locally self-consistent wind model
FASTWIND that solves the radiative transfer equation in the co-
moving frame is used. In this case, no sudden increase in the
mass-loss rate is produced with decreasing Teff . In this recipe,
the mass-loss rates decrease as a smooth function of stellar pa-
rameters. Finally, in Krtička et al. (2024) the mass-loss rates are
derived using global stellar atmosphere code METUJE that was
introduced in Krtička & Kubát (2017), which calculates the ve-
locity stratification with the radiative acceleration. This recipe
predicts a much more moderate increase in the mass-loss rates
compared to what is predicted by Vink et al. (2001) in the regime
bellow Teff = 20 kK.

Fig. 25 compares our derived mass-loss rates with the pre-
dicted mass-loss rates calculated by numerical recipes assuming
Z/Z⊙ = 0.5. We notice that for stars with temperatures above
25 kK, the Vink et al. (2001) and Krtička et al. (2024) mass-loss
rate predictions are relatively consistent with our derived mass-
loss rates. For stars cooler that 25 kK our derived mass-loss rates
are situated between Vink et al. (2001) and Krtička et al. (2024)
favouring the latter in values and overall trend. Predictions from
Björklund et al. (2023) have a similar trend to those from Krtička
et al. (2024), but are consistently lower by ≈ 1 dex. The dip in
the mass-loss rates in our results and in all predictions between
Teff = 18− 15 kK is due to the object Sk−70◦ 16 not being a B4
blue supergiant (Ib), but rather a lower luminosity bright giant.
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Table 9: Slopes x, and offsets, log D0, of the linear fits to modi-
fied wind momentum equation (Equation 9) of this study, Mok-
iem et al. (2007), and Backs et al. (2024)

LMC x log D0

This study 1.39 ± 0.54 20.4 ± 3.0

Mokiem et al. (2007) 1.49 ± 0.18 20.4 ± 1.0

Backs et al. (2024) 1.87 ± 0.11 18.03 ± 1.2

5.4. Metallicity effect

To explore the metallicity dependence of wind properties, we de-
rive the modified wind momentum Dmom-Lbol relation (Dmom =

Ṁ 3∞ R∗
/

R⊙) (Kudritzki et al. 1995; Kudritzki & Puls 2000), and
we limit our fit to stars with log (Lbol/L⊙) > 5. For lower lumi-
nosity stars the mass-loss rates we obtain are less reliable and can
be considered upper limits due to Hα being fully in absorption
and due to the lack of reliable P Cygni profiles for wind veloc-
ity measurements. We fit our derived values using a Dmom-Lbol
relation of the form:

log DLMC
mom = x log (Lbol/L⊙) + log D0 (9)

From Table 9, we find that our derive relation in good alignment
with the clumping-scaled relationship derived by Mokiem et al.
(2007) for LMC OB-stars. Our Dmom-Lbol relation is consistent
with the findings of Backs et al. (2024) within the uncertainties,
however they obtain a steeper relation from an LMC sample that
consists mostly of O giants and bright giants, and incorporates
results from Brands et al. (2025).

We also compare our results to those of Bernini-Peron et al.
(2024), the latest detailed ULLYSES/XshootU spectroscopic
analysis of an SMC B-supergiant sample using CMFGEN. The
main differences between our results and those of Bernini-Peron
et al. (2024) is that, whereas we include late O-stars, their sam-
ple is composed from B-stars exclusively. Their method differs
from ours in that X-rays are included and 3mic is a free parameter
that is determined in their fitting procedure, which could lead to
different temperature determination due to the change in opacity,
which effects the depth of silicon lines. Higher 3mic at larger radii
in the wind could potentially also lead to underestimating 3∞.

In Fig. 26, we compare our derived Dmom-Lbol relation to that
of Bernini-Peron et al. (2024). When fitting the results of their
SMC sample we obtain:

log DSMC
mom = 3.24(±0.50) log (Lbol/L⊙) + 9.8(±2.8).

There is a clear difference in the slope and vertical offset be-
tween the linear fit of the two samples, but unlike the find-
ings of Mokiem et al. (2007), the two fits greatly vary, which
is not something predicted by previous studies exploring the
metallicity dependence of wind properties in the LMC and SMC
for neither O or B-stars (e.g. Crowther et al. (2006); Mokiem
et al. (2007); Backs et al. (2024)). Excluding low luminosity ob-
jects, the sample of Bernini-Peron et al. (2024) spans a range
of log Lbol/L⊙ ≈ 5.2 − 5.9, compared to the range of our sam-
ple log Lbol/L⊙ ≈ 5.5 − 6.1. Also, the sample of Bernini-Peron
et al. (2024) is composed of almost exclusively Ia supergiants,
inferring a selection bias to strong winds, whereas our sample
contains supergiants spanning Ib to Ia+. Those differences in the
samples could be a major contributing factor to the difference in
the dependence of the slope on metallicity compared to previous
studies.

6. Summary and conclusions

In this paper, we have applied a quantatative analysis using CM-
FGEN models to LMC late-O- and B-supergiants, which we will
also use in future analysis of SMC (ULLYSES/XshootU) and
Milky Way samples. We have also compared our results to pre-
vious works, and we found that when taking into account the
differences in analysis methods and quality of data, our param-
eters are mostly consistent with those previously derived within
expected systematic variance, which is discuseed in Sander et al.
(2024).

We found that our sample consists of evolved stars. The ma-
jority of the sample are main-sequence stars with a few post-
main sequence stars, according to the rotating single-star evolu-
tionary models of Brott et al. (2011). We find that some of the
stars in our sample apear to be evolved and in the post main
sequence stage. Our derived spectroscopic masses are broadly
consistent with the evolutionary masses obtained from Bonn-
sai (Schneider et al. 2014) within the uncertainties. Our results
did not show the large mass discrepancy that was reported in
previous studies (e.g., Herrero et al. 1992; Trundle et al. 2004;
Crowther et al. 2006) (Schneider et al. 2018).

We obtained a velocity-temperature relation:

3∞/km s−1 = 0.076(±0.011)Teff/K − 884(±260),

which is in agreement with the relation obtinaed by Hawcroft
et al. (2024). We also derived a wind momentum-luminosity re-
lation:

log DLMC
mom = 1.39(±0.54) log (Lbol/L⊙) + 20.4(±3.0),

which is very similar to the relation obtained for OB-stars in the
LMC by Mokiem et al. (2007).

We investigated the existence of the bi-stability jump, and we
found that there is a lack of observational evidence in our sample
that would support such a boost in line-driving, hence mass-loss
and momentum, despite the shift from Fe iv to Fe iii. This is in
agreement with the analysis of Verhamme et al. (2024), who con-
ducted an analysis of a ULLUSES/XShootU LMC sample. This
also agrees with the results of de Burgos et al. (2024a), who did
not find an increase in the mass-loss rates over the bi-stability
region in a large sample of Galactic blue supergiants. Our find-
ings also support the results of Bernini-Peron et al. (2024), who
did not detect a bi-stability jump in their sample of SMC blue
supergiants.

Our results showed a strong correlation between 3∞/3esc and
Teff , and we obtained the relation:

3∞/3esc = 4.1(±0.8) log (Teff/K) − 16.3(±3.5).

We did not find evidence of a sharp drop in 3∞/3esc, which could
be attributed to the shift from the low density and high velocity
wind regime to the high density and low velocity regime associ-
ated with the bi-stability jump (Pauldrach & Puls 1990; Lamers
et al. 1995; Vink et al. 2001; Petrov et al. 2016)

By comparing our results to a similar CMFGEN-based anal-
ysis of SMC BSGs (Bernini-Peron et al. 2024), we found strong
evidence of a Z-dependence of wind momentum. This supports
previous findings and line-driving wind theory predictions. In
this paper, we did not establish metallicity dependent mass-loss
or momentum recipes. We elected to produce those empirical
recipes in a future paper where we will conduct our own analy-
sis of SMC and MW OB-supergiants.
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In future studies we will include stars of the same spectral
range and analysis methods. This is to ensure that we are com-
paring like-for-like across different environments and that the re-
sults for each sample can be compared to the others without in-
herent differences in methodology. Our goal is to produce an em-
pirical recipe for the mass-loss rates for blue supergiants, which
connects the mass-loss rates to other environmental (metallic-
ity) and intrinsic (temperature, mass, etc,..) parameters of the
star. This, in turn, can be added as input for evolutionary mod-
els (Yoon et al. 2006) and population synthesis models (Lei-
therer et al. 1999) that currently rely on numerical mass-loss rate
recipes such as the one proposed in Vink et al. (2001). Such an
empirical mass-loss recipe would provide an important counter-
part gauged by observations. Moreover, since the recipe would
be produced by applying the same ethods of analysis to samples
in different enviroments, the obtained Z-dependence would be
more robust.
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Appendix A: Omitted objects

Sk−69◦ 83 For this star, we find a sign of binarity in
He ii λ4686, where it is blue shifted relative to all the other lines,
indicating the existence of an emission from a primary hotter ob-
ject combined with the emission of a cooler object. We also find
signs of two components in He ii λ5411 and Hγ

Sk−67◦ 197, Sk−66◦ 152, Sk−67◦ 168, Sk−70◦ 50
These objects were omitted from the analysis due to Hα and
He ii λ4686 having two symmetrical emission peaks with a nar-
row absorption feature in the line center which is indicative of
a non-spherically symmetric geometry such as a circumstellar
disk.

Sk−66◦ 50 The spectrum of this object showed clear binary
signatures in the form of double peaked absorption in Hβ, Hϵ
and Hγ in addition to the odd morphology of Hα.

Appendix B: Comments on individual stars

Sk−66◦ 171, Fig. G.1, Fig. H.1 When considering helium
lines other than He i λ4471 He ii λ4542, one might prefer a model
with a slightly higher temperature. The other glaring issue is with
the Hα, although the morphology of the model line is similar to
the observation, we do find that the centre of the emission in the
observation is slightly red shifted relative to all other lines. In the
UV and FUV the model fits the observations very well. Fig. H.1
shows the fit for the entire spectrum, where for this object in-
clude a fit for the absorption profiles for Lyα through Lyη, which
were calculated using H i column density log N(HI) = 20.7 cm−2

(Fitzpatrick 1985). The observed He ii λ4686 emission is pre-
dicted in absorption.

Sk−68◦ 155, Fig. G.2, Fig. H.2 This star with v sin i =
80 km/s is the fastest rotator in our sample, which is reflected
in the relatively broad metal and helium lines. The small dip in
the centre of the emission in Hα could be an indication of an
optically thick disk forming around the star, other than that the
overall quality of the fit is very good. The model overpredicts the
He ii λ4686 absoprtion.

Sk−69◦ 279, Fig. G.3, Fig. H.3 This is one of two hyper-
giants in our sample, which is classified as such by the extremely
strong emission in Hα and the P Cygni shape in higher Balmer
lines and in He i λ4471 , therefore, we use Hη for estimating
log g, as all other Balmer lines are contaminated by winds and
take He i λ4026 and He ii λ5411 as primary diagnostics to obtain
the temperature. The overall fit is quite good considering all the
challenges that come with fitting the spectra of emission line ob-
jects, with the exception of He ii λ4686 line, where the predicted
emission is weaker than the observed.

Sk−71◦ 41, Fig. G.4, Fig. H.4 For this object, we were
not able to reproduce the observed unsaturated silicon lines
Si iv λλ1393 − 1403 even with models with extremely clumped
winds fvol = 0.03 − 0.02. We note two other peculiarities, first
of which is the large discrepancy between 3∞ obtained from the
C iv λλ1548 − 1551 (≈ 1500 km s−1)and Si iv λλ1394 − 1403
(≈ 1300 km s−1). The other peculiarity is the unexplicably broad
O iii λ5592 line.

Sk−68◦ 135, Fig. G.5, Fig. H.5 This is second hypergiant in
our sample. Just as for Sk−69◦ 279, we estimate log g from Hη.
But unlike the other hypergiant, we obtain a more reliable value
for Teff because the helium lines do are less contaminated by
the extreme winds. We obtain decent fits for most lines, with the
exception of the strong He ii λ4686 emission, which is predicted
in absorption in the model.

Sk−67◦ 5, Fig. G.6, Fig. H.6 For this object, we were not able
to replicate the morphology of Hα. The most glaring issue in this
fit is the helium abundance, and therefore the hydrogen abun-
dance as well.

Sk−68◦ 52, Fig. G.7, Fig. H.7 This is one of the early B0
supergiants that shows weak He ii lines. We chose not to fit He ii
lines, as increasing the temperature of the model by a mere 500 K
does indeed give a better fit for He ii lines but drastically weakens
S iii lines. Overall, we obtain an excellent fit for most lines.

Sk−69◦ 43, Fig. G.8, Fig. H.8 In the case of this object, as for
Sk−67◦ 2, we were able to accurately reproduce the emission in
Hα but not the braod, blueshifted absorption.

Sk−68◦ 140, Fig. G.9, Fig. H.9 The unsaturated Si iv λλ1393−
1403 lines, which suggests clumpier winds, were not reproduced
by our models even with much smaller volum filling factors. The
fit for this stars serves as a good example of the consequences
of excluding X-rays from our models, as seen on Fig. H.9, the
strong P Cygni C iv λ1550 in the observations is much weaker in
the model, this is because in this temeperature range C iii dom-
inates the ionization structure, but due to X-rays generated by
shocks, we observe the enhanced C iv line.

Sk−67◦ 2, Fig. G.10, Fig. H.10 The overall fit for this object
is very good. In this case, we obtain a good fit for Hα emission,
but we were unable to fit the blueshifted absorption.

Sk−67◦ 14, Fig. G.11, Fig. H.11 We notice on this object that
Si iv λλ1393 − 1403 would suggest less emissive winds (higher
volume fvol), whereas Al iii λλ1856 − 1860 would suggest more
emissive winds (lower volume fvol).

Sk−69◦ 52, Fig. G.12, Fig. H.12 For this star, we were not able
to reproduce the odd morphology of Hα, which seem to have a
sudden cut-off and the peak of the emission.

Sk−67◦ 78, Fig. G.13, Fig. H.13 The most noticeable issue
with the fit of this object is the extended wings and the blue
shifted absorption of the model Hα, which we could not elimi-
nate. Although, we were able to obtain a good match to the emis-
sion in Hα.

Sk−70◦ 16, Fig. G.14, Fig. H.14 For this object we obtain a
very good fit, except for Hα, where we could not reproduce the
weak, but broad absorption.

Sk−68◦ 8, Fig. G.15, Fig. H.15 For this object, we were able to
obtain a good fit for Hα emission and to the general morphology.
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We do note the infilling of the Hγ line core, which could be due
to nebular contamination. The Si ii λλ6347 − 6371 lines in the
model match the observations quite well. This can be used as a
sanity check for determining the effective temperature for mid
and late B-supergiants.

Sk−67◦ 195, Fig. G.16, Fig. H.16 For this low luminosity late
B-supergiant we do not find any vaiable oxygen lines, therefore
we do not change the oxygen mass fraction when applying our
pipline to this star. We consider the mass-loss rate of this object
to be an upper limit due to Hα being fully in absorption. We note
that the predicted Si ii λλ6347−6371 lines excellently match the
observed, albeit we did not use them as diagnostics.
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Appendix C: 3black and 3edge

In Table C.1 we present the measured 3black from each line for
all our sample. Similarly, in Table C.1 we present the measured
3edge.
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Table C.1: 3black for the stars in our sample from all the available saturated P Cygni lines in the UV. Single velocity measurement
from each line is subject to an uncertainty ∆3black = 30 km s−1 which take into acount the velocity resolution of the UV spectra and
the uncertainty in the radial velocity correction which were added in quadrature.

Target Si iv 1393 Si iv 1403 C iv 1548 Al iii 1855 Al iii 1863 Mg ii 2796 Mg ii 2803 3black

Sk−66◦ 171 1704 - 1846 - - - - 1775±63
Sk−68◦ 155 - 1485 1482 - - - - 1520±61
Sk−69◦ 279 613 640 - - - - - 630±62
Sk−71◦ 41 - - - - - - - -

Sk−68◦ 135 855 909 - - - - - 880±62
Sk−67◦ 5 1231 - 1237 - - - - 1230±61

Sk−68◦ 52 1050 1097 - - - - - 1150±61
Sk−69◦ 43 790 - 914 - - - - 825±64

Sk−68◦ 140 1005 984 1016 - - - - 1000±62
Sk−67◦ 2 377 361 - 384 381 - - 380±61

Sk−67◦ 14 796 796 839 - - - - 810±67
Sk−69◦ 52 473 457 - - - - - 465±61
Sk−67◦ 78 - - - - - - - -
Sk−70◦ 16 - - - - - - - -
Sk−68◦ 8 - - - - - - - -

Sk−67◦ 195 - - - - - 218 211 215±62

Table C.2: 3edge for the stars in our sample from all the available P Cygni line profiles in the UV. Single velocity measurement from
each line is subject to an uncertainty ∆3edge = 30 km s−1 which take into acount the velocity resolution of the UV spectra and the
uncertainty in the radial velocity correction which were added in quadrature.

Target Si iv 1393 Si iv 1403 C iv 1548 Al iii 1855 Al iii 1863 Mg ii 2796 Mg ii 2803 3black/3edge

Sk−66◦ 171 2135 - 2119 - - - - 0.83
Sk−68◦ 155 1860 - 1799 - - - - 0.81
Sk−69◦ 279 866 - - - - - - 0.72
Sk−71◦ 41 1729 - 1737 - - - - -
Sk−68◦ 135 1247 1226 - - - - 0.71
Sk−67◦ 5 1651 - 1629 - - - - 0.75

Sk−68◦ 52 1583 1441 1581 - - - - 0.75
Sk−69◦ 43 1059 1075 - - - - - 0.80
Sk−68◦ 140 1333 1419 1328 - - - - 0.74
Sk−67◦ 2 - 505 - 465 464 - - 0.79

Sk−67◦ 14 1005 1059 1081 - - - - 0.77
Sk−69◦ 52 608 570 613 - - - - 0.78
Sk−67◦ 78 473 - 441 - - - - -
Sk−70◦ 16 304 - 275 - - - - -
Sk−68◦ 8 256 258 262 255 257 - - -

Sk−67◦ 195 - - - - - 263 261 0.82
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Appendix D: Atomic data

In Table D.1 we list the ions, number of important levels, super-
levels, full levels, and transitions considered per ion, which con-
stitutes the atomic model used in our CMFGEN model grid to
synthesize the spectrum. The grid is split into two groups, with
the boundry between the two is set at ≈ 25 kK.
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Table D.1: Ions and number of important levels, super-levels, full levels, and transitions considered per ion, which constitutes the
atomic model used by the code to synthesize the spectrum. We divide our model grid into a ’cool’ (< 25 kK) and a ’hot’ (> 25 kK)
sections which correspond to different ions. “all" in the models column means that this ion has was included in both the hot and
cool sections of our grid

Ion important levels super-levels full levels Transitions models
H i 20 20 30 435 all

He i 45 45 69 905 all
He ii 22 22 30 435 all

C i 52 52 100 10204 < 25 kK
C ii 40 40 92 8017 all
C iii 51 51 84 5528 all
C iv 64 64 64 1446 all
C v 0 35 67 2196 > 25 kK

N i 44 44 104 855 < 25 kK
N ii 45 45 85 7879 all
N iii 104 104 164 6710 all
N iv 107 107 202 6943 all
N v 45 45 67 1664 > 25 kK

O i 53 53 133 2138 < 25 kK
O ii 54 54 123 8937 all
O iii 788 88 170 6561 all
O iv 78 78 154 7599 all
O v 32 32 56 2324 all
O vi 25 25 31 1475 > 25 kK

Mg i 36 36 56 3511 < 25 kK
Mg ii 27 27 60 1993 all
Mg iii 0 39 175 3052 all
Mg iv 0 36 169 5706 > 25 kK

Ca i 0 66 88 3976 < 25 kK
Ca ii 0 39 46 1736 < 25 kK
Ca iii 0 29 88 3497 < 25 kK
Ca iv 0 30 123 8532 < 25 kK

Al i 54 54 82 4985 < 25 kK
Al ii 0 40 67 3490 < 25 kK
Al iii 0 37 60 2011 all
Al iv 0 56 163 3052 > 25 kK

Si ii 22 22 43 2294 all
Si iii 33 33 33 1639 all
Si iv 22 22 33 1090 all

P iii 0 59 128 5576 > 25 kK
P iv 0 30 90 2537 > 25 kK
P v 0 16 62 561 > 25 kK

S ii 0 21 65 8208 all
S iii 0 24 44 6193 all
S iv 0 51 142 3598 all
S v 0 31 98 3462 all

Fe i 100 100 297 141821 < 25 kK
Fe ii 0 318 2430 21544 < 25 kK
Fe iii 104 104 1433 136060 all
Fe iv 74 74 540 72223 all
Fe v 50 50 220 71983 > 25 kK
Fe vi 44 44 433 185392 > 25 kK
Fe vii 29 29 153 86504 > 25 kK

Ni ii 0 42 433 51707 < 25 kK
Ni iii 0 46 849 66486 all
Ni iv 0 36 200 72898 all
Ni v 0 69 305 75541 > 25 kK
Ni vi 0 65 314 79169 > 25 kK
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Appendix E: Spectral energy distribution (SED)

In Fig. E.1 we present the SED fits for the entire sample.
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Fig. E.1: Spectral energy distribution for all the stars in our sample. Red solid line: model SED, Black solid line: observed SED.
The photometric points are indicated as blue circles.
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Fig. E.1: continued
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Fig. E.1: continued
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Appendix F: Comparison to literature

In this section, we include Table F.1, in which we present our
obtained values for Teff , log g, log Ṁ, fvol, and β in comparison
to values presented in other previous studies. The volume fill-
ing factor for studies that utilise the optically-thick clumping is
calculated from the equation introduced in Sander et al. (2024):

fvol =
(1 − fic)2

fcl − 2 fic + f 2
ic

, (F.1)

where fcl = ⟨ρ
2⟩/⟨ρ⟩2 describes the contrast between the density

in the clump and the mean density, and fic describes the contrast
between the clump density and the density of the inter-clump
medium.
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Table F.1: Comparison of derived parameters to previous studies. Obtained using F: FASTWIND, P: PoWR, C:
CMFGEN, T: TLUSTY. The mass-loss rates are not corrected for clumping.

Target Teff log g log L log Ṁ fvol β Ref. wavelength Code
Sk− kK cm s−2 L⊙ M⊙ yr−1

66◦ 171 29.9+1.2
−1.2 3.12+0.14

−0.19 5.66+0.08
−0.08 −5.99+0.85

−0.23 0.1 1.00 JB25 Opt F
32.3+0.70

−1.75 3.20+0.47
−0.12 5.80+0.03

−0.07 −6.18+0.55
−0.07 0.0207 1.60 SB25 UV+Opt F

29.9+1.0
−1.0 3.11+0.20

−0.20 5.67+0.11
−0.11 −6.07+0.33

−0.33 0.03 1.70 This study UV+Opt C

68◦ 155 29.9+1.2
−1.2 3.12+0.14

−0.19 5.70+0.08
−0.08 −6.19+0.23

−0.23 0.1 1.00 JB25 Opt F
31.5+0.75

−0.25 3.20+0.20
−0.05 5.81+0.03

−0.02 −5.85+0.12
−0.10 0.0366 1.65 SB25 UV+Opt F

32.5+0.25
−2.00 3.25+0.10

−0.05 5.77+0.04
−0.04 −6.00+0.05

−0.15 0.0016 1.35 V24 UV+Opt F
29.0+1.0

−1.0 3.06+0.2
−0.2 5.64+0.11

−0.11 −6.19+0.25
−0.25 0.03 1.50 This study UV+Opt C

69◦ 279 (15.1+0.4
−0.8) (1.50+0.10

−0.00) (2.37+0.07
−0.10) (−7.75+0.30

−0.22) 0.1 1.00 JB25 Opt F
29.5+0.5

−0.5 - 5.54+0.06
−0.06 −5.26+0.04

−0.04 0.5 3.00 G18 UV+Opt C
28.5+2.0

−2.0 2.95+0.22
−0.22 5.63+0.11

−0.11 −5.70+0.39
−0.39 0.10 2.70 This study UV+Opt C

71◦ 41 29.9+1.2
−1.2 3.31+0.14

−0.14 5.60+0.08
−0.08 −6.22+0.23

−0.23 0.1 1.00 JB25 Opt F
31.0+1.00

−1.25 3.12+0.23
−0.07 5.65+0.04

−0.05 −6.55+0.10
−0.05 0.0190 2.90 SB25 UV+Opt F

30.0+2.0
−2.0 3.40+0.20

−0.20 5.50+0.10
−0.10 −6.09+0.10

−0.10 0.10 1.00 R18 UV+Opt P
29.2+1.0

−1.0 3.12+0.20
−0.20 5.53+0.11

−0.11 −6.03+0.25
−0.25 0.10 1.20 This work UV+Opt C

68◦ 135 (22.3+0.8
−1.2) (2.31+0.14

−0.14) (5.09+0.08
−0.10) (−5.94+0.30

−0.23) 0.1 1.00 JB25 Opt F
27.5 2.70 6.97 −5.12 - 3.50 E04 UV+Opt C

26.9+1.5
−1.5 2.82+0.21

−0.21 6.10+0.12
−0.12 −5.70+0.31

−0.31 0.10 2.30 This study UV+Opt C

67◦ 5 26.8+1.2
−1.2 3.22+0.14

−0.33 5.96+0.09
−0.15 −5.95+0.23

−0.23 0.1 1.00 JB25 Opt F
27.5+1.00

−1.00 2.98+0.10
−0.15 5.40+0.04

−0.04 −6.64+0.15
−0.12 0.0200 2.25 SB25 UV+Opt F

25.6+1.0
−1.0 2.81+0.20

−0.20 5.89+0.12
−0.12 −6.05+0.14

−0.14 0.10 1.30 This study UV+Opt C

68◦ 52 25.2+1.2
−1.2 2.88+0.19

−0.14 5.86+0.09
−0.09 −6.03+0.23

−0.23 0.1 1.00 JB25 Opt F
28.3+0.75

−0.75 3.10+0.25
−0.10 5.96+0.02

−0.02 −6.28+0.25
−0.25 0.0836 1.95 V24 UV+Opt F

24.5 2.70 5.76 −5.49 - 2.75 E04 UV+Opt C
26.0+1.0

−1.0 2.85+0.20
−0.20 5.87+0.12

−0.12 −6.28+0.25
−0.25 0.03 2.00 This study UV+Opt C

69◦ 43 23.7+1.2
−3.5 2.69+0.14

−0.33 5.62+0.10
−0.23 −6.34+0.23

−0.23 0.1 1.00 JB25 Opt F
25.0+0.75

−2.00 2.85+0.05
−0.25 5.62+0.02

−0.09 −6.30+0.05
−0.25 0.2350 2.45 V24 UV+Opt F

22.8+0.25
−0.22 2.60+0.02

−0.02 5.48 - - - U17 Opt F
22.4+1.0

−1.0 2.71+0.21
−0.21 5.55+0.11

−0.11 −6.49+0.25
−0.25 0.10 2.00 This study UV+Opt C

68◦ 140 23.7+1.2
−2.0 3.12+0.19

−0.29 5.29+0.10
−0.27 −6.18+0.23

−0.52 0.1 1.00 JB25 Opt F
23.5+1.00

−1.00 2.75+0.10
−0.10 5.64+0.10

−0.10 - - - M15 Opt T
24.1+1.0

−1.0 2.81+0.21
−0.21 5.52+0.11

−0.11 −6.46+0.25
−0.25 0.10 2.20 This study UV+Opt C

67◦ 2 21.3+0.8
−1.2 2.50+0.14

−0.14 5.96+0.06
−0.09 −6.03+0.85

−0.23 0.1 1.00 JB25 Opt F
19.9+0.36

−0.39 2.30+0.03
−0.02 5.81 - - - U17 Opt F

18.8+1.0
−1.0 2.31+0.21

−0.21 5.76+0.12
−0.12 −6.21+0.26

−0.26 0.14 3.00 This study UV+Opt C

U17: (Urbaneja et al. 2017), G18: (Gvaramadze et al. 2018), R18: (Ramachandran et al. 2018), E04: (Evans et al. 2004),
M15: (McEvoy et al. 2015), V24: (Verhamme et al. 2024), SB25: (Brands et al. 2025), JB25: (Bestenlehner et al. 2025).
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Table F.1: Continued

Target Teff log g log L log Ṁ fvol β Ref. wavelength Code
Sk− kK cm s−2 L⊙ M⊙ yr−1

67◦ 14 22.5+0.8
−1.2 2.50+0.14

−0.14 5.60+0.08
−0.10 −6.24+0.23

−0.24 0.1 1.00 JB25 Opt F
23.3+1.50

−0.75 2.55+0.35
−0.50 5.53+0.06

−0.03 −6.25+0.05
−0.30 0.0028 1.65 V24 UV+Opt F

22.9+0.12
−0.13 2.70+0.01

−0.01 5.62 - - - U17 Opt F
21.1+1.0

−1.0 2.51+0.21
−0.21 5.58+0.11

−0.11 −6.33+0.29
−0.29 0.10 2.00 This study UV+Opt C

69◦ 52 20.1+3.5
−1.2 2.31+0.38

−0.48 5.58+0.26
−0.11 −6.89+0.34

−0.30 0.1 1.00 JB25 Opt F
22.5+0.25

1.75 2.60+0.05
−0.10 5.73+0.00

−0.08 −6.70+0.10
−0.05 0.0002 2.60 V24 UV+Opt F

18.8+1.0
−1.0 2.31+0.21

−0.21 5.60+0.11
−0.11 −6.62+0.38

−0.38 0.14 2.50 This study UV+Opt C

67◦ 78 16.6+0.8
−1.2 2.31+0.14

−0.33 5.45+0.09
−0.13 −6.72+0.23

−0.51 0.1 1.00 JB25 Opt F
17.8+1.50

−0.25 2.35+0.05
−0.25 5.62+0.06

−0.08 −6.82+0.05
−0.03 0.0362 3.45 V24 UV+Opt F

16.2+0.98
−0.18 2.20+0.01

−0.02 5.36 - - - U17 Opt F
15.5+1.0

−1.0 2.10+0.21
−0.21 5.47+0.11

−0.11 −6.70+0.40
−0.40 0.20 3.00 This study UV+Opt C

70◦ 16 20.1+0.5
−1.6 2.69+0.14

−0.24 4.93+0.06
−0.14 −8.15+1.06

−0.73 0.1 1.00 JB25 Opt F
20.9+2.60

+0.70 2.85+0.25
−0.20 4.92+0.14

−0.04 −7.70+0.3
−1.150 0.0305 2.90 V24 UV+Opt F

18.4+1.0
−1.0 2.61+0.21

−0.21 4.88+0.10
−0.10 −7.60+0.34

−0.34 0.10 1.00 This study UV+Opt C

68◦ 8 13.5+1.2
−0.8 1.50+0.29

−0.00 5.23+0.13
−0.10 −6.85+0.24

−0.37 0.1 1.00 JB25 Opt F
14.8+2.00

−0.75 1.95+0.25
−0.25 5.56+0.00

−0.11 −6.90+0.60
−0.05 0.0055 2.00 V24 UV+Opt F

14.1+1.0
−1.0 1.81+0.21

−0.21 5.57+0.11
−0.11 −6.50+0.26

−0.26 0.10 1.00 This study UV+Opt C

67◦ 195 12.0+0.4
−0.4 1.88+0.19

−0.14 4.55+0.08
−0.08 −7.58+0.36

−0.29 0.1 1.00 JB25 Opt F
14.2+0.90

−0.50 2.45+0.20
−0.20 4.72+0.06

−0.03 −7.45+0.60
−1.50 0.0267 0.65 V24 UV+Opt F

12.6+1.0
−1.0 2.11+0.22

−0.22 4.65+0.10
−0.10 −7.50+0.35

−0.35 0.10 1.00 This study UV+Opt C

U17: (Urbaneja et al. 2017), G18: (Gvaramadze et al. 2018), R18: (Ramachandran et al. 2018), E04: (Evans et al.
2004), M15: (McEvoy et al. 2015), V24: (Verhamme et al. 2024), SB25: (Brands et al. 2025), JB25: (Bestenlehner
et al. 2025).
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Appendix G: Line fitting for individual stars

Fig. G.1-G.16 are the individual diagnostic line fits for each star
in our sample. On each row, from top to bottom, are the diag-
nostic lines used to determine the effective temperature, the ef-
fective surface gravity, the wind density paramaters (mass-loss
rate, β, clumping paramters), the helium abundance, the nitro-
gen abundace, the carbon abundance, and the oxygen abundace,
respectively.
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Fig. G.1: Individual line fits for Sk−66◦ 171. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 410km s−1

Article number, page 41 of 73



A&A proofs: manuscript no. Alkousa2025_LMC

Fig. G.2: Individual line fits for Sk−68◦ 155. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 240km s−1
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Fig. G.3: Individual line fits for Sk−69◦ 279. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 230km s−1
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Fig. G.4: Individual line fits for Sk−71◦ 41. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 260km s−1
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Fig. G.5: Individual line fits for Sk−68◦ 135. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 270km s−1
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Fig. G.6: Individual line fits for Sk−67◦ 5. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 295km s−1
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Fig. G.7: Individual line fits for Sk−68◦ 52. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 255km s−1
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Fig. G.8: Individual line fits for Sk−69◦ 43. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 255km s−1
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Fig. G.9: Individual line fits for Sk−68◦ 140. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 260km s−1
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Fig. G.10: Individual line fits for Sk−67◦ 2. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 320km s−1
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Fig. G.11: Individual line fits for Sk−67◦ 14. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 300km s−1
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Fig. G.12: Individual line fits for Sk−69◦ 52. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 260km s−1
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Fig. G.13: Individual line fits for Sk−67◦ 78. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 310km s−1
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Fig. G.14: Individual line fits for Sk−70◦ 16. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 265km s−1
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Fig. G.15: Individual line fits for Sk−68◦ 8. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting model.
The observed spectrum is corrected for 3rad = 250km s−1
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Fig. G.16: Individual line fits for Sk−67◦ 195. Black solid line: observed spectrum. Red solid line: spectrum of the best fitting
model. The observed spectrum is corrected for 3rad = 300km s−1
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Appendix H: Overall fitting for individual stars

Fig. H.1-H.16 are the fits for the overall spectrum of each star in
our sample.
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Fig. H.1: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−66◦ 171.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features. For this star, we
fit the absorption profiles for Lyα through Lyη, which were calculated using H i column density log N(HI) = 20.7 cm−2 (Fitzpatrick
1985).
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Fig. H.2: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−68◦ 155.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
The second and third panels are the COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and we note
some interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV
and VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar
features.
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Fig. H.3: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−69◦ 279.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.4: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−71◦ 41.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second panel is STIS E140M FUV, and we note some interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and
Al iiλ1671. The rest of the panels are the UBV and VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The
lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.5: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−68◦ 135.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.6: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−67◦ 5.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.7: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−68◦ 52.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.8: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−69◦ 43.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.9: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−68◦ 140.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and we note some
interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and
VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.10: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−67◦ 2.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are STIS E140M FUV and STIS E230M NUV spectral ranges, respectively, and we note some interstellar
features: Lyα λ1216, O i+ P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and VIS XShooter
spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.11: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−67◦ 14.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and we note some
interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and
VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.12: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−69◦ 52.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and we note some
interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and
VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.13: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−67◦ 78.
From the top, the first panel is the FUV FUSE range, containing interstellar features such as Lyδ λ950, Lyγ λ973, and Lyβ λ1026.
Second and third panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and we note some
interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the UBV and
VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar features.
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Fig. H.14: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−70◦ 16.
From the top, the first and second panels are COS G130M+G160M FUV and COS G160M+G185M NUV spectral ranges, respec-
tively, and we note some interstellar features: Lyα λ1216, O i + P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the
panels are the UBV and VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D
are interstellar features.
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Fig. H.15: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−68◦ 8.
From the top, the first and second panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and
we note some interstellar features: Lyα λ1216, O i+P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the
UBV and VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar
features.
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Fig. H.16: An overall view of the best fit (red solid line) to key regions of the observed spectrum (black solid line) of Sk−67◦ 195.
From the top, the first and second panels are COS G130M+G160M FUV and STIS E230M NUV spectral ranges, respectively, and
we note some interstellar features: Lyα λ1216, O i+P ii λ1302, C ii λ1335, Si ii λ1527, and Al iiλ1671. The rest of the panels are the
UBV and VIS XShooter spectra, with the break between the two arms at ≈ 5600 Å. The lines Ca ii H + K and Na i D are interstellar
features.
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