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ABSTRACT This paper investigates the energy harvesting (EH) and information decoding (ID) capabilities

of wireless sensor networks (WSN) employing a hybrid time division multiple access (TDMA) and non-

orthogonal multiple access (NOMA), i.e., the WSN with a hybrid TDMA-NOMA system. The system

is assisted by a set of intelligent reflecting surface (IRS) units. In this configuration, the sensors are

divided into a set of clusters, with each cluster consisting of two sensors. The available transmission

time is equally divided into two phases: the downlink and uplink phases. In the downlink phase, the

downlink time slot is dynamically split between the clusters into sub-time slots, where each sub-time

slot is further divided into two slots, namely the wireless information transfer (WIT) and the wireless

energy transfer (WET) slots. In the WIT slot, the sensors in the clusters use the received signal for ID,

while the WET time slot is reserved for EH. However, in the uplink phase, the uplink time slot is also

dynamically split into a set of slots, where each time slot is dedicated to assisting the uplink transmission

from the sensors in each cluster to the base station (BS). To demonstrate the performance of such a

system, we formulate a resource allocation framework that aims to minimize the total transmit power in

the system while meeting a set of quality of service (QoS) requirements. Specifically, the total transmit

power accounts for the downlink and uplink power, while the QoS requirements include a pre-defined

minimum downlink data rate, minimum harvested energy for each sensor in the system, and minimum

uplink data rate requirements. However, the joint nature of the optimization parameters in the downlink

and uplink phases, namely power allocations in the downlink and uplink, time durations, and phase shift

reflecting coefficients of the IRS units, as well as the non-convexity of the problem, introduces additional

challenges in solving the formulated power minimization problem. To overcome these challenges, an

iterative algorithm is proposed to solve the formulated optimization problem. To demonstrate the potential

benefits of the proposed configuration, we present a set of simulations that evaluate its performance against

two benchmarks: the IRS-free hybrid TDMA-NOMA system and the IRS-assisted hybrid TDMA-NOMA

system with equal time allocations.

INDEX TERMS Intelligent reflecting surface (IRS), wireless sensor network (WSN), non-orthogonal

multiple access (NOMA), Internet-of-Things (IoT), time division multiple access (TDMA), simultaneous

wireless power and information transfer (SWIPT).

I. INTRODUCTION

W ITH the advancement of Internet-of-Things (IoT)

networks, communication systems are expected to

support a wide range of emerging applications, such as

monitoring human daily activities, sensing the surround-

ing environment, and facilitating industrial and medical

tasks [1], [2]. In this context, wireless sensor networks

(WSNs), which are categorized as promising IoT platforms,
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have been widely deployed to perform a set of sensing

services [3], [4]. Specifically, the WSN comprises a mas-

sive number of sensors that communicate their sensing

information to a base station (BS) through both the uplink

and the downlink [5]. However, the explosive growth of WSN

has posed serious challenges, including supporting the mas-

sive number of sensors, handling their energy-constrained

nature, and meeting the demanding quality-of-service (QoS)

requirements of such networks [6].

Several research efforts have focused on meeting the

massive connectivity requirements of WSNs. Specifically, it

has been widely agreed that conventional orthogonal multiple

access (OMA) techniques, i.e., time-division multiple access

(TDMA) and orthogonal frequency division multiple access

(OFDMA), will not be able to cope with the increased

number of sensors. Accordingly, non-orthogonal multiple

access (NOMA) has been recently identified as a potential

multiple access technique for beyond fifth-generation (B5G)

systems, including WSNs. In particular, unlike conventional

OMA techniques, NOMA can serve more than one user

in the same resource block (RB) through power-domain

superposition coding (SC) at the transmitter end. At the

receiver ends, users should be able to perform successive

interference cancellation (SIC) to deal with the superimposed

nature of the received signal. The SIC process introduces

additional complexity to the detection process, restricting

the deployment of NOMA in dense networks. Consequently,

integrating NOMA with other OMA techniques can over-

come this issue while introducing additional degrees of

freedom, thereby supporting more users. Consequently, the

combination of TDMA and NOMA, known as hybrid

TDMA-NOMA, has been recognized as a promising solution

to support massive WSN connectivity while meeting QoS

requirements [7].

On the other hand, the energy constraint problem stems

from the limited lifetime of the battery in a sensor.

Specifically, since the sensor is small in size, its battery

capacity is limited, which, as a result, shortens the sensor’s

lifetime [8]. This issue restricts the large-scale deployment

of WSNs in areas that are difficult to reach, i.e., conventional

wired charging approaches cannot be used as a frequent

charging solution. In particular, such wired approaches

cannot be practically deployed, as sensors are generally

located in difficult-to-reach locations, such as on top of

buildings, and such approaches limit the potential capabilities

of sensors [9]. However, further exploitation of conventional

sources contributes to an explosive growth in CO2 emission,

which has an undesirable impact on the environment.

Consequently, the utilization of simultaneous wireless power

and information transfer (SWIPT) has been considered an

appealing solution for charging sensors’ batteries and thus

prolonging their lifetime. With SWIPT, sensors utilize the

received radio frequency (RF) for two functions: wireless

information transfer (WIT) and wireless energy transfer

(WET). Specifically, the WIT is assigned for information

decoding (ID), while energy harvesting (EH) is achieved in

the WET. This splitting can occur by power splitting (PS)

or time splitting (TS) approaches [10]. In particular, SWIPT

aligns with the WSN topology, as it enables wireless charging

while ensuring the exchange of information in the WSN.

Furthermore, the intelligent reflecting surface (IRS) has

recently emerged as a promising candidate for supporting the

demanding requirements of B5G communication systems.

In particular, the IRS consists of a set of passive-reflecting

elements. In particular, such reflecting elements can be

intelligently tuned through a set of controllers to coordinate

the reflected signals, thus improving channel propagation

between the communication terminals [11]. This improve-

ment is achieved by steering the signal into the intended

direction and/or eliminating interference. Since IRS can be

installed over existing infrastructure, its potential capabil-

ities have been investigated in emerging communication

applications, such as IRS-assisted wireless power transfer,

IRS-assisted UAV Communications, and IRS-assisted mobile

edge computing [12]. In particular, the deployment of

IRS in wireless communication systems can offer different

functions, such as creating a virtual line of sight (LOS) link

between a transmitter (i.e., a BS) and a user when such

a link is blocked due to obstacles [11]. Such a solution

can offer a potential approach to improve QoS for cell-edge

users. Meanwhile, the IRS can also provide other attractive

functions, such as improving the channel rank between the

transmitter and the receiver [11], [12]. This becomes vital

in the WSN due to the potential blockages between the BS

and the sensors, which are generally located in critical areas.

Additionally, the IRS can be implemented on the existing

communication infrastructure at a low cost. Due to these

beneficial functions, the IRS has recently been integrated

into several communication systems, including the WSN,

where such systems are referred to as IRS-assisted WSN

systems.

A. LITERATURE REVIEW

Recently, several works have investigated different IRS-

assisted WSN scenarios.

1) IRS-ASSISTED WSN WITHOUT NOMA

In [13], an IRS-assisted TDMA WSN has been considered,

where the available transmission time is divided into two

phases: downlink (DL) and uplink (UL) phases. Specifically,

it has been assumed that each sensor transmits its data to an

access point (AP) during the UL duration while it harvests

energy in the DL phase from the power station, where TDMA

is considered to support transmission in the uplink phase.

Similarly, the authors in [14] have considered an IRS-assisted

TDMAWSN. However, a self-empowered IRS is considered;

that is, the IRS unit can harvest energy. Consequently, the

DL phase is divided into two phases, where the IRS unit

harvests energy in the first phase and reflects the signal

to the intended sensors in the second phase. A resource

allocation technique has been developed to maximize the sum

throughput. Furthermore, another IRS-assisted WSN system

6452 VOLUME 6, 2025



TABLE 1. The key difference between our work and the existing literature.

has been proposed in [15], where the available transmission

time is divided into multiple time slots; as such, the first time

slot is reserved for EH by all sensors. In addition, a wireless-

empowered IRS-assisted WSN has been considered in [16].

Note that NOMA transmission has not been considered

in [13], [14], [15], [16].

2) IRS-ASSISTED WSN WITH NOMA

The exploitation of IRS in NOMA-based systems has been

widely investigated as a potential approach for 6G networks,

including the work in [17], [18], [19]. Specifically, the

authors in [17] have considered the deployment of a large

intelligent surface (LIS) in a NOMA downlink system, where

the pairwise error probability (PEP) has been derived for

NOMA users assuming imperfect successive interference

cancellation. In addition, the work in [18] proposed two

novel IRS systems: IRS partition-assisted and IRS quadra-

ture NOMA systems. Furthermore, bit error rate (BER)

analytical expressions have been derived for IRS-assisted

power domain NOMA systems in [19]. A wireless power

communication network (WPCN) has been investigated

in [20]. Specifically, IRS-assisted NOMA transmission is

considered, where the transmission time is split into two

phases. In the first phase, sensors harvest energy while

transmitting their data to the BS in the second phase.

Furthermore, the IRS unit is utilized to support the DL

and UL transmissions. In [21], the authors have developed

an IRS-assisted WPCN NOMA-based system. In particular,

the devices (i.e., the sensors) are divided into two sets:

the EH and ID devices. The applications of WSN NOMA-

based in smart agriculture have been demonstrated in [22].

Furthermore, an IRS-assisted wireless-powered IoT network

has been discussed in [23], where the transmission time

is divided into a set of sub-time slots, with each sensor

allocated two slots: the EH time slot and the UL time slot.

Furthermore, an IRS-Aided WPCN with NOMA has been

considered in [24]. Specifically, the time frame is divided into

three phases: the EH, UL transmission, and DL transmission

phases. In particular, a power minimization framework has

been formulated, and Federated Learning was adopted to

solve the problem. On the other hand, [25] has investigated

the performance of the WP heterogeneous network (WPHN),

where users are classified into two sets, namely EH and non-

EH devices. We summarize the key differences between

the work in this paper and that in some related work in the

literature in Table 1.

B. MOTIVATION AND CONTRIBUTIONS

Several configurations have been investigated for the large-

scale deployment of the IRS-assisted WSN system. However,

most of the existing literature has focused on deploying

either TDMA or NOMA in the proposed configurations.

However, the DL requirements for the WSN have not been

thoroughly investigated. Consequently, this paper considers

the implementation of hybrid TDMA-NOMA in IRS-assisted

WSN systems. In particular, the proposed configuration

effectively captures the demanding energy and information

requirements of DL and UL transmissions. The main

contributions of the paper are summarized as follows:

• We consider an IRS-assisted TDMA-NOMA WSN,

in which sensors are grouped into clusters, and the

transmission time is divided equally into two phases:

the DL and UL phases. In addition, a set of IRS units

is considered to assist with UL and DL transmissions.

• Specifically, the DL time is dynamically split between

the clusters into sub-time slots, where each sub-time

slot is reserved for each cluster to enable the sensors to

perform EH and ID through a dynamic TS approach.

Furthermore, it is also assumed that the UL time is

divided between the clusters, so each sub-time slot is

reserved for the UL transmission.

VOLUME 6, 2025 6453
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FIGURE 1. The time frame of the IRS-assisted WSN hybrid TDMA-NOMA system.

• We formulate a power minimization framework that

aims to minimize the DL and UP power consumptions

under a set of ID and EH requirements in the DL

and UL directions. Consequently, an iterative algorithm

is proposed to solve the problem and evaluate the

optimization variables, i.e., the power allocated for each

user and the IRS reflection coefficient matrix, in the DL

and UL transmissions. To highlight the superiority of

the proposed configuration, we compare its performance

in simulations with two benchmark schemes.

C. PAPER ORGANIZATION

The rest of the paper is organized as follows. Section II

presents the IRS-assisted WSN hybrid TDMA-NOMA con-

figuration. The proposed power minimization framework

is introduced in Section III. Then, the proposed iterative

algorithm is provided in Section IV. Section V highlights

the performance of the proposed configuration through a set

of simulations and compares its performance against a set of

benchmarks. Finally, the paper is concluded in Section VI.

II. SYSTEM MODEL

This paper considers a WSN, in which a BS communicates

with K sensors. Due to size and power limitations, each

communication node is equipped with a single antenna. The

total transmission time is denoted as T , and is equally divided

into two phases: the DL and UL phases. Specifically, the DL

time slot (td) and the UL time slot (tu) are reserved for DL

and UL transmissions, respectively, such as tu = td = T
2
. In

the DL and UL phases, the sensors are grouped into M =

K
2

clusters, where each cluster consists of two sensors, as

shown in Fig. 1. To mitigate SIC error propagation and thus

facilitate NOMA transmission, sensors with diverse channel

conditions are grouped. This grouping strategy has been

widely adopted in NOMA-aided wireless communication

systems, such as the works in [26], [27], [28], [29]. Although

NOMA is capable of serving more than two users per cluster,

we assume two users per cluster. This assumption facilitates

the practical implementation of SIC in realistic scenarios.

Furthermore, a set of M IRS units is assumed to support

transmissions in the DL and UL phases. The IRS locations

are assumed to be fixed in this paper, where the optimal

IRS locations can be determined by incorporating the IRS

locations into the optimization framework, which can be

considered in our future work.

A. DOWNLINK PHASE

In the DL phase, td is dynamically divided into M time slots,

such as td =
∑M

m=1 td,m, where td,m is the allocated time

slot for the mth cluster (Cm). In this phase, the BS transmits

a superimposed signal to the sensors in Cm, that is:

um =
2

∑

l=1

√
pl,mul,m,∀m ∈ M = {1, 2, . . . ,M}, (1)

where ul,m and
√
pl,m denote the symbol intended to

the lth sensor in the mth cluster (Sl,m) and its allocated

power, respectively. In particular, the sensors in each

cluster employ the time-switching (i.e., TS) approach to

split the received signal into two parts, the EH and ID

6454 VOLUME 6, 2025



parts [30], [31]. Specifically, the time fraction reserved for

wireless information transfer (WIT) is indicated by ti,m,

while th,m is the time allocated for wireless energy transfer

(WET), such as td,m = ti,m + th,m. It is also assumed that

an IRS is deployed to assist the WIT and WET in the DL

phase. Accordingly, the received signal at the sensors in Cm

can be expressed as

rl,m =
(

hl,m + hHl,m�mgm
)

um + nl,m,∀i ∈ {1, 2},∀m ∈ M,

(2)

where hHl,m ∈ C
1×L, and gm ∈ C

L×1 denote the chan-

nels between the mth IRS (that is, Im) and Sl,m, and

between BS and Im, respectively. Furthermore, �m =
diag[ejθm,1, . . . , ejθm,L ] is the IRS reflection diagonal matrix,

where θm,l ∈ [0, 2π) is the phase shift of the lth reflecting

element of Im while L represents the number of reflecting

elements of Im. In addition, nl,m is the additive white

Gaussian noise with variance σ 2. The channel between

any communicating terminals, i.e., A and B, is characterized

as hA,B = ( 1
dA,B

)µq, where µ is the path loss exponent,

dA,B is the distance between terminals A and B, and q is

the small-scale fading vector. Specifically, q is modeled as

a Rayleigh fading vector following a circularly symmetric

complex Gaussian distribution with zero mean and identity

covariance matrix, i.e., q ∼ CN (0, I). Such a channel model

has been widely adopted in IRS-assisted communication

systems, e.g., [13], [24], [25], [32], [33].

1) THE WIT PHASE

During the WIT phase, the received signal, ti,m,∀m, is

reserved for the identification of the sensors, where ti,m,∀m
represents the time allocated for the ID phase in the mth

cluster. Since NOMA transmission is assumed, the stronger

user in each time slot should be able to decode and subtract

the message of the weaker sensor before decoding its own

message. Therefore, the sensors in each cluster are ordered

based on their cascade channel conditions. Specifically, the

first sensor in each cluster, S1,m, is selected such that it has

better channel conditions compared to the second sensor,

that is,

∣

∣h1,m + hH1,m�mgm
∣

∣

2 ≥
∣

∣h2,m + hH2,m�mgm
∣

∣

2
. (3)

Furthermore, similar to the existing literature, sensors with

diverse channel conditions are grouped. In particular, such

a clustering approach does not offer the optimal clustering

strategy; however, it facilitates SIC implementation while

simplifying the analysis. Consequently, the stronger sensor

decodes the message of the weaker one with the following

signal-to-interference and noise ratio (SINR):

SINR
(1)
2,m =

p2,m

∣

∣h1,m + hH1,m�mgm
∣

∣

2

p1,m

∣

∣h1,m + hH1,m�mgm
∣

∣

2 + σ 2
. (4)

Sequentially, the stronger sensor decodes its message with

the following SINR:

SINR
(1)
1,m =

p1,m

∣

∣h1,m + hH1,m�mgm
∣

∣

2

σ 2
. (5)

Unlike the stronger users, the weaker sensor directly decodes

its message without SIC, with the following SINR:

SINR
(2)
2,m =

p2,m

∣

∣h2,m + hH2,m�mgm
∣

∣

2

p1,m

∣

∣h2,m + hH2,m�mgm
∣

∣

2 + σ 2
. (6)

Accordingly, the achieved SINR for the sensors in each

cluster can be expressed as follows:

SINR1,m = SINR
(1)
1,m, (7a)

SINR2,m = min.{SINR(1)
2,m,SINR

(2)
2,m}. (7b)

With this, the achieved DL rate (i.e., rate per unit bandwidth)

for each sensor can be written as follows:

Rd1,m = ti,m log
(

1 + SINR1,m

)

, (8a)

Rd2,m = ti,m log
(

1 + SINR2,m

)

, (8b)

and thus, the total downlink sum rate can be expressed as

follows:

Rd =
M

∑

m=1

(

Rd1,m + Rd2,m

)

(9)

2) THE WET PHASE

In this phase, the time fraction th,m is reserved for the sensors

in each cluster to harvest energy. To be specific, the harvested

energy by Sl,m can be written as:

Ehl,m = βl,mth,m(pk)
∣

∣hl,m + hHl,m�mgm
∣

∣

2
, (10)

where pk = p1,m + p2,m, while βl,m is the efficiency of the

RF-DC converter. Thus, the total harvested energy can be

written as follows:

E =
M

∑

m=1

(

Eh1,m + Eh2,m

)

. (11)

Note that the total transmit power at the BS is given as:

Pd =
M

∑

m=1

(

p1,m + p2,m

)

. (12)

It is worth pointing out that the phase shift of the WIT and

WET phases for the mth cluster, i.e., �m, remains unchanged.

B. UPLINK PHASE

In the UL phase, tu is reserved for the UL transmission from

the sensors to the BS. Specifically, tu is dynamically split

into M time slots, such as tu,m is allocated time for Cm, i.e.,

tu =
∑M

m=1 tu,m. In particular, NOMA is utilized for the UL

VOLUME 6, 2025 6455
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transmission from the sensors in Cm to the BS, where the

transmit UL signal in tu,m can be written as:

ym =
2

∑

l=1

(

vl,m + hHm,BSθmhl,m

)√
ρl,msl,m + nm, (13)

where vl,m is the channel between Sl,m and the BS.

Furthermore, hm,BS is the channel between the mth IRS and

BS, while hl,m represents the channel between Sl,m and mth

IRS. In addition, sl,m and ρl,m are the transmitted symbol

from Sl,m and the corresponding power level, respectively.

Similar to the downlink transmission, we assume that the

first sensor has better channel conditions, that is,

|v1,m + hHm,BSθmh1,m|2 ≥ |v2,m + hHm,BSθmh2,m|2. (14)

Considering the above, the stronger sensor’s message is first

decoded, followed by the weaker user’s message in UL

transmission. Consequently, the BS decodes the message of

the first sensor with the following SINR [34], [35]:

SINRu1,m =
|v1,m + hHm,BSθmh1,m|2ρ1,m

|v1,m + hHm,BSθmh1,m|2ρ2,m + σ 2
. (15)

Sequentially, the BS decodes the message of the weaker

sensor with the following SINR:

SINRu2,m =
|v2,m + hHm,BSθmh2,m|2ρ2,m

σ 2
. (16)

Consequently, the achieved rates (i.e., rate per unit band-

width) at each sensor can be expressed as [36],

Ru1,m = tu,m log
(

1 + SINRu1,m

)

, (17a)

Ru2,m = tu,m log
(

1 + SINRu2,m

)

. (17b)

The overall UL achieved sum rate can be written as:

Ru =
M

∑

m=1

(

Ru1,m + Ru2,m

)

. (18)

Furthermore, the total transmit power from the sensors in

the UL can be expressed as follows:

Pu =
M

∑

m=1

(

ρ1,m + ρ2,m

)

. (19)

III. PROBLEM FORMULATION

This paper proposes a dynamic resource allocation to

capture the demanding requirements of the WSN system.

Specifically, the proposed resource allocation technique aims

to minimize overall power consumption in the DL and UL

phases, subject to achieving a set of QoS constraints. Such a

power minimization framework can be formulated as follows:

P1: min.
�

P = Pd + Pu (20a)

subject to C1: Rdl,m ≥ Rdmin,∀l,∀m, (20b)

C2: Rul,m ≥ Rumin,∀l,∀m, (20c)

C3: Ehl,m ≥ Emin
l,m ,∀l,∀m, (20d)

C4: (3), (14), (20e)

where Rumin and Rdmin are the minimum DL and UL rate

requirements, respectively. Furthermore, Emin
l,m denotes the

minimum harvested energy requirement at each sensor,

where � is the optimization variables set, i.e., � =
[pl,m,�m, ti,m, th,m, θm, ρl,m, tu,m]∀l,∀m. In particular, such a

resource allocation framework captures the practical require-

ments of the WSN. Specifically, constraints C1 and C2

ensure that each sensor satisfies the predefined minimum DL

and UL rate requirements, respectively. On the other hand,

the constraint C3 ensures that the harvested energy by each

sensor is greater than a predefined minimum threshold. Note

that this minimum level can be selected to achieve sensor

self-sustainability [37]. Finally, C4 ensures that the cascade

channel gain for the first user in each cluster is greater than

that for the weaker user in both the DL and UL phases.

It is clear that solving P1 involves addressing a set of

challenges. Firstly, the optimization problem P1 is non-

convex due to the non-convexity of C1, C2, C3, and C4.

Secondly, the joint nature of the optimization variables

introduces additional complexity when solving the problem.

Next, we provide a comprehensive algorithm to solve the

problem and determine the optimization variables.

IV. THE PROPOSED SOLUTION

This section provides a detailed analysis of solving the

optimization problem. The DL and UL phases are inde-

pendent because an orthogonal time slot is reserved for

each phase. This implies that the optimization parameters

for each phase can be evaluated independently of those

for the other phase. In particular, we utilize the iterative

algorithm, namely the sequential convex approximation

(SCA), to handle the non-convexity nature of the constraints.

Specifically, in SCA, each non-convex term is approximated

with a linear (i.e., convex-concave) approximation using the

first-order Taylor series expansion [38], [39], [40], [41], [42].

We first handle the non-convexity of C1 by incorporating

the following set of slack variables:

C1: Rdl,m ≥ Rdmin =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

1 + SINRl,m ≥ ζl,m, (21a)

ζl,m ≥ 2zl,m , (21b)

zl,m ≥ a2
l,m, (21c)

ti,ma
2
l,m ≥ rl,m, (21d)

Rdl,m ≥ rl,m, (21e)

rl,m ≥ Rdmin, (21f)

Note that [ζl,m, zl,m, al,m, rl,m] is a set of slack variables.

In particular, the slack variable is a non-negative variable,

which is introduced as a lower bound for a non-convex

term [38], [39], [40], [41], [42]. Now, we handle the non-

convexity of (21a) by introducing additional slack variables.

However, for the sake of notational simplicity, we assume

that |hl,m + hHl,m�mgm|2 = |wH
l,m
m|2, where wl,m =
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[hHl,mdiag{gm}, hl,m] and 
m = [�m, 1]. In addition, we

introduce another slack variable as follows:
∣

∣wH
l,m
m

∣

∣

2 ≥ √
γl,m. (22)

By incorporating the slack variables η1,m, the inequal-

ity (21a) can be written as follows:

(21a)

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

p2,m
√

γ1,m

p1,m
√

γ1,m + σ 2
≥

(

ζ1,m − 1
)

η2
1,m

η2
1,m

, (23a)

p1,m
√

γ1,m

σ 2
≥

(

ζ1,m − 1
)

η2
1,m

η2
1,m

,∀k, (23b)

p2,m
√

γ2,m

p1,m
√

γ2,m + σ 2
≥

(

ζ2,m − 1
)

η2
2,m

η2
2,m

. (23c)

The constraints in (23a) can now be split into the following

two constraints:

p2,m
√

γ1,m ≥
(

ζ1,m − 1
)

η2
1,m, (24a)

η2
1,m ≥ p1,m

√
γ1,m + σ 2. (24b)

With this, the non-convexity of (24a) can now be approx-

imated with the following two convex approximations:

p2,m
(t)

√

γ
(t)
1,m +

√

γ
(t)
1,m

(

p2,m − p2,m
(t)

)

+ p2,m
(t)

2

√

γ
(t)
1,m

(

γ1,m − γ
(t)
1,m

)

≥
(

ζ
(t)
1,m − 1

)

η
(t)
1,m

2

+2η
(t)
1,m

(

ζ
(t)
1,m − 1

)(

η1,m − η
(t)
1,m

)

+ η
(t)
1,m

2(
ζ1,m − ζ

(t)
1,m

)

,

(25)

where ζ
(t)
1,m is the tth approximation of ζ1,m. Similarly, the

non-convexity of (24b) can be handled as follows:

η
(t)
1,m

2 + 2η
(t)
1,m

(

η1,m − η
(t)
1,m

)

≥ p1,m
(t)

√

γ
(t)
1,m

+
√

γ
(t)
1,m

(

p1,m − p1,m
(t)

)

+ p1,m
(t)

2

√

γ
(t)
1,m

(

γ1,m − γ
(t)
1,m

)

+ σ̂ 2
1,m. (26)

Note that the non-convexity of the constraints (23b)

and (23c) can be handled using the same approach in (23a).

Furthermore, we exploit the first-order Taylor series expan-

sion to handle the non-convexity of (21c), (21d), and (22),

which can be, respectively, written as follows:

zl,m ≥ a
(t)
l,m

2 + 2a
(t)
l,m

(

al,m − a
(t)
l,m

)

, (27)

t
(t)
i,ma

(t)
l,m

2 + 2t
(t)
i,ma

(t)
l,m

(

al,m − a
(t)
l,m

)

+ a
(t)
l,m

2(
ti,m − t

(t)
i,m

)

≥ rl,m,

(28)

and

∣

∣wH
l,m
(t)

m

∣

∣

2 + 2

[

ℜ
(

wH
l,m
(t)

m

)

,ℑ
(

wH
l,m
(t)

m

)

]

⎡

⎣

ℜ
(

wH
l,m
m

)

− ℜ
(

wH
l,m


(t)
m

)

ℑ
(

wH
l,m
m

)

− ℑ
(

wH
l,m


(t)
m

)

⎤

⎦

≥
√

γ
(t)
l,m + 1

2

√

γ
(t)
l,m

(

γl,m − γ
(t)
l,m

)

. (29)

Based on the above multiple relaxations, the non-convex

constraint C1 can now be replaced with the following set of

convex constraints:

C1: ri,m ≥ Rdmin, s. t.

⎧

⎨

⎩

(21b), (21f), (23b), (30a)

(23c), (25), (26), (30b)

(27), (28), (29). (30c)

We deploy SCA to handle the non-convexity of

C2. However, for ease of notation simplicity, we let

that |vl,m + hm,BSθmhl,m|2 = |vHl,m
̂m|2, where vl,m =
[hm,BSdiag{hl,m}, vl,m] and 
̂m = [θm, 1]. Consequently,

we introduce a set of slack variables, namely

[ζ ui,m, zi,m, γ ul,m, aui,m, rui,m], as follows:

C2: Rui,m ≥ Rumin =

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

1 + SINRui,m ≥ ζ ui,m, (31a)

ζ ui,m ≥ 2
zui,m , (31b)

∣

∣vHi,m
̂m

∣

∣

2 ≥
√

γ ul,m (31c)

zui,m ≥ aui,m
2
, (31d)

tu,ma
u
i,m

2 ≥ rui,m, (31e)

Rui,m ≥ rui,m, (31f)

rui,m ≥ Rumin. (31g)

Then, we deploy the same approach in C1 to address

the non-convexity of C2. For example, the non-convex

constraint (31a) can be approximated with the following

convex constraints:

ρl,m
(t)

√

γ u
(t)

l,m +
√

γ u
(t)

l,m

(

ρl,m − ρl,m
(t)

)

+ ρl,m
(t)

2

√

γ u
(t)

l,m

(

γ ul,m − γ u
(t)

l,m

)

≥
(

ζ u
(t)

l,m − 1
)

ηu
(t)

l,m

2

+2ηu
(t)

l,m

(

ζ u
(t)

l,m − 1
)(

ηul,m − ηu
(t)

l,m

)

+ ηu
(t)

l,m

2(
ζ ul,m − ζ u

(t)

l,m

)

,

(32)

ηu
(t)

l,m

2
+ 2ηu

(t)

l,m

(

ηul,m − ηu
(t)

l,m

)

≥ ρo,m
(t)

√

γ u
(t)

l,m

+
√

γ u
(t)

l,m

(

ρo,m − ρo,m
(t)

)

+ ρo,m
(t)

2

√

γ u
(t)

l,m

(

γ u1,m − γ u
(t)

1,m

)

+ σ 2,∀l, o > l. (33)

Note that the constraints (31c), (31d), and (31e) are approxi-

mated with convex approximations, similar to the constraints

in (29), (21c), and (21d), respectively.

THE CONSTRAINT C3

Finally, we deal with the non-convexity of C3 by incorpo-

rating the following set of slack variables:

C3 : El,m ≥ Emin
l,m , s. t.

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

∣

∣wH
l,m
m

∣

∣

2 ≥ √
γl,m, (34a)

pm
√

γl,m ≥ δ2
m, (34b)

th,mδ2
m ≥ el,m, (34c)

βl,mel,m ≥ Emin
l,m . (34d)
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Algorithm 1 An Iterative Algorithm to Solve the

Optimization Problem P1

Step 2: Apply SCA to approximate P1 with P2.

Step 3: Select a set initial variables, �̂ =
[�, ζl,m, al,m, rl,m, ζ ui,m, zui,m, aui,m, rui,m, δm]∀l,∀m.
Step 4: Repeat

1) Use CVX Package to solve P2.

2) Update the slack variables.

Step 5: End of the Algorithm.

Note that the non-convexity of the constraint (34a)

has already been handled in (29). Meanwhile, the first-

order Taylor expansion can also be utilized to handle

the non-convexity of (34b) and (34c). Specifically, (34b)

and (34c) can be approximated with the following convex

approximations:

p(t)
m

√

γ
(t)
l,m +

√

γ
(t)
l,m

(

γl,m − γ
(t)
l,m

)

+ p
(t)
m

2

√

γ
(t)
l,m

(

pm − p(t)
m

)

≥ δ(t)
m

2 + 2δ(t)
m

(

δm − δ(t)
m

)

, (35)

and,

th,m
(t)δ(t)2

m − δ(t)2

m

(

th,m − th,m
(t)

)

+2th,m
(t)δ(t)

m

(

δm − δ
(t)
l

)

≥ el,m. (36)

With the above approximations, the non-convex

optimization problem P1 can now be replaced with the

following convex optimization problem:

P2: min.
�̂

P = Pd + Pu (37a)

subject to C1: (21b), (23b), (23c)(25), (26),

(27), (28), (29), (37b)

C2: (31b), (31c), (31d), (31e), (31f),

(32), (33) (37c)

C3: (34d), (35), (36), (37d)

C4: (3), (14). (37e)

Note that �̂ is a set of optimization variables, where �̂

= [�, ζl,m, al,m, rl,m, ζ ui,m, zui,m, aui,m, rui,m, δm]∀l,∀m. In partic-

ular, the approximated optimization problem P2 is solved

iteratively until convergence. Algorithm 1 summarizes

the proposed iterative algorithm to solve the optimization

problem P1.

V. SIMULATION RESULTS

In this section, we examine the performance of the IRS-

assisted WSN hybrid TDMA-NOMA with dynamic time

allocation through simulations. Specifically, the proposed

configuration is referred to as Dynamic IRS-assisted system

throughout the simulations, and its performance is compared

to two benchmarks, which are listed below.

TABLE 2. The simulation parameters.

FIGURE 2. The transmit DL power, Pd , against different minimum downlink rate

requirements, Emin
l,m

= 10−7 Joule.

A. BENCHMARKS

• IRS-FREE hybrid TDMA-NOMA WSN system: In this

system, it is considered that the WSN system is running

without the deployment of IRS units. This system is

referred to as IRS-free system.

• IRS-assisted hybrid TDMA-NOMA WSN system with

equal time allocation: This configuration is similar to the

proposed configurations. However, the DL and the UL

times are equally split between the clusters. Specifically,

ti,m = th,m = td
2M

, and tu,m = tu
M
. This system is

referred to as Equal IRS-assisted system throughout

the simulations.

B. SIMULATION PARAMETERS

In the simulations, it is assumed that a set of 5 IRS units

and 10 sensors are randomly distributed within a circle of

radius 25 meters, whereas the BS is located at the center

of the circle. Table 2 summarizes the simulation parameters

used to generate the simulation results [43], [44], [45].

C. SIMULATION RESULTS

Fig. 2 presents the required power for DL transmission, Pd,

for the proposed Dynamic IRS-assisted system and compares

it with the benchmarks. The proposed dynamic IRS-assisted
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FIGURE 3. The transmit DL power, Pd , against different minimum downlink

harvested energy requirements, RD

min
= 5 (Bits/Hz).

FIGURE 4. The uplink transmit power against a set of minimum uplink rate

requirements.

system consumes less power to achieve minimum rate

requirements compared to conventional configurations, that

is, the equal IRS-assisted, TDMA, and IRS-free systems.

This is because deploying the IRS units improves the

cascade channel gains; thus, IRS-assisted systems consume

less power than IRS-free systems. On the other hand, in

the Equal IRS-assisted configuration, the time slots are

allocated without considering the channel conditions of the

sensors. This equal allocation policy degrades the system

performance, as seen in Fig. 2. As a result, this explains the

superiority of the proposed configuration compared to the

benchmarks.

Fig. 3 illustrates the transmit DL power against different

harvested energy requirements when RDmin = 5 (bits/Hz). As

seen in Fig. 3, the transmit power increases with increas-

ing minimum harvested energy requirements. However,

the proposed Dynamic IRS-assisted system can achieve

the QoS requirements with reduced power consumption

compared to the IRS-free system. For example, the proposed

FIGURE 5. The transmit DL power, Pd , against the number of IRS elements,

Emin
l,m

= 10−7 Joule.

FIGURE 6. The allocated power to each sensor in the DL transmission Emin
l,m

= 10−7

Joule.

Dynamic IRS-assisted system consumes one-third of the

power required in the IRS-free system.

Fig. 4 sheds more light on the performance of the

proposed Dynamic IRS-assisted configuration in the UL

phase. Specifically, it provides the required UL transmit

power, Pu, against different minimum uplink rate require-

ments. Since IRS units support transmission in the uplink

direction, the minimum rate of uplink requirements is

achieved with reduced power consumption in the IRS-

assisted system compared to the IRS-free system.

Fig. 5 demonstrates the impact of varying the number of

reflecting elements on the overall performance. It can be

observed that increasing the number of IRS elements has a

beneficial effect on power consumption.

To shed more light on the allocated power for each sensor,

we have included Fig. 6, which illustrates the allocated

power for each sensor. It can be seen that the sensor with

a weaker channel condition in each cluster (i.e., S2,m) is

allocated a higher power level compared to the sensor with

a stronger channel condition (i.e., S1,m).

Furthermore, Fig. 7 provides the allocated time slots

for each cluster in the DL phase. Specifically, Fig. 7(a)

presents the allocated time for each cluster in the WIT,
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FIGURE 7. Allocated time slots for the clusters in the downlink phase, Rd

min
= 5 Bits/Hz and Emin

l,m
= 10−7 Joule.

whereas Fig. 7(b) shows that of the WET. Although the

Equal IRS-assisted system reserves equal time slots for

each cluster in the WIT and WET phases, the proposed

system has dynamic time allocations. For example, the

results show that Cluster one is assigned 1.36 seconds

for the WIT and less than 0.3 seconds for the WET

phase. Such dynamic time allocation provides additional

freedom to the proposed configuration, which is reflected

in the system’s overall performance. In particular, since the

allocated time is considered an optimization parameter, it

is evaluated to minimize transmit power and capture the

instantaneous channel conditions of the sensors in each

cluster.

Finally, Fig. 8 illustrates the allocated time for each

cluster in the UL phase for the different configurations.

The proposed system offers flexible time allocation in

the UL phase, considerably impacting the UL transmit

power.

VI. CONCLUSION

This paper investigated the IRS-assisted WSN hybrid

TDMA-NOMA system. The available transmission time

is divided into the DL and UL phases in this system.

Consequently, the DL time is dynamically divided between

the clusters for the WIT and WET phases. The sensors

in each cluster decode information during the WIT phase

while harvesting energy in the WET phase. However, UL

transmission from the sensors to the BS is considered

in the UL phase. A power minimization framework was

developed to minimize the total power consumed by the

system while maintaining a set of QoS constraints. Due to

the non-convexity of the problem, an iterative algorithm was

proposed to solve the problem. A set of simulations was

presented to demonstrate the superiority of the considered

configuration. Specifically, system performance was com-

pared to two benchmarks. The simulation results confirm

FIGURE 8. The allocated time slots for clusters in the uplink transmission.

that the proposed dynamic configuration outperforms the

conventional configurations.
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