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Abstract

The explosive growth of digital images and the widespread availability of image edit-

ing tools have made image manipulation detection an increasingly critical challenge.

Current deep learning-based manipulation detection methods excel in achieving high

image-level classification accuracy, they often fall short in terms of interpretability and

localization of manipulated regions. Additionally, the absence of pixel-wise annota-

tions in real-world scenarios limits the existing fully-supervised manipulation localiza-

tion techniques. To address these challenges, we propose a novel weakly-supervised ap-

proach that integrates activation maps generated by image-level manipulation detection

networks with segmentation maps from pre-trained models. Specifically, we build on our

previous image-level work named WCBnet to produce multi-view feature maps which

are subsequently fused for coarse localization. These coarse maps are then refined using

detailed segmented regional information provided by pre-trained segmentation models

(such as DeepLab, SegmentAnything and PSPnet), with Bayesian inference employed to

enhance the manipulation localization. Experimental results demonstrate the effective-

ness of our approach, highlighting the feasibility to localize image manipulations without

relying on pixel-level labels.

1 Introduction

With the rapid growth and increasing accessibility of image manipulation tools, manipu-

lated images are being produced at an alarming rate, posing a significant threat to cyber

security [4, 15]. Effective detection of manipulated images is vital for maintaining the in-

tegrity of visual information across domains such as journalism, legal evidence, and social

media [16, 21]. In recent years, deep learning has been commonly used for image manip-

ulation detection which enables remarkably high performance at either image-level classi-

fication [3, 10] or pixel-level localization [2, 7]. However in real world, the manipulated

images typically do not have manually annotated pixel-level labels. It prevents the image-

level methods from being further leveraged to precisely localize manipulated regions and

provide sufficient interpretability [1, 17]. The absence of annotated data also restricts the

effectiveness of current fully-supervised manipulation localization methods [22]. Thus, the

© 2024. The copyright of this document resides with its authors.

It may be distributed unchanged freely in print or electronic forms.



2 WANG, ABHAYARATNE: WEAKLY-SUPERVISED MANIPULATION LOCALIZATION

challenge of accurately localizing manipulated regions within images without pixel-level

labels remains challenging.

Several weakly-supervised image manipulation localization methods have been proposed

in recent years. The activation maps of image-wise manipulation model, extracted by grad-

CAM, are directly applied as pixel-wise predictions and compared with semi- or fully-

supervised models [26]. Object edges extracted by clustering super-pixels are applied to

enhance the grad-CAM result in order to localize the manipulated regions [25], while another

method applies a three-source stream (RGB, SRM and Bayar) to generate pseudo pixel-wise

labels leveraging the image-wise model for manipulation localization [23]. However, en-

hancement through image segmentation is more closely aligned with the nature of image

manipulation itself, as it involves the insertion of meaningful objects or regions to create

misinformation [24]. Segmentation-based approaches [9, 11, 13] can provide pixel-level de-

tails but typically require extensive labelled data, which is often unavailable. Consequently,

the segmentation models require collaboration with image manipulation detection methods

for distinguishing the manipulated class.

This paper addresses the challenge of localizing image manipulations without pixel-level

annotations by proposing a novel method that combines the multi-view activation map of

the classification network with the fine-grained region captures of pre-trained segmentation

models. Specifically, our image-wise manipulation network is built on a structure named

Cross-block Attention Module (CBAM) from our previous work, an image-wise manipula-

tion method WCBnet [18], which weights and fuses the convolutional block output feature

at single fixed receptive field. The multi-view activation map is obtained by computing

grad-CAMs [14] on differently-fused features from varying configurations of CBAMs, the

geometric mean of which involves multi-resolution activation maps across comprehensive

receptive fields. This multi-view activation map is considered as coarse localization, which

is further leveraged by several pre-trained segmentation models, such as DeepLab [19],

SAM [12], and PSPnet [8] that segment the images into potentially-manipulated regions.

Eventually, the activation maps are integrated with these segmentation maps via Bayesian

inference, thereby generating more accurate manipulation localization results. The primary

contribution of this work is the demonstration of the feasibility for accurate image manip-

ulation localization without requiring pixel-level annotations. This is accomplished by the

innovative combination of activation maps from image classification networks and region

masks from pre-trained segmentation networks.

2 Methodology

In this section, we describe the methodology employed to detect image manipulation and en-

hance the localization of manipulated regions without using pixel-wise ground-truth labels.

As shown in the Figure 1, our approach consists of four main steps: image-wise manipula-

tion classification, feature map generation, segmentation map extraction using a pre-trained

network, and combining these outputs to produce enhanced heatmaps.

2.1 Image-wise Image Manipulation Classification

The first step in our method involves classifying whether an image has been manipulated or

pristine. In this study, a CNN-based feature extractor is employed to extract the hierarchi-

cal features from input images which contain global and local information of manipulation
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Figure 1: The work-flow of proposed weakly-supervised manipulation localization model;

Each step is labeled and presented in different colors.

traces. Since both types of information are equally important in image manipulation detec-

tion, we apply Cross-block Attention Module (CBAM) from an image manipulation detec-

tion network (called WCBnet from our previous work [18]) to assign adaptive weights for

these high-level and low-level features and fuse them. Specifically, the input three-channel

(RGB) image of shape x ∈ R
384×384×3 is first processed by a CNN-based feature extractor

(ResNet50) to produce multi-scale feature maps {Fi}
5
i=1, where each Fi represents features

extracted by 5 convolutional blocks at different scales. Fi ∈ R
Hi×Wi×Ki that represents the

feature map at scale i is defined as:

Fi = CNN(x). (1)

These feature maps are then fed into the CBAM structure, which rescales the features

to a consistent dimensionality R
H×W×D and applies self-attention mechanisms to model the

relationships between different convolutional blocks. This process assigns trainable weights

according to the inner relationships between features, enhancing the model’s ability to cap-

ture and utilize complex feature dependencies. These feature maps are weighted and con-

catenated as:

Fc = CBAM(F1,F2, . . . ,FN). (2)

The processed features Fc are then passed through a global average pooling (GAP) layer

to obtain a fixed-size feature vector v∈R
D. This vector is subsequently input to a dense layer,

producing logits z ∈ R
C, where C is the number of classes. Finally, a Sigmoid activation

function σ(z) is applied to the logits to yield binary classification probabilities p ∈ [0,1]
belonging to the manipulated class.

2.2 Fusion of Multi-Scale Activation Maps

Upon classifying the image as manipulated, we apply Gradient-weighted Class Activation

Mapping (Grad-CAM [14]) to identify and visualize the model’s region of interest that re-

sponds actively when classifying manipulated images. The activation map A is computed

by evaluating the gradients between the weighted feature maps Fc and the network’s output.

Furthermore, we incorporate multi-view activation maps Ai, derived from distinct feature

sets Fc, which are produced by varying configurations of the Cross-block Attention Module

(CBAM). This module effectively weights and fuses features Fi across multiple scales, en-

hancing the feature representation of manipulation-related traces. In this paper, we compute
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Grad-CAM activation maps Ai for scales i = 2,3,4 which correspond to the receptive field of

each feature map F2, F3 and F4 that contains proper levels of information. These multi-scale

activation maps are then aggregated by geometric mean as:

A =

(

∏
i∈{2,3,4}

Ai

)
1
n

, (3)

where n = 3 is the number of scales used for the geometric mean computation. This ap-

proach effectively combines the detailed activation maps with global context, enhancing the

detection and visualization of manipulated regions.

2.3 Generating Segmentation Maps Using Pre-trained Models

To further enhance the precision of the activation maps A generated by the image-wise ma-

nipulation classification model, we integrate several pre-trained segmentation models to di-

vide the image into distinct regions that potentially contain manipulated areas. The seg-

mentation models employed, namely DeepLab2 [19], the Segmentation Anything Model

(SAM) [12] and PSPnet [8], have been pre-trained on large-scale datasets to detect and seg-

ment normal objects. These models offer pixel-level accuracy in identifying potential ma-

nipulation regions with higher precision. The resulting segmentation maps M, which consist

of various masks Mi corresponding to each detected object i, are defined as follows:

M =
n
⋃

i=1

Mi. (4)

However, the presence of numerous detectable objects within an image makes it difficult for

segmentation networks to distinguish manipulated regions from the array of detected objects.

2.4 Combining Activation Maps and Segmentation Maps

In the final step, we combine the activation maps A that shows the coarse regions of interest

for image-wise manipulation classification, and the segmentation maps M illustrate delicate

regions of massive objects without semantic information. To enhance the multi-view ac-

tivation map A using the segmentation map M, we first compute the similarity between A

and each object region mask Mi in m by the function S(·). For this manipulation task, we

utilize the distance transform D which measures the proximity of each pixel in A to the near-

est boundary of Mi to compute the similarity score. The weighted sum of each pixel value

multiplied by the distance to the region edge is defined as:

S(Mi,A) =
1

∑Mi
∑(D(Mi) ·A). (5)

In the above equation 5, we normalize the result of each region Mi by its size ∑Mi to en-

sure that smaller regions have a fair impact on the similarity score. This metric effectively

captures how closely the predicted manipulated regions align with the segmented object

boundaries, providing a statistical measure of spatial accuracy. We then identify the mask

Mi∗ that maximizes this similarity which is subsequently used to enhance the activation map

A, producing the refined manipulation heatmap H, defined as:

A∗ = E(A,Mi∗), where i∗ = argmax
i

S(Mi,A). (6)
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In our method, the function E(·) is Bayesian inference that enhances the activation map A

incorporating additional information from the most similar binary segmentation mask Mi∗ .

Here, P(A) represents the manipulation probability of the activation map A, P(Mi∗) is the

prior probability of the mask Mi∗ , and P(A | Mi∗) denotes the conditional probability of A

given the mask Mi∗ . The enhanced activation heatmap A∗, is computed as follows:

P(A | Mi∗) =
P(Mi∗ | A) ·P(A)

P(Mi∗)
. (7)

This Bayesian inference refines the initial coarse activation map by incorporating spatial

information of segmentation maps.

The presented method combines image manipulation classification, weakly-supervised

localization, and segmentation techniques to achieve the detection and localization of manip-

ulated regions in the absence of pixel-wise labels. The integration of multi-view activation

maps and pre-trained segmentation networks via Bayesian inference, combining the seman-

tic information from the manipulation classification network and the fine-grained regional

information from segmentation networks into enhanced manipulation localization results.

3 Experimental Results

In this section, we present a series of experiments designed to evaluate the effectiveness

of our proposed multi-view activation map approach, assess different segmentation net-

works, and examine the performance of enhanced heatmaps generated by combining acti-

vation maps with segmentation masks. Before that, the experimental setup of evaluating our

proposed model on the task of generating enhanced heatmap of image manipulation at the

absence of pixel-wise labels is illustrated.

3.1 Dataset

We conduct our experiments mainly on CASIA2.0 image manipulation dataset [5], and select

approximately 1800 splicing, 1800 copy-move and 1800 authentic images to train the image-

wise feature extractor (WCBnet) and generate multi-view activation maps. Each image is

resized to 384x384 pixels for consistency. All images are pre-processed using signed-value

error levels [6] following the experimental setup of WCBnet, to extract JPEG compression-

based artifacts of manipulation traces.

3.2 Experimental Setup

The experiments were conducted on a server with NVIDIA GeForce RTX 3090 Ti, 12th

Gen Intel (R) Core (TM) i9-12900K 3.20 GHz processor and 32.0 GB RAM, and the model

is constructed based on Python 3.7 and TensorFlow 2.7. For the image-wise classification

step, our model is based on the ResNet-50 architecture, with additional Cross Convolutional-

blocks Weighting module for feature weighting and fusion on the image manipulation tasks.

The image-wise model was trained using the SGD optimizer with an initial learning rate

of 0.001, a batch size of 12, and for 200 epochs. For the segmentation models, several

state-of-art image segmentation models, namely DeepLab2, Segmentation Anything Model

(SAM) and PSPnet which have been trained on object detection datasets are used to generate

pixel-wise masks for each region. To claim, we only use the segmentation masks from
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(a) Ref label (b) ResNet50 (c) WCBnet2 (d) WCBnet3 (e) WCBnet4 (f) WCBnetm

Figure 2: The features maps of the backbone ResNet50 and WCBnet; The WCBneti means

the CBAM with shape of block i , while WCBnetm is the their geometric mean; Ref label is

the pixel-wise labels just for reference.

DeepLab although it could be a semantic segmentation model. The image-wise performance

is evaluated using accuracy and F1-score to account for the class imbalance in the dataset,

while the pixel-wise performance is evaluated using Area Under the Curve (AUC) and F1-

score with fixed threshold. We conduct experiments to visually and statistically prove the

effectiveness of multi-view activation maps and the combination with segmentation masks.

3.3 Multi-view Activation Map Fusion

For the image-wise manipulation detection model (called WCBnet) applied in the paper,

it employed single single-view CBAM structure to weight and fuse convolutional blocks

within a fixed receptive field, achieving outstanding image-level manipulation classification

accuracy across multiple datasets. Building upon this, our model investigates the impact

of multiple CBAM structures regarding massive receptive fields and the resulting activa-

tion maps on manipulation localization. Specifically, we train several variants of WCBnet,

namely, WCBnet2, WCBnet3, and WCBnet4, each incorporating different CBAM configu-

rations. These models achieve commendable F1-scores of 0.912, 0.933, and 0.935, respec-
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(a) Input (b) DeepLab (c) SAM (d) PSPnet

Figure 3: The manipulated images and their corresponding image segmentation maps, gen-

erated by three state-of-art pre-trained methods.

tively, for image-level manipulation classification tasks on CASIA2.0 dataset. Additionally,

by computing class activation maps between the weighted feature layers of these WCBneti
models and their output layers, we extract feature maps that highlight the most active pixels

during classification.

As illustrated in Figure 2, the backbone ResNet50 exhibits limited focus on the manip-

ulated regions, despite correctly classifying the image type. In contrast, the feature maps

from WCBnet clearly delineate the boundaries between manipulated and background re-

gions. However, the activation maps produced by shallow CBAM exhibit excessive high-

lighting of background regions, while those from deeper CBAM lack detailed information

nearby region edges. The geometric mean of these activation maps provides a more accurate

representation of the manipulation regions.

3.4 Segmentation Network Comparison on Manipulated Images

As previously discussed, we utilized three state-of-the-art image segmentation models with

pre-trained weights (DeepLab, SAM, and PSPNet) to detect and localize potentially manip-

ulated regions within the images. Several samples of manipulated images along with their
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(a) Ref label (b) ResNetd (c) ResNets (d) ResNetp (e) WCBnetd (f) WCBnets (g) WCBnetp

Figure 4: Enhanced heatmaps of several manipulated images,combining activation maps of

different extractors and different segmentation maps; The subscript of the model name refers

to the associated segmentation model, d for DeepLab, s for SAM, and p for PSPNet.

corresponding segmentation maps produced by these models are visualized for comparison.

As shown in the Figure 3, DeepLab is effective for segmenting large areas and images

with a limited number of categories. In contrast, PSPNet and SAM excel at segmenting

a broader range of smaller regions within the image. However, DeepLab may struggle to

distinguish between manipulated and adjacent regions, while PSPNet and SAM may detect

overly small areas, potentially missing parts of the manipulated object. These segmenta-

tion maps require to be combined with class activation maps to distinguish the manipulated

regions.

3.5 Combining Multi-view Feature Maps and Segmentation Masks

We integrate the multi-view activation map A with the single-class mask Mi∗ derived from

segmentation maps using Bayesian inference. The resulting enhanced heatmaps H are pre-

sented in Figure 4. Visually, the segmented regions produced by DeepLab more accurately

approximate the size of the manipulations in the testing images of the dataset, making the

enhanced heatmap WCBnetd more aligned with the reference label compared to the other

heatmaps. In contrast, the finer segmented regions from PSPNet and SAM lead to excessive

detail, causing parts of the manipulated region to be excluded by the activation map. Notably,
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ResNet WCBnet ManTraNet [20]

(fully-supervised)DeepLab SAM PSPnet DeepLab SAM PSPnet

AUC 0.535 0.545 0.524 0.617 0.545 0.524 0.653

F1 0.296 0.257 0.259 0.417 0.310 0.365 0.238

Table 1: The pixel-wise performance comparison between the backbone network, proposed

method and a fully-supervised ManTraNet; In which the weakly supervised method com-

bines image-wise models and segmentation models.

while ResNet50 achieves high image-wise classification accuracy, its pixel-wise localization

results misclassify manipulated regions or produce inaccurate maps.

To further assess pixel-wise manipulation localization statistically, we evaluate the en-

hanced heatmaps using several pixel-wise metrics. The AUC and F1-score are computed

to measure the similarity between the generated manipulation localization maps and the

ground-truth labels. For this evaluation, we manually selected 40 images that are correctly

identified as manipulated and for which the activation maps approximately highlight the

target region. The performance of weakly-supervised WCBnet with different pre-trained

segmentation models is also compared to a fully-supervised model name ManTraNet [20].

Table 1 compares the pixel-wise performance of two weakly-supervised methods, ResNet

and WCBnet, with the fully-supervised ManTraNet. WCBnet outperforms the backbone

across all metrics, particularly with the DeepLab model, where it achieves an AUC of 0.617

and an F1-score of 0.417, compared to ResNet’s 0.535 and 0.296, respectively. When com-

pared to a fully-supervised method ManTraNet, WCBnet surpasses ManTraNet in F1-score

(0.417 over 0.238) although AUC is slightly lower than the ManTraNet (0.617 and 0.653).

The results demonstrate WCBnet’s superior balance between precision and recall in weakly-

supervised scenarios, and prove the feasibility of image manipulation localization without

pixel-wise annotations.

4 Conclusions

In this paper, we have proposed a novel method for localizing image manipulations without

requiring pixel-level labels by combining activation maps generated from image-level ma-

nipulation detection networks with the image segmentation maps from pre-trained segmen-

tation models. To achieve this, we integrated class activation maps, incorporating different

feature fusion structures named CBAM across various receptive fields and computing geo-

metric mean of these multi-view activation maps to obtain heatmaps. By leveraging Bayesian

inference to combine multi-view heatmaps with the segmented region mask from pre-trained

segmentation networks, we have achieved an improvement in F1 scores for manipulation lo-

calization, enhancing performance by 5% to 11% compared to the backbone model. The

significance of our results lies in demonstrating the feasibility of localizing image manipula-

tions without relying on pixel-level labels, which is a departure from existing manipulation

localization models. Addressing the limitations of small-region manipulation and improving

the model’s robustness against various manipulation scenarios will be the focus of our future

research.
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