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Abstract

Objectives Police routinely collect unstructured narrative reports of their interactions with 

civilians. These accounts have the potential to reveal the extent of police engagement with 

vulnerable populations. We test whether large language models (LLMs) can effectively 

replicate human qualitative coding of these narratives—a task that would otherwise be 

highly resource intensive.

Methods Using publicly available narrative reports from Boston Police Department, we 

compare human-generated and LLM-generated labels for four vulnerabilities: mental ill 

health, substance misuse, alcohol dependence, and homelessness. We assess multiple LLM 

sizes and prompting strategies, measure label variability through repeated prompts, and 

conduct counterfactual experiments to examine potential classification biases related to sex 

and race.

Results LLMs demonstrate high agreement with human coders in identifying narratives 

without vulnerabilities, particularly when repeated classifications are unanimous or near-

unanimous. Human-LLM agreement improves with larger models and tailored prompt-

ing strategies, though effectiveness varies by vulnerability type. These findings suggest 

a human-LLM collaborative approach, where LLMs screen the majority of cases whilst 

humans review ambiguous instances, would significantly reduce manual coding require-

ments. Counterfactual analyses indicate minimal influence of subject sex and race on LLM 

classifications beyond those expected by chance.

Conclusions LLMs can substantially reduce resource requirements for analyzing large nar-

rative datasets, whilst enhancing coding specificity and transparency, and enabling new 

approaches to replication and comparative analysis. These advances present promising 

opportunities for criminology and related fields.
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Introduction

The last decade has seen an increasing focus on the role of police in engaging with vul-

nerable populations. Police officers frequently come into contact with individuals expe-

riencing mental health crises (Kane et al. 2018; Wood et al. 2021), homelessness (Her-

ring 2019; Kouyoumdjian et al. 2019), substance dependency (Winkelman et al. 2018; 

Zhang et al. 2022) or exhibiting other complex needs. This shift has led to a reconcep-

tualization of policing, moving away from the traditional ‘warrior’ model focused solely 

on crime control, toward a ‘guardian’ approach rooted in public protection, care, and 

community wellbeing (Engel 2015; Wood and Watson 2017; Koziarski et al. 2021). In 

response, public health approaches to policing recognize that many societal challenges, 

such as mental health issues and addiction, require interventions that reach beyond tra-

ditional mechanisms of law enforcement, and instead advocate for multi-agency work-

ing, upstream preventive measures, and community-based support rather than punitive 

responses (Christmas and Srivastava 2019; Van Dijk et al. 2019). Concurrently, trauma-

informed practices in policing have also gained considerable traction in recent years, 

encouraging law enforcement to prioritize empathy, de-escalation, and compassionate 

communication, with the aim of reducing harm and enhancing community relations (Ko 

et al. 2008).

Despite its policy relevance, quantifying the extent of police engagement with vul-

nerable populations remains challenging. Current quantitative estimates often rely on 

‘flags’ or ‘markers’ — categorical data fields recorded in call and dispatch systems to 

indicate the presence of specific incident characteristics, which can include the pres-

ence of one or more predetermined types of vulnerability. The validity of such data as 

a means to measure police contact with vulnerable populations is questionable for a 

number of reasons. First, categorical indicators struggle to adequately capture the com-

plexity of situations police often find themselves in, where the intersection of multiple 

vulnerabilities may blur the boundaries of predefined categories. Second, the identifica-

tion of a given vulnerability depends on the judgement and discretion of police offic-

ers or call handlers, who may differ significantly in their assessments of specific situa-

tions. Third, markers may be inconsistently applied across incidents, potentially varying 

across individuals recording data and across incident types, creating disparities in how 

vulnerability is recognized, flagged and recorded.

These challenges are likely reflected in the significant variation observed in efforts to 

quantify police engagement with vulnerability. To illustrate, relying on several representa-

tive snapshots of police demand, the UK’s Policing Productivity Review (National Police 

Chiefs’ Council, 2023) estimated that between 5 and 9% of incidents involve mental ill 

health. Conversely, evidence submitted to a UK Parliamentary Inquiry into Policing and 

Mental Health on behalf of all UK Police Forces estimated that 20% of police time was 

spent dealing with mental health related calls (Home Affairs Select Committee 2015a), and 

that over 40% of calls for service were associated with those deemed vulnerable (Home 

Affairs Select Committee 2015b). Similarly, a systematic review of 15 studies conducted 

in North America estimated that approximately 1% of calls for service involved individuals 

with mental disorders (Livingston 2016). However, estimates varied substantially depend-

ing on the identification method used, ranging from 1% in dispatcher coding to 6% in 

police officer surveys and 9% in fieldworker observations. Such disparities between meas-

urement approaches underscore the limitations of routine data collection, and the broader 

challenge of defining and recognizing vulnerability in policing contexts.
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One potentially rich source of information in this context lies in the unstructured text 

narratives that police officers or call center staff record during routine logging of incidents 

or calls-for-service. These narratives typically document the circumstances, behaviors, and 

contextual details surrounding an incident and are collected for a variety of operational 

reasons including providing context for responding officers, documenting events for evi-

dentiary purposes, and ensuring accountability and oversight. Yet despite their potential 

to provide insights beyond standardized data fields, such narratives remain largely underu-

tilized in efforts aimed at quantifying police involvement with vulnerability. The primary 

reason for this lies in the resource-intensive nature of traditional analytical methods capa-

ble of deriving insights from unstructured data, which demand significant manual effort 

and are often infeasible at scale. Ultimately, this may limit agencies’ ability to access 

detailed insights that could otherwise support evidence-based problem and demand analy-

ses, training, and inter-agency coordination (Dixon and Birks 2021).

Recent advances in large language models (LLMs) offer new ways to automate the 

processing of unstructured text data. The latest instruction-tuned LLMs (IT-LLMs) are 

designed to interpret and respond to natural language instructions directly, enabling them to 

flexibly support complex tasks like qualitative coding without additional specialized train-

ing (Zhang et al. 2024). By enabling scalable, qualitative coding of free-text data, IT-LLMs 

may provide viable means to bridge the gap between the limited scope of structured data 

and the detailed but labor-intensive nature of narrative analysis. In this study, we assess the 

capacity of IT-LLMs to replicate a deductive coding exercise: using unstructured incident 

narratives from Boston Police Department, we prompt LLMs to generate labels designed 

to identify situations associated with (i) mental ill health; (ii) substance misuse; (iii) alco-

hol dependence; and (iv) homelessness. We then compare the LLM-generated labels with 

those produced by non-expert human coders. Rather than seeking to definitively estimate 

the prevalence of vulnerabilities within this specific dataset, our primary aim is to explore 

the viability of a scalable methodology that could subsequently be deployed to generate 

such estimates.

The Development of Instruction Tuned Large Language Models

Over the past decade, the capabilities of generative language models—artificial intelli-

gence systems designed to produce human-like text—have transformed dramatically. At 

their core, these models are trained to perform a simple task: predicting the next word 

in a sequence based on the preceding words. Given the phrase “The sun is shining”, for 

example, a language model might suggest “brightly” or “today” as natural continuations, 

drawing on patterns of word usage in its training data. Early progress in applying machine 

learning to natural language tasks lagged behind other domains, such as computer vision. 

While Recurrent Neural Networks (RNNs) (Elman 1990) and their variant Long Short-

Term Memory (LSTM) networks (Hochreiter and Schmidhuber 1997) marked important 

early breakthroughs in language modelling, they faced significant limitations. These mod-

els could generate coherent text in small fragments but struggled with longer passages 

(Bengio et al. 1994). Their sequential processing of inputs also made them computationally 

inefficient, limiting both model size and training capacity.

The introduction of the transformer architecture in 2017 marked a pivotal advance-

ment in generative language models (Vaswani et  al.  2017). Transformers overcame the 

long-range dependency issue present in earlier models through the use of a self-attention 

mechanism, which allowed them to effectively capture relationships between distant words 
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in a sequence. More importantly, transformers could process text in parallel rather than 

sequentially, enabling far greater computational efficiency and allowing models to scale up 

significantly in both size and training data. Early transformer-based models demonstrated 

remarkable improvements in formal language representation compared to RNNs and 

LSTMs, producing long, coherent texts with correct grammar and syntax. As these models 

grew in scale, they began exhibiting ‘emergent capabilities’— performing a diverse range 

of tasks without any task-specific pre-training (Radford et  al. 2019; Brown et  al. 2020). 

These behaviors demonstrated the potential for language models to generalize across a 

wider range of applications than previously anticipated.

The current generation of instruction-tuned language models represents a further sig-

nificant advance in this trajectory. These models are explicitly trained to interpret and fol-

low natural language instructions, enabling them to adapt flexibly to diverse tasks while 

maintaining coherent reasoning (Mishra et al. 2022; Wei et al. 2022). Models such as GPT, 

Claude, and Llama can now engage in sophisticated tasks including analysis, summari-

zation, and complex problem-solving—activities that previously required human expertise 

(Kojima et al. 2022; Srivastava et al. 2023). This capability to follow explicit instructions 

while drawing on broad knowledge has transformed these models from simple text genera-

tors into versatile tools for knowledge work, opening new possibilities for automating com-

plex cognitive tasks that were previously considered beyond the reach of computational 

approaches.

Related Work

The emergence of IT-LLMs offers new possibilities for criminological research, where 

text analysis has traditionally relied on conventional natural language processing (NLP) 

approaches. These established methods have made substantial contributions to policing 

research through rule-based systems and unsupervised methods for crime classification, 

entity extraction, and summarization (Ku et al 2008; Hughes et al 2008; Elzinga et al 2010; 

Poelmans et  al 2011; Kuang et  al 2017; Guetterman et  al 2018; Karystianis et  al 2018, 

2019, 2024; Johnsen and Franke 2019; Birks et al 2020; Lwin Tun and Birks 2023). More 

recent applications of supervised learning and early transformer models like BERT have 

further advanced these capabilities (Haleem et al 2019; Osorio and Beltran 2020; Langton 

et al 2021; Halford et al 2022; Barros et al 2023; Hodgkinson et al 2023). However, these 

approaches typically require extensive pre-processing, careful parameter tuning, and task-

specific training to achieve optimal results. This technical overhead can limit their adapt-

ability to new classification tasks and make them challenging to integrate into existing 

research workflows without considerable customization.

Instruction-tuned large language models (IT-LLMs) represent a potentially transforma-

tive approach to these challenges. Unlike traditional NLP methods that rely on statistical 

patterns or pre-defined rules, IT-LLMs can interpret and apply complex classification cri-

teria through natural language instructions. This capability offers several key advantages: 

first, they can process raw text without extensive pre-processing; second, they can adapt to 

new classification schemes without technical reconfiguration; and third, they are capable of 

providing natural language rationalizations for their decisions.

Capitalizing on these strengths, evidence for the potential of IT-LLMs in qualitative 

coding has emerged in a range of contexts. Studies examining their application to deductive 

coding tasks—where texts are systematically labeled according to predefined categories—

have demonstrated their ability to replicate human-generated labels with high reliability 
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(Xiao et  al 2023; Chew et  al 2023; Ashwin et  al 2023; Tai et  al 2024; Dunivin 2024). 

This research has explored various methodological considerations, including the impact of 

different prompting techniques (zero-shot, few-shot, and chain-of-thought reasoning) and 

model sizes on coding accuracy (Xiao et al 2023; Dunivin 2024). Critical examinations of 

output consistency (Tai et al 2024) and potential demographic biases (Ashwin et al 2023) 

have also highlighted important considerations for their deployment in research contexts.

Nevertheless, while several studies have discussed potential use cases of IT-LLMs in 

policing (Dubravova et al 2024; Adams 2024; Puczyńska et al 2024), this study provides 

the first empirical assessment of IT-LLMs’capacity for qualitative analysis in a policing 

context, specifically their potential to perform deductive coding to identify indicators of 

vulnerabilities in unstructured police narratives. We also investigate the effects of model 

size and prompting strategies on labelling accuracy and consistency across repeated 

prompts. Finally, given significant concerns regarding AI bias in criminal justice contexts, 

we conduct counterfactual analyses to assess potential biases in LLM outputs, systemati-

cally testing for demographic influences on coding tasks. Collectively, this approach pro-

vides valuable new insights into the application of IT-LLMs in policing research and meth-

odological considerations for using LLMs in qualitative coding more broadly.

Our Approach

Dataset

We evaluated IT-LLMs’effectiveness in deductive coding using narrative data from the 

Boston Police Department’s field interrogation and observation (FIO) dataset (Analyze 

Boston, n.d.). These narratives consist of free-text descriptions that document police inter-

actions with the public, including sufficient contextual detail to identify vulnerabilities 

such as homelessness and substance abuse when present. The data are released under an 

Open Data Commons Public Domain Dedication and License (PDDL),1permitting both 

their use with commercial LLM services and enabling other researchers to independently 

replicate our analysis.

Two example narratives are included below—note the use of redaction to remove per-

son-specific identifiers, and the use of domain specific shorthand:

Example 1:

“xxx has been seen walking on dorchester ave and hanging in fields corner. xxx 

spoke with officers and stated that she has a drinking problem and is homeless and 

hangs in the fields corner area. h983 sgt det cullity to be notified. very minor bop. 

hk01f—fritch/moccia”.

Example 2:

“officers observed xxx in the area, approaching multiple pedestrians, in the street, 

and on the sidewalk. xxx was observed constantly walking back and forth on the 

street, on dorchester ave. officers conducted a threshold inquiry, xxx stated he was 

looking for directions to jfk/red line, then recanted and said he was looking to meet a 

1 Full text of the PDDL can be found at: http:// opend ataco mmons. org/ licen ses/ pddl/1. 0/

http://opendatacommons.org/licenses/pddl/1.0/
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girl to possibly have drinks, and also said that he is in aa. he lives in hingham. distri-

bution of class b on record. for intel fio—taylor/moccia h425f”.

The dataset was processed programmatically to prepare it for analysis. Narrative texts 

were extracted from all records where narratives were available, recorded between June 

2015 and December 2023. The data was then cleaned by adding spaces after punctuation 

and redacted content (“XXX”), removing unnecessary whitespace, eliminating duplicate 

records, and excluding narratives with fewer than 200 characters.2 This process resulted in 

a final dataset comprising 32,218 unique narrative texts with a median word count of 81.

Codebook Development

We developed a codebook focusing on four specific vulnerabilities: mental ill health, 

substance misuse, alcohol dependence, and homelessness. These vulnerabilities were 

selected on the basis that research has shown them to be frequently present among 

police interactions with suspects or in the course of police patrols (e.g. Johnsen and 

Fitzpatrick 2008; Greer et al. 2018; Robinson 2019; Wittmann et al. 2021) and because 

they are relatively easily defined and recognizable to non-experts. To develop the code-

book, we manually selected 100 narratives from those used in prompt development (dis-

cussed in Sect. 2.3 below) detailing a range of cases relating to the selected vulnerabili-

ties, from clear examples to those with indirect or circumstantial elements, providing a 

basis for determining the threshold of evidence required to identify each vulnerability. 

Each member of the research team independently coded these narratives based on their 

intuitive understanding. We then compared and discussed these initial codes to reach 

consensus definitions for each vulnerability which formed our codebook. The final defi-

nitions included detailed criteria and examples, designed such that non-expert audiences 

could apply them without needing further input.

Recognizing that many examples contained ambiguous evidence, we adopted a three-

tiered labelling scheme: positive, inconclusive, and negative. This approach allowed us to 

better capture the uncertainty inherent in many narratives, where vulnerability indicators 

were often implicit rather than explicit (e.g., circumstantial cues rather than direct state-

ments). By including an inconclusive category, we aimed to accommodate this ambiguity 

without forcing definitive positive or negative labels on cases lacking clear evidence.

Appendix A contains codebook definitions of all vulnerabilities considered.

Prompt Development

The language models were provided with text instructions, known as prompts, that 

describe the deductive coding task. The design and choice of prompts are important, 

as they affect the model’s behavior and the quality of its outputs, as shown in numer-

ous recent studies exploring the performance of IT-LLMs (White et al. 2023). In this 

study, we tested two prompting approaches: a basic codebook prompt that used the 

codebook definitions verbatim and a custom prompt iteratively refined to optimize the 

2 Links to all program code required to replicate our analyses, including pre-processing steps, can be found 

in Sect. 2.7 Reproducibility Materials.
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model’s performance. Note that the narrative data used in the development and testing 

of prompts were distinct from that used in all subsequent experiments.

Codebook Prompt

The codebook prompt quoted the definitions of vulnerabilities from the codebook verba-

tim. This approach was designed to directly compare the model’s ability to interpret the 

same information that would be provided to human coders, and to investigate whether 

definitions designed for humans are sufficient for language models to follow accurately. 

Additionally, this method closely mirrors the traditional manual coding process, differing 

primarily in substituting the human coder with an LLM.

The codebook prompt is a minimal template based on the codebook definitions. It 

instructs the model to read the codebook definition and then classify police narratives 

using that definition. The prompt instructs the model on the desired response: brief notes 

highlighting relevant quotes from the narrative and linking them to the respective parts 

of the codebook definition. This approach was informed by “chain of thought prompting” 

(Wei et al. 2022), where the language model is instructed to output intermediate reasoning 

steps before giving a final answer. Subsequently, the model is instructed to generate a clas-

sification in a pre-defined format that can be parsed by a processing script. If the model’s 

response fails to be parsed correctly, it is sent an additional message asking for reformat-

ting. This process is repeated up to three times, after which, if the response is still incorrect 

it is marked as empty/missing.

To maintain a valid comparison between the LLM’s interpretation of codebook defini-

tions and human coding, we deliberately kept the template instructions for the model sim-

ple and refrained from experimenting with them to improve classifications.

Custom Prompt

In contrast to the codebook prompt, we also developed custom prompts to optimize the 

instructions specifically for the LLMs. This approach, known as “prompt engineering”, 

involves iteratively testing and improving the instructions given to a language model to 

achieve the desired model behavior. Initially, the custom prompt began as a minimal set of 

instructions, asking the model to identify instances of a given vulnerability, without pro-

viding a specific definition of that vulnerability, and to label them as positive, inconclu-

sive, or negative based on the evidence present in the narrative. This approach relies on 

the model’s ‘understanding’ of concepts such as mental ill health as encoded through its 

training data. This baseline prompt was then refined by analyzing the LLM’s outputs and 

adding or rephrasing instructions to address any errors or biases observed in its responses. 

This process allowed us to fine-tune the instructions to better suit the LLM’s strengths and 

limitations and reduce the size and complexity of instructions with comparison to the code-

book prompts, which can be advantageous especially for smaller models.

The final custom prompt template reflects this process of iterative refinement. The tem-

plate retains the core task description and labelling scheme from the initial minimal prompt 

but includes more detailed and specific instructions. We added phrases like “contains 

unmistakable evidence of, having ruled out any other plausible explanations” and “evi-

dence that is best explained by… but there is not definitive or conclusive confirmation…” 

based on initial experiments showing the model was too permissive in its assignment of 

positive and inconclusive labels. Additional vulnerability-specific instructions were added 
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to the template to address any specific mistakes and steer toward the desired classifications 

for each vulnerability.

Appendix B contains details of both codebook and custom prompts used in our 

experiments.

LLMs

In addition to testing different prompting strategies, we evaluated different IT-LLMs to 

assess their capabilities for coding tasks. Recent advancements have produced a range 

of models differing in size, measured by the number of parameters, and whether they are 

open-source or proprietary. These factors significantly influence performance, cost, and 

suitability for deployment in circumstances where computational resources are scarce or 

where data security considerations limit the sharing of data with third parties.

LLMs range in size from small models with around 1 billion parameters to extremely 

large models exceeding 500 billion parameters. Larger models tend to excel in handling 

complex and verbose instructions, performing better in tasks requiring nuanced under-

standing and reasoning skills. However, this comes at the cost of requiring advanced 

and expensive hardware, typically accessed through cloud-computing services. Smaller 

models, though generally less capable in handling complex tasks, are far more computa-

tionally efficient. They can run on consumer-grade hardware, such as laptops or smart-

phones, making them both cost-effective and widely accessible. This efficiency makes 

them ideal for scenarios with limited computational resources or strict data security 

requirements that preclude the use of cloud-based services. Balancing these trade-offs—

between performance, cost, and deployment constraints—is critical when selecting a 

model, especially when working with sensitive and potentially identifiable data, such 

as police narratives, that are likely to have strict information governance requirements.3

Another important distinction is between open-source and proprietary models. Open-

source models, freely available with permissive licenses, allow researchers to preserve 

specific model versions and share them alongside their methodology, ensuring replica-

bility. They can also be deployed on private infrastructure, facilitating work with sensi-

tive data. By contrast, proprietary models from companies like OpenAI and Google, 

though often superior in performance, are accessible only through cloud APIs creating 

dependencies on external infrastructure and potential changes in architecture, pricing, 

or access that may hinder replication.

For our study, we tested models of varying sizes and both open-source and propri-

etary nature to evaluate their performance. Specifically, we used the following models:

1. Llama 8B and 70B: These open-source models, released by Meta, have shown com-

petitive performance relative to their size. The 8 billion parameter model represents a 

smaller, more accessible option, while the 70 billion parameter model provides a mid-

sized alternative with enhanced capabilities.

2. GPT-4o: This proprietary model from OpenAI is rumored to have over 1 trillion param-

eters, representing the state-of-the-art in LLM performance at the time of writing. While 

3 For a recent review of Large Language Models, their underlying technologies, characteristics and use 

cases interested readers are directed to Naveed et al. (2023).
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the exact size is undisclosed, GPT-4o is known for its advanced capabilities and state-

of-the-art performance across a wide range of tasks.

Hereon, we shall use the term "labelling-configuration" to describe each unique com-

bination of a model and a prompting strategy used to classify narratives. For example, 

the configuration “Codebook 70B” refers to using the codebook prompt with the Llama 

70B model.

Label Variability

IT-LLMs generate text probabilistically, meaning they may produce different outputs given 

identical inputs. For our coding task, this means a single narrative could receive different 

vulnerability labels across multiple classifications, even when using the same model and 

prompt. To assess this potential variability in coding decisions, we classified each narrative 

ten times for each vulnerability using identical labelling configurations and analyzed the 

consistency of these repeated classifications.

Evaluation Dataset

We began by using Llama-based models (7B and 80B variants with both custom and 

codebook prompts) to code 4,000 randomly selected narratives.4 This approach helped 

estimate the level of class-imbalance within our dataset—recognizing that certain vulner-

abilities were unlikely to be prevalent across all narratives—and in turn directed a purpo-

sive sampling of a subset of narratives for evaluation. For each narrative, we generated ten 

labels per labelling configuration to capture the inherent variability in LLM outputs. We 

then implemented a consensus approach: each narrative’s final label was determined by 

the majority across its ten generated labels. Where no majority emerged, the narrative was 

marked as inconclusive.

Analysis of these labels (see Appendix C) indicates that the majority of police narra-

tives were classified as not containing evidence of the specified vulnerabilities. Custom 

prompt configurations consistently produce high proportions of negative classifications, 

typically above 90% of narratives, whilst codebook prompts demonstrate greater variability 

in their classifications, particularly when used with smaller models. This pattern is fur-

ther emphasized when examining unanimous classifications (where all ten iterations pro-

duced the same label): custom prompts achieve markedly higher rates of unanimous nega-

tive classifications compared to codebook prompts, with this effect most pronounced when 

comparing smaller models.

Informed by these analyses, we designed a sampling method to include a higher propor-

tion of positive and inconclusive labels for each vulnerability when selecting an evaluation 

subset of 500 narratives to be coded by humans.5 To ensure a balanced evaluation, we used 

the consensus labels from the custom 70B configuration as our reference, based on our 

preliminary experimentation, that suggested larger models with custom prompts provide 

the most accurate labels. We randomly selected 100 examples labelled as negative for each 

4 The quantity of narratives and choice of Llama models for initial coding were solely determined by the 

cost implications of using cloud-computing services from which models were accessed.
5 Again, the selection of 500 narratives was simply constrained by resources available.
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of the four vulnerabilities. We then randomly selected 50 examples labelled as positive and 

50 labelled as inconclusive for each of the four vulnerabilities—given that several exam-

ples had non-negative labels for multiple vulnerabilities, the final label proportions were 

actually greater than 50. For alcohol dependence, however, only 15 examples were marked 

positive, so we supplemented this with 35 inconclusive examples to maintain sample size.

Due to the high API costs associated with using GPT-4o, we limited our coding of the 

police narratives to the evaluation dataset of 500 narratives, as opposed to the 4000 narra-

tives coded by the Llama configurations. We also chose to limit the evaluation of GPT-4o 

to the codebook prompt only, without developing a custom prompt. The decision to avoid 

a custom prompt for GPT-4o was based on the substantial API costs of prompt refinement, 

and that our initial experiments didn’t suggest that there would be much value in testing a 

custom prompt: we proposed that the GPT-4o model (the largest utilized) would be best 

suited to the detailed and lengthy instructions in the codebook, and that custom prompts 

would be most valuable to smaller models, where more carefully worded instructions can 

yield more dramatic improvements in outputs.

To provide appropriate comparator labels for the 500 examples, we recruited two coders 

who had not previously conducted qualitative coding of incident narratives and were not 

professionally involved in vulnerability research or service provision. We selected coders 

without prior domain experience to evaluate the baseline effectiveness of the codebook 

definitions free from pre-existing knowledge that might lead to deviation from the specified 

definitions. Each coder received the codebook definitions for each vulnerability and basic 

instructions to code each narrative for the four vulnerabilities. They worked independently 

without conferring and were instructed to use their own intuition whenever the guidance in 

the codebook was unclear. The human coders’results were subsequently reviewed by the 

research team, who adjudicated disagreements to reach a consensus and ensure a single 

set of human labels for comparison with the LLM outputs. The numbers (and percentages) 

of examples requiring adjudication were as follows: mental ill health 49 (9.8%); substance 

misuse 118 (23.6%); alcohol dependence 55 (11%); homelessness 50 (10%).

Reproducibility Materials

To facilitate replication and promote transparency, we have made all data preprocessing, 

label generation and analysis scripts publicly available. The complete dataset used in this 

analysis is archived at https:// osf. io/ har9m/, while all analysis scripts and code are avail-

able in a version-controlled repository at https:// github. com/ samre lins/ vulne rabil ity_ class 

ifier_ pipel ine. These materials allow for complete reproduction of all results and figures 

presented in this paper.

Analysis & Results

LLM Consensus vs Humans

The following analyses compare LLM consensus labels from each labelling-configura-

tion with those generated by human coders. As discussed previously, the LLM consensus 

label was determined by majority vote among ten labels generated for each narrative. If no 

majority label was present, the label was marked as inconclusive.

https://osf.io/har9m/
https://github.com/samrelins/vulnerability_classifier_pipeline
https://github.com/samrelins/vulnerability_classifier_pipeline
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Error Analysis

To quantify disagreement between the LLM consensus and the human labels, we assigned 

numerical values to each label: negative (0), inconclusive (1), and positive (2). We then 

calculated the mean squared error (MSE) for each set of LLM labels compared to the 

human labels. The MSE is given by Eq. (1):

where yi represents the human label for example i , ŷi represents the LLM consensus for the 

same example, and n is the number of examples. Scoring labels as 0, 1, and 2 allows MSE 

to capture the severity of disagreements, penalising larger mismatches (e.g., negative vs 

positive) more than smaller ones (e.g., negative vs inconclusive).

Figure 1 displays the MSE results for each LLM size and prompting method. A clear 

trend is observed in the codebook configurations, with errors decreasing as model size 

increases. Errors decrease significantly from the 8B model to the 70B model, with a 

smaller decline for the larger GPT-4o model. This trend demonstrates a general improve-

ment in alignment with human labels for the codebook prompting approach as model size 

increases. The custom prompt configurations exhibit considerably lower errors compared 

to their codebook counterparts and are comparable in performance to the much larger 

GPT-4o codebook configuration. However, unlike the codebook configurations, there is no 

obvious trend in MSE reduction as model size increases for the custom configurations. The 

errors fall slightly for mental ill health, remain largely the same for substance misuse and 

alcohol dependence, and show a moderate increase for homelessness.

Precision, Recall, and F1 Score

To gain a more precise understanding of the performance of various labelling configura-

tions, with particular focus on the less frequent positive and inconclusive labels, we calcu-

lated precision, recall and F1 scores. To do so, we grouped the inconclusive and positive 

labels into a combined “positive” category, treating the negative labels as a separate cat-

egory. We then calculated the statistics as follows:

(1)MSE =

1

n

∑n

i=1

(

yi − ŷi

)2

Fig. 1  Mean squared error 

(MSE) between human and LLM 

consensus labels across different 

model sizes (8B, 70B, and 1T 

+) and prompt methods (Custom 

and Codebook) for four vulner-

ability types. Solid lines with cir-

cles represent Custom prompts, 

while dashed lines with crosses 

represent Codebook prompts
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• Precision: Precision measures the accuracy of the positive labels assigned by the mod-

els. It is defined as the proportion of true positive labels among the positive labels the 

model assigned, shown in Eq. (2):

  A higher precision indicates that the model makes fewer false positive errors, mean-

ing that the positive identifications are more likely to be correct.
• Recall: Recall, also known as sensitivity, assesses the model’s ability to identify all 

actual positive cases. It is defined in Eq. (3), as the proportion of true positive cases 

among all actual positive cases:

  A higher recall indicates that the model is more effective at detecting positive cases, 

reducing the number of false negatives.
• F1 Score: The F1 score provides a balance between precision and recall, offering a sin-

gle metric that accounts for both false positives and false negatives, shown in Eq. (4):

  F1 is particularly useful when dealing with imbalanced datasets, as it harmonizes the 

need for both high precision and high recall. A higher F1 score indicates a better overall 

performance of the model in classifying the positive labels correctly while minimizing 

both types of errors.

Figure 2 illustrates the precision, recall, and F1 scores for the combined positive labels 

across each labelling configuration. The results align with trends observed in the MSE 

(2)Precision =
TruePositives

TruePositives + FalsePositives

(3)Recall =
TruePositives

TruePositives + FalseNegatives

(4)F1Score = 2 ×
Precision × Recall

Precision + Recall

Fig. 2  Precision, recall, and F1 scores for positive + inconclusive labels across different model sizes (8B, 

70B, and 1 T +) and prompt methods (Custom and Codebook). Solid lines with circles represent Custom 

prompts, while dashed lines with crosses represent Codebook prompts
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analyses. Codebook configurations exhibit a clear upward trend in performance as model 

size increases, primarily driven by improved precision. This is evident in the consistent 

increase in F1 scores across all vulnerabilities, with mental ill health and alcohol depend-

ence showing particularly marked improvements from below 0.4 for 8B models to above 

0.6 for 1 T + models. Custom prompt configurations demonstrate substantially enhanced 

performance compared to their respective codebook variants, especially for smaller mod-

els. The 8B custom prompt models achieve F1 scores (approximately 0.6–0.7) comparable 

to those of 1 T + codebook prompt models for most vulnerabilities.

All configurations demonstrate consistently high recall statistics, clustering above 0.8 

and frequently exceeding 0.9. While the overall performance of custom configurations 

shows no clear relationship with model size, a closer examination reveals a consistent 

upward trend in recall as models get larger—the corresponding precision scores vary con-

siderably between vulnerabilities, leading to fluctuating F1 scores that partially mask this 

recall improvement. However, in contexts where positive examples are relatively rare, high 

recall may be more valuable than balanced performance. These results suggest a promising 

practical application: the models could serve as effective screening tools, reliably identify-

ing negative examples that can be excluded from manual review. This would allow human 

coders to focus their limited resources on examining only those cases flagged as positive or 

inconclusive by the model, potentially offering significant efficiency gains even if precision 

remains imperfect.

Confusion Matrices

To further visualize the alignment between human and LLM labels, Fig. 3 shows confusion 

matrices for each labelling-configuration compared to the human labels. In each matrix, 

rows represent the human labels, columns represent the LLM labels, with the numbers in 

each cell (and the color of that cell) representing the number of examples assigned the 

respective labels. Within each square of nine cells for each labelling configuration, the cells 

along the diagonal from top-left to bottom-right represent agreement between the LLM and 

human labels, the off diagonals represent disagreement.

The confusion matrix analysis reveals additional nuances in model performance beyond 

those identified in the precision, recall, and F1 score metrics. Firstly, while all configu-

rations demonstrate strong alignment with human coders on negative classifications, the 

analysis shows that disagreements primarily result from the LLMs over-assigning incon-

clusive labels to cases human coders judged as negative. This trend is particularly evident 

in the GPT-4o model, which generally aligns well with human assessments aside from a 

tendency to classify some human-negative cases as inconclusive. To illustrate, in Sub-

stance Misuse, 48 cases categorized by humans as negative were categorized by GPT-4o as 

inconclusive. A secondary pattern emerges with the custom prompt configurations where, 

unlike GPT-4o, they show more variability at the inconclusive-positive boundary, assign-

ing positive labels where human coders were more conservative with an inconclusive clas-

sification or vice versa. This is most prominent with the 70B model, suggesting that while 

the larger model demonstrates a greater precision in negative classifications, it also intro-

duces a greater degree of variability in cases deemed inconclusive or positive.

We have already discussed how the strong alignment with negative human labels sug-

gest LLMs may be effective as initial filters for excluding clearly negative cases. How-

ever, these results also suggest there might be further strategies for reducing manual label-

ling requirements by focusing review efforts where model-human disagreements most 
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frequently arise. For instance, with GPT-4o, focusing manual inspection solely on incon-

clusive labels could yield high overall accuracy, as the remaining classifications tend to 

align closely with human labels. A similar approach could be applied to the custom prompt 

configurations, although reviewing both inconclusive and positive cases may be advisable 

to refine estimates further, particularly where these models introduce variability between 

positive and inconclusive judgments.

Label Variability

The consensus labels analyzed thus far represent only a summary of each model’s output. 

However, every example underwent 10 labelling iterations per vulnerability and labelling 

configuration. The following analyses explore the consistency and variability within these 

multiple label assignments.

Fig. 3  Confusion matrices comparing human labels (rows) with LLM consensus labels (columns) across 

different labelling configurations and vulnerability types. Cell values and shading intensity indicate the 

number of examples assigned each label combination. Darker shading indicates higher frequencies, with 

diagonal elements representing agreement between human and LLM labels. Results show strong alignment 

on negative classifications across all configurations, with most disagreements occurring at the boundaries 

between negative-inconclusive and inconclusive-positive categorizations
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Label Entropy

To quantify the consistency of model outputs, we calculated the entropy of labels across 

repeated classifications. Entropy, in this context, measures the uncertainty in the labels 

assigned by each model by analyzing variability in the ten classifications (positive, 

inconclusive, negative) generated for each example by a given labelling configuration. 

A higher entropy value indicates greater uncertainty or disagreement among the labels, 

while a lower entropy value suggests more consistent labelling. The entropy for a given 

narrative is calculated using the Shannon entropy formula in Eq. (5):

where pi is the probability of label ( i ), and ( n ) is the number of possible labels (in this 

case, 3).

To estimate the average entropy and associated uncertainty for each labelling con-

figuration we employed a bootstrapping approach. We resampled the entropy values 

with replacement 10,000 times, calculating the mean for each resample, and deriving 

the overall mean and 95% confidence intervals from the distribution of these resampled 

means.

The entropy analysis in Fig.  4 reveals a consistent theme across different labelling 

configurations and outcome scenarios: as models assign labels that agree with human 

(5)H = −

∑n

i=1
pilog

2

(

pi

)

Fig. 4  Mean entropy of LLM labels across different labelling configurations, with 95% confidence intervals 

derived from bootstrap resampling. The top panel shows overall entropy, while bottom panels show entropy 

stratified by consensus label type (Positive, Inconclusive, Negative). Within each panel, bars represent over-

all entropy (blue), entropy for examples where LLM and human labels agree (green), and entropy for exam-

ples where they disagree (red). Lower entropy values indicate more consistent labelling across repeated 

classifications, with clear patterns showing lower entropy when LLM and human labels agree
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judgements, they also exhibit greater certainty in these decisions. This pattern manifests in 

several key observations.

Firstly, instances where the model consensus agrees with human labels consistently 

show lower entropy than instances of disagreement (demonstrated by the relative size of 

the green bars with respect to the red bars). This trend persists across all labeling con-

figurations, and holds true when examining individual label categories (positive, negative, 

and inconclusive). This relationship between label entropy and human-model disagree-

ment indicates that model uncertainty could be a useful tool for automatically identifying 

and prioritizing ambiguous cases for expert review, potentially improving overall labelling 

accuracy.

The relationship between model-human agreement and certainty is further reinforced 

by the trends observed across different labeling configurations. Consistent with earlier 

analyses comparing model outputs to human labels, labels from larger models and custom 

prompts generally exhibit lower entropy overall (though, a notable exception to this trend 

is the small increase in entropy between the 70B parameter model and GPT-4o). Moreover, 

the differences in the entropy values between examples agreeing with and disagreeing with 

human labels increases with model size, and when moving from the codebook to custom 

prompts, in line with the trends already observed. These findings indicate that as mod-

els become more adept at producing labels that align with human judgements, they also 

become more consistent in their classifications.

The label-specific entropy trends provide further evidence of this theme. The trends 

observed in the overall entropy statistics persist when divided into the different labels. 

Negative labels, which previous results showed to have the highest agreement between 

models and human coders, exhibit the lowest entropy overall. Conversely, inconclusive 

labels show the highest entropy overall, reflecting an inherent uncertainty in cases that, by 

definition, cannot be definitively classified. It is important to note that this higher entropy 

for inconclusive labels is partly deterministic, as our consensus method assigns an incon-

clusive label by default when there is no clear majority.

Model Consensus and Human Alignment

Previous analyses revealed that higher agreement among LLM-generated labels corre-

lates with improved alignment to human labels. This suggests that model agreement 

could serve as a useful proxy for confidence in LLM classifications. To explore this 

further, we investigated the relationship between model consensus (the extent to which 

repeated classifications for the same narrative agree) and alignment with human labels. 

Additionally, we examined how much of the dataset achieves varying levels of agree-

ment, providing insights into the potential of using consensus as a guide for selective 

human review.

For each narrative, we counted how frequently each label (positive, inconclusive, or 

negative) appeared across its ten classifications. We focused our analysis on cases where 

a single label was assigned 6 or more times, as this represents a clear majority that can-

not be matched by the other labels combined. For example, if a model classified a narra-

tive as ‘negative’ in 7 out of 10 iterations, this would represent an agreement level of 7.

For each agreement level, we assessed two key aspects:
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Fig. 5  Relationship between model consensus and alignment with human labels across different labelling configu-

rations and vulnerabilities. Stacked bars show the proportion of examples receiving 6–10 matching votes (x-axis) 

for each label type, with grey representing negative labels, orange representing inconclusive labels, and green rep-

resenting positive labels. Line plots show the alignment between LLM and human labels at each consensus level 

for negative (black), inconclusive (orange), and positive (green) classifications. Higher consensus levels generally 

correspond to better alignment with human labels, particularly for negative classifications
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1. Proportion of Data by Agreement Level: The percentage of narratives achieving each 

agreement level, stratified by label (positive, inconclusive, negative), vulnerability and 

labelling configuration. This quantifies how much of the dataset falls into categories 

with stronger or weaker model consensus.

2. Alignment with Human Labels: The proportion of classifications at each agreement 

level that matched human labels. This provides insights into how increasing agreement 

influences alignment, highlighting whether higher model consensus consistently leads 

to more accurate classifications.

We visualized the results using stacked bar plots to display the proportion of narratives 

at each agreement level and label, with overlaid line graphs showing alignment with human 

labels, in Fig. 5.

Mirroring our entropy analyses, there is a strong relationship between the degree of con-

sensus among model-generated labels and their alignment with the human labels, as shown 

by the rising trend in the line plots across all configurations—the more votes that agree 

on the same label, the more those classifications tend to align with human labels. With 

the exception of the 8B Codebook configuration, there is also a clear trend for the mod-

els to assign a majority of examples a unanimous 10 votes, signified by the dominating 

bars rightmost of each subplot. These patterns are particularly evident in negative clas-

sifications, which constitute the majority of high-consensus cases among the three best-

performing configurations (GPT-4o, Custom 70B, and Custom 8B), ranging from 48–72% 

of examples depending on the vulnerability and configuration, and aligning with human 

labels in greater than 95% of cases at the 10/10 agreement level. For instance, GPT-4o’s 

unanimous negative classifications align with human labels at rates of 100% for mental 

ill health, 99.2% for substance misuse, 99% for alcohol dependence, and 98.9% for home-

lessness at the highest agreement level. These results extend our previous findings on the 

effectiveness of LLMs as negative filters, demonstrating that near-perfect alignment with 

human coding can be achieved by flagging less confident classifications for review, while 

still maintaining automated classification for the majority of negative cases.

The results also indicate that the alignment of positive classifications might be improved 

by selecting examples at higher agreement levels, though with more variation across vul-

nerabilities and labelling configurations. As shown by the green sections of the bars and 

corresponding green lines, GPT-4o achieves the highest proportion and alignment for posi-

tive classifications at maximum agreement, though these represent a relatively small por-

tion of the total examples overall. For example, at agreement level 10, GPT-4o identifies 

11.2% of homelessness cases as positive with 91% alignment, and 6% of substance mis-

use cases as positive with 90% alignment. However, performance varies significantly by 

vulnerability and labelling configuration: substance misuse and alcohol dependence posi-

tive labels are typically not as well aligned as the other vulnerabilities (though, in the case 

of alcohol dependence this is largely related to the lower number of positive examples in 

the sample). The variable performance across different vulnerabilities suggests that while 

agreement levels could be used to improve the reliability of positive classifications, the 

appropriate threshold for automated versus manual coding would need to be carefully cali-

brated based on both the specific concept being coded and one’s tolerance for potential 

misclassification.

Inconclusive classifications show distinct patterns from positive and negative labels in 

how they distribute across agreement levels. Unlike negative and positive classifications, 

which tend to concentrate at higher agreement levels (especially 9–10 votes), inconclusive 
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labels show a notably flatter distribution across agreement levels. This pattern is consist-

ent across all model sizes and prompting strategies and aligns with our conceptual under-

standing of what"inconclusive"represents—cases where evidence is mixed or ambiguous 

rather than clearly indicating presence or absence. These results suggest that LLMs are 

replicating this ambiguity in their repeated classifications, effectively"disagreeing with 

themselves"about whether cases are truly inconclusive or better classified as positive or 

negative. This is particularly evident in the alignment curves, where inconclusive classifi-

cations consistently show lower alignment with human labels even at high agreement lev-

els. For instance, while GPT-4o’s negative classifications reach near-perfect alignment at 

agreement level 10, its inconclusive classifications rarely exceed 70–80% alignment even 

with maximum consensus. This pattern suggests that while LLMs can often effectively 

identify clear positive and negative cases, inconclusive classifications appear to warrant 

human review regardless of agreement level, reflecting the inherent complexity of cases 

where evidence is ambiguous or conflicting.

Qualitative Insights

Both of our prompting approaches instructed the models to provide chain-of-thought (CoT) 

explanations alongside their classifications, with the primary aim of anchoring the out-

puts to specific content from the narratives and the prompt instructions, thereby reducing 

the likelihood of fabrications. While these explanations might not necessarily reveal the 

true reasoning behind the models’ classifications, they provide a practical tool for inter-

preting outputs by linking features of the input narrative to the given instructions and the 

final label. This can help identify where models may diverge from instructions or where 

their outputs appear inconsistent with human labels. In this context, the explanations 

offered a means of exploring potential patterns in model behavior, particularly in cases of 

disagreement.

With this in mind, we conducted a short qualitative analysis of cases where the custom 

8B parameter configuration’s classifications for substance misuse disagreed with human 

labels. This particular labelling configuration and vulnerability were selected for review 

because, among the higher-performing models with potential practical applications, it dem-

onstrated the greatest divergence from human labels, offering a greater number and poten-

tial variety of disagreements to explore. Analyses revealed patterns of misclassification, 

such as a tendency to misattribute “unusual” behaviors— nervousness or erratic actions—

as evidence of substance misuse, even in the absence of clear associations or instructions 

emphasizing these behaviors. Additionally, the model sometimes demonstrated incon-

sistent adherence to specific instructions; for instance, while prompts explicitly excluded 

alcohol-related evidence as an indicator of substance misuse, the model would sometimes 

follow this instruction, but on other occasions would cite alcohol consumption as justifica-

tion for a positive or inconclusive label. At the same time, the model consistently followed 

other more complex, nuanced instructions, indicating that its errors were not the result of 

a general inability to align with detailed or complicated instructions. Unfortunately, the 

limited scope of our analyses prevents us from generalizing these findings or identifying 

their underlying causes. Addressing these issues in depth would require a more systematic 

approach, with additional experimental data exploring model behavior across configura-

tions, a greater number of human labelers and written explanations for each of the human 

labels.
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Counterfactual Analyses

To investigate potential biases in the language models and our methodology, we devel-

oped a counterfactual approach to assess the impact of key demographic characteristics on 

vulnerability classifications. This approach explores these potential biases by comparing 

model classifications for narratives where the sex and race descriptors of individuals are 

systematically manipulated.

To generate data for these analyses we selected a subset of 100 narratives from our 

original dataset, ensuring approximately equal representation of the four vulnerabilities 

and the presence of a single, clearly identifiable subject. These narratives were manually 

annotated with the race and sex of the subject as described in the original text. Using a 

custom script employing GPT-4o, we generated counterfactual versions of each narrative, 

systematically altering the race and sex descriptors across a predefined set of demographics 

(sex: unknown, female, male; race: unknown, Black, White, Hispanic, Asian). This process 

yielded a set of 1500 counterfactual narratives (100 narratives, with 15 different combi-

nations of sex and race) identical in content to the originals, differing only in the demo-

graphic descriptors of the subject.

We then applied our original classification methodology to this new dataset of counter-

factual narratives, using all labeling configurations to classify each narrative for the four 

vulnerabilities of interest. The resulting dataset allows us to examine the potential impact 

of race and sex on the models’ vulnerability classifications, thereby assessing any system-

atic biases in our approach.

We employed generalized linear mixed-effects models (GLMMs) to assess the impact 

of demographic characteristics on vulnerability classifications. Analyses were conducted 

using R (R Core Team 2024, version 4.3.2) with the lme4 package (Bates et al. 2015, ver-

sion 1.1.35.5). For each combination of vulnerability and labeling configuration we fitted 

a GLMM with a binomial distribution and logit link function. The dependent variable was 

a binary outcome combining positive and inconclusive classifications (1) versus negative 

classifications (0). The model was specified as shown in Eq. (6):

where pij is the probability of a positive/inconclusive classification for observation i in nar-

rative j , �
0
 is the intercept, �

1
 and �

2
 are the fixed effects for race and sex respectively 

(with ‘unknown’ as the reference category), and uj is the random intercept for each base 

narrative.

We calculated average marginal effects (AMEs) for each demographic characteristic 

using the margins package (Leeper 2024). AMEs represent the average change in the prob-

ability of a positive/inconclusive classification associated with each demographic category, 

relative to the ‘unknown’ reference category. For each marginal effect, we computed point 

estimates, standard errors, 95% confidence intervals, z-values, and p-values.

To address multiple comparisons, we applied the Holm-Bonferroni method to adjust 

p-values across all models and demographic characteristics tested. Effects with adjusted 

p-values < 0.05 were considered statistically significant, indicating a reliable association 

between the demographic characteristic and the probability of a positive/inconclusive vul-

nerability classification.

(6)log
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pij

1 − pij
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Raceij + �

2
Sexij + uj
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Counterfactual Results:

Figure 6 shows the AMEs and confidence intervals of the demographic features for each 

combination of labelling configuration and vulnerability. There are no consistent pat-

terns across labeling configurations or vulnerability types and, after applying the Holm-

Bonferroni correction for multiple comparisons, few statistically significant effects remain. 

The magnitudes of these effects are generally small, with the largest observed change in 

probability being 5.4% (for the Asian race category in the 8B custom alcohol dependence 

model)—this is likely negligible in the context of the variability already observed in indi-

vidual label assignments.

Fig. 6  Average marginal effects of demographic characteristics (sex and race) on the probability of positive/

inconclusive vulnerability classifications across different labelling configurations. Points show effect esti-

mates relative to’unknown’baseline categories, with horizontal lines indicating 95% confidence intervals. 

Red points indicate effects that remain statistically significant after Holm-Bonferroni correction (p < 0.05), 

while black points indicate non-significant effects. Most demographic effects are small and non-significant, 

with few consistent patterns across vulnerabilities or labelling configurations
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Notable findings include a set of significant race effects for homelessness classification 

using the 70B custom model. All specified race categories showed a reduced likelihood of 

positive labelling compared to the ‘unknown’ race baseline, with effect sizes ranging from 

−2.07% to −3.44%. This suggests that rather than indicating differential treatment among 

specified races, narratives containing individuals of unspecified race are more likely to be 

flagged as positive for homelessness. Similar patterns, albeit with more dispersed effects, 

were observed for the 8B custom model in both homelessness and alcohol dependence 

classifications.

The largest model, GPT-4o, showed few significant demographic effects across vulner-

abilities. However, in alcohol dependence classification, being black was associated with a 

2.81% lower probability of a positive label and being male with a 1.99% higher probability. 

Unlike other models, which exhibited more varied effects across demographics, GPT-4o 

consistently showed little to no influence of demographic factors in most cases. This con-

sistency makes the specific effects in alcohol dependence classification particularly note-

worthy and suggests a potential area for further investigation, especially given GPT-4o’s 

superior overall performance.

Discussion

Our results demonstrate that instruction-tuned large language models (IT-LLMs) can effec-

tively support qualitative coding of police narratives, particularly in identifying and fil-

tering cases where vulnerabilities are absent. This capability, combined with some strong 

performance in identifying clear positive cases with high confidence, and limited evidence 

of any demographic bias, suggests promising applications in augmenting traditional quali-

tative analysis approaches.

Our analysis reveals clear patterns in how model size and prompting strategy affect 

performance. While larger models demonstrated incrementally better performance with 

standard codebook instructions, custom prompts significantly improved the performance 

of smaller models with respect to their codebook counterparts. The 8-billion parameter 

model with custom prompts achieved F1 scores that were comparable or even superior to 

GPT-4o using codebook instructions (Mental Health: 0.58 vs 0.70; Homelessness: 0.75 vs 

0.71; Substance Misuse: 0.67 vs 0.81; Alcohol Dependence: 0.68 vs 0.72). This finding has 

significant practical implications. Larger models offer clear advantages—they can effec-

tively utilize detailed codebook instructions without extensive prompt engineering, gen-

erally achieve better performance, and may be the optimal choice when resources permit 

their use. However, the strong performance of smaller models with custom prompts dem-

onstrates their viability as alternatives, particularly valuable in contexts where data security 

concerns preclude sharing information with proprietary LLM providers.

The models’effectiveness as negative filters emerge as one of our most promising find-

ings. Even using simple consensus labels, all configurations demonstrated strong capa-

bilities in identifying narratives without vulnerability indicators, with precision for nega-

tive classifications consistently exceeding 90% across vulnerabilities. This performance 

improves further when considering label agreement levels. At maximum agreement (10/10 

classifications), the three best-performing configurations achieved remarkable precision: 

Custom 8B showed alignment rates of 95–99% while classifying 52–71% of examples as 

negative, Custom 70B achieved 98–100% alignment on 51–72% of examples, and GPT-4o 

reached 99–100% alignment on 49–63% of cases. These results suggest that LLMs could 
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dramatically reduce manual coding requirements by automatically filtering out clear nega-

tive cases, allowing human coders to focus their efforts on potentially positive cases. The 

consistency of these results across model sizes and prompting strategies is particularly 

encouraging, suggesting that effective negative screening could be implemented even in 

contexts where smaller models are preferred for practical or security reasons.

Analysis of positive and inconclusive classifications indicates substantially lower reli-

ability when compared with negative labels. Though performance generally improves with 

higher levels of agreement between repeated classifications, even the best performing con-

figurations produce a significant number of labels that disagree with human judgement. 

The strongest results were observed with GPT-4o—for unanimously classified positive 

cases, it achieves precision exceeding 90% for both substance misuse and homelessness, 

though these highly confident positive classifications represent only a small portion of 

actual positive cases (6–11% of examples). However, model performance varies substan-

tially across vulnerability types and becomes considerably less reliable for inconclusive 

classifications. Even at high agreement levels, precision for inconclusive labels rarely 

exceeds 70%, with considerable variation across vulnerabilities and models. This pattern 

aligns with confusion matrix analyses showing that models tend to err toward inconclusive 

labels when uncertain, frequently marking true positives as inconclusive than negative, 

and true negatives as inconclusive rather than positive. These findings suggest that while 

some positive classifications might be automated depending on one’s tolerance for error, 

inconclusive labels appear to function more as indicators of model uncertainty than as 

meaningful classifications, likely warranting human review in most cases. It’s worth noting 

that these patterns emerge in a dataset where negative cases predominate (approximately 

85–90% of examples), and further research with more balanced label distributions would 

be valuable to fully understand the relative strengths and limitations of these models across 

different contexts.

The counterfactual analyses provide broad reassurance regarding demographic biases 

explored, while highlighting the importance of careful monitoring in new applications. 

After correcting for multiple comparisons, we found remarkably few statistically signifi-

cant demographic effects across our configurations, and where present, their magnitudes 

were generally small (< 5% change in classification probability). The largest model, GPT-

4o, showed particularly encouraging results, with near-zero demographic effects for most 

vulnerabilities. The 8B and 70B custom prompted models showed several statistically sig-

nificant differences in classification rates between demographic groups, but these effects 

mostly suggested a tendency to label more examples as positive when demographic infor-

mation isn’t specified, rather than indicating differential treatment between racial groups. 

While these effects are minor relative to the overall classification variability we observed, 

they emphasize the importance of ongoing monitoring for potential biases, particularly 

when deploying these systems at scale where small effects could accumulate into meaning-

ful disparities.

Practical Implications: Benefits and Limitations

The application of IT-LLMs to qualitative coding offers several compelling advantages 

while raising important considerations for implementation. Perhaps most significantly, 

these models enable analysis at scales impractical for traditional qualitative methods. 

While manual coding of thousands of narratives typically requires weeks or months of 

sustained effort, IT-LLMs can process comparable volumes of text rapidly, enabling more 



 Journal of Quantitative Criminology

comprehensive analyses of routinely collected data that have historically been constrained 

by resource limitations.

IT-LLM workflows also provide additional ways to maintain or enhance methodologi-

cal rigor in qualitative research. The process of developing prompts for IT-LLMs inher-

ently requires researchers to fully articulate their classification criteria through explicit 

codebooks and formal prompt engineering, making analytical decisions more transparent 

and replicable. While human coders may unconsciously supplement written definitions 

with implicit knowledge or reach shared understandings through discussion, IT-LLMs 

work solely from the explicit instructions they are given. Moreover, qualitative research-

ers often employ resource-intensive validation steps like intercoder reliability testing to 

assess coding credibility (O’Connor and Joffe 2020). While both human coders and IT-

LLMs engage in complex decision-making processes that resist complete transparency, IT-

LLMs’systematic nature enables rigorous investigation of their behavior patterns, biases, 

and limitations. Researchers can rapidly generate repeated classifications for all examples 

to assess consistency, vary prompt strategies to examine instruction interpretation, and 

systematically document where and how models succeed or fail at implementing coding 

criteria.

However, several important limitations warrant consideration. Despite explicit guidance 

to the contrary, models sometimes persist in over-interpreting behaviors as vulnerability 

indicators, suggesting that certain biases may be resistant to refinement through prompt 

engineering alone. Additionally, while IT-LLMs provide natural language explanations 

for their classifications, these represent post-hoc rationalizations rather than clear insights 

into their decision-making processes. Indeed, recent research demonstrates that LLM “self-

explanations” can be misleading or unfaithful to the model’s actual decision-making pro-

cess (Agarwal et al 2024; Madsen et al 2024; Greenblatt et al 2024)—a phenomenon that 

may be analogous to human attempts to explain intuitive judgements (Nisbett & Wilson 

1977). This fundamental opacity in both human and IT-LLM decision-making suggests 

that neither approach offers truly transparent classification processes. Rather, IT-LLMs 

provide different and complementary forms of analytical rigor: their systematic nature ena-

bles formal investigation of classification patterns, quantification of uncertainty in bound-

ary cases, and documentation of specific biases in ways that may be more difficult with 

human coders. These characteristics make them particularly valuable for systematic large-

scale classification tasks, while requiring human review to identify potential biases and 

misclassification patterns in each new application.

Practical implementation also raises important technical considerations. Large propri-

etary models like GPT-4o, while highly capable, require sharing data with third-party serv-

ers—potentially problematic for sensitive or identifiable data. Furthermore, proprietary 

models may be modified by developers without notice, potentially altering performance or 

introducing new biases. This instability necessitates ongoing validation to ensure models 

remain fit for purpose, particularly for longitudinal research projects. Smaller open-source 

models deployed locally offer greater security and the model weights can be retained and 

re-used for consistency, but demand more technical expertise and local computational 

resources.

These limitations suggest IT-LLMs are best viewed as tools to augment rather than 

replace traditional qualitative methods. Their ability to rapidly process large volumes of 

text while maintaining consistent criteria makes them valuable for initial screening and 

filtering tasks. However, the need for human oversight of ambiguous cases, combined with 

challenges around transparency and stability, indicates they should complement rather than 
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supersede expert judgement. Used thoughtfully within these constraints, IT-LLMs offer 

promising capabilities for expanding the scope and of qualitative research methodology.

Limitations and Recommendations for Future Work

Label Ambiguity

A fundamental challenge in this study stems from the inherent ambiguity in identifying 

vulnerabilities within police incident narratives. These narratives are not written with the 

explicit purpose of documenting specific vulnerabilities, and identifying them requires 

interpretation of indirect cues and contextual information. This lack of clear ground truth 

introduces substantial subjectivity into the labelling process, with both human and model 

classifications often hinging on whether described behaviors and circumstances align with 

expected manifestations of vulnerability. Moreover, these vulnerabilities typically exist 

on a continuum rather than as discrete states, making the establishment of definitive cat-

egory boundaries inherently arbitrary. More generally, while ‘vulnerability’ is something 

of a zeitgeist in policing policy and practice, the ‘vagueness and malleability’ of the term 

(Brown et al. 2017) has led to variable and contested understandings.

Given this subjectivity in interpretation, our study was limited by the use of just two 

non-expert coders with any disagreement arbitrated by the research team, which provided 

only a single reference point for assessing model performance. Cases where models disa-

greed with human labels might represent genuine ambiguity in the narratives—instances 

where a larger group of human coders might show similar levels of disagreement. Addi-

tionally, domain experts, whether academic researchers or experienced police staff, may 

identify subtle indicators of vulnerability that both non-experts and LLMs overlook. Future 

work should examine how specialist knowledge affects narrative interpretation, and expand 

the number of coders to better understand whether apparent model errors actually reflect 

reasonable alternative interpretations of ambiguous cases.

Custom Prompt Development

Another limitation of our study involves the lack of systematic guidance on prompt engi-

neering. While we developed custom prompts for IT-LLMs, the iterative prompt devel-

opment process was conducted outside the documented experimental results, with adjust-

ments and refinements not formally included in our reported methods. Prompt engineering 

is inherently iterative and interpretive, as minor changes in wording, format, or even syntax 

can lead to significant variations in model outputs (Chen et al 2023). However, our study 

does not explore how such variations affect performance, limiting the replicability of our 

approach for other researchers.

Further, we do not identify specific elements of our prompts that most contributed to 

accuracy, nor do we provide generalizable methods for adapting prompts to different data-

sets or coding tasks. Without a systematic evaluation of prompt variations, it is difficult to 

determine the extent to which our results generalize to other domains. We recommend that 

future work systematically examine prompt development to identify best practices, which 

could yield clearer guidelines for structuring prompts effectively across varied domains 

and tasks.
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Practical Limitations

The application of LLMs to qualitative coding tasks presents notable practical constraints 

that warrant careful consideration. While these models demonstrate strong performance in 

replicating human coding decisions, their probabilistic nature introduces inherent variabil-

ity in outputs that makes them unsuitable for case-by-case decision-making or operational 

deployment without human oversight. The analyses presented here demonstrate that even 

high-performing models produce inconsistent labels across multiple iterations, suggesting 

their optimal use lies in screening large volumes of data rather than making definitive clas-

sifications of individual cases.

The apparent accessibility of LLM-based methods, particularly when compared to more 

traditional statistical approaches, also presents both opportunities and risks. While these 

methods may democratize access to sophisticated text analysis capabilities, this acces-

sibility should not overshadow the necessity for rigorous evaluation and methodological 

understanding. The analyses conducted in this study—including detailed assessment of 

human-model alignment, investigation of label variability, and examination of potential 

biases—represent essential components for responsible deployment.

These limitations highlight important avenues for future research regarding the broader 

implications of increased accessibility to sophisticated text analysis methods. It remains 

to be seen how non-expert analysts might implement these approaches in practice, and 

what decision-making processes might emerge from their widespread adoption. While tra-

ditional statistical approaches often require detailed methodological documentation and 

parameter specifications, LLM-based methods introduce additional complexities through 

prompt engineering and model selection that may not be immediately apparent to less 

experienced users. Future work should examine how different levels of analytical expertise 

influence the implementation and interpretation of these methods, and develop frameworks 

for ensuring their responsible deployment across varying levels of technical capability. 

This could include investigating standardized approaches to prompt development, estab-

lishing minimum requirements for evaluation and validation, and examining the relation-

ship between analyst expertise and the quality of insights generated through these methods.

Model Advancement

As a final consideration, it is important to recognize that our evaluation represents a focused 

assessment of IT-LLMs on a specific task—deductive coding of vulnerability in police narra-

tives—at a particular moment in the rapid evolution of these technologies. While our results 

demonstrate promising capabilities even with these early models, they likely represent a base-

line rather than a ceiling for such applications. Indeed, the models’ability to follow complex 

instructions, reason about evidence, and rationalize their classifications suggests potential for 

more sophisticated applications where they act as collaborative partners throughout the quali-

tative coding process rather than serving purely as classification tools. Future work might 

explore workflows where models assist in codebook development by identifying potential 

ambiguities in definitions, suggest refinements based on patterns in their own uncertainty, or 

engage in more dynamic dialogue with research teams about challenging cases. Such applica-

tions could enhance qualitative analysis workflows in ways that thoughtfully combine human 

insight with machine-assisted analysis, though careful evaluation of reliability and validity 

would remain essential. While the present study focuses necessarily on basic classification 
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capabilities, the models’demonstrated capacity for reasoned analysis suggests valuable direc-

tions for future research into more comprehensive applications of IT-LLMs in qualitative 

analysis within criminal justice contexts, and beyond.

Appendix A: Codebook Definitions

Code Name: “Mental Health Difficulties”.

General Definition: This category should include reports of behaviors, statements, or cir-

cumstances that suggest an individual may be experiencing mental health challenges. This 

includes explicit evidence of mental health diagnoses, or specific behaviors related to mental 

health problems such as self-harm or suicidal behavior. It can also manifest as disorientation, 

irrational behavior, speaking incoherently, visible distress without clear cause, or descriptions 

of behavior that significantly deviate from social norms without an obvious immediate cause.

Categories:

1. Positive: Clear indications of mental health challenges based on behavior, statements, 

or context within the report, and having ruled out mediating factors such as intoxication 

or situational stressors. Examples include:

⚬ Explicit discussion of mental health problems, diagnosed mental health conditions 

or engagement with mental health services

⚬ Indications of self-harm or suicidal behavior

⚬ Incoherent or nonsensical speech (in the absence of other factors such as intoxication).

⚬ Disorientation or confusion about surroundings, time, or reality more generally (in 

the absence of other factors such as intoxication/head injury/shock).

⚬ Extreme irrational behavior or reactions that are clearly unrelated to situational factors.

⚬ References to hallucinations, delusions, or paranoia without any indication of drug use.

⚬ Evidence of a pattern of erratic or highly unusual behavior over multiple encoun-

ters/incidents.

2. Inconclusive: Cases where behavior might suggest mental health difficulties, but there 

are possible alternative explanations, or there is insufficient evidence to determine if 

mental health issues are present. Examples include:

⚬ Confused, erratic or delusional behavior that could be attributed to drugs/alcohol, 

but there isn’t evidence to confirm either way

⚬ Situations where individuals exhibit extreme/disproportionate emotions or unusual 

behavior, where there is insufficient detail to determine if circumstances justify the behav-

ior (e.g. extreme disagreements, seemingly unprovoked hostility, incoherent statements)

3. Negative: Absence of any explicit indicators of mental health issues, or indicators that 

can be attributed to confirmed situational factors like intoxication, anger, or typical stress 

responses.

⚬ Rational behavior and coherent communication.

⚬ Behavior clearly motivated or mediated by the circumstances e.g. intoxication or 

drug abuse, situational stressors, shock or head injury

⚬ Unusual behavior resulting from engaging in criminal activity, interaction with the 

police, or attempts to conceal criminal activity from the police.
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Code Name: “Drug Abuse”.

General Definition: “Drug abuse” refers to incidents where individuals are using sub-

stances known for their high potential for abuse and dependency – these may include opi-

ates and opioids, the smoking of methamphetamine or crack cocaine, and exclude alcohol 

and narcotics not commonly thought to be drugs of abuse e.g. marijuana, MDMA, hal-

lucinogens, and recreational use of cocaine. This includes behaviors or circumstances that 

suggest an individual is actively using these substances in a way that could be detrimental, 

even if negative health impacts or dependency are not detailed in the report.

Categories:

1. Positive: Clear indications of drug abuse based on behavior, physical evidence, or con-

text within the report. This focuses on drugs with a high abuse potential that are typi-

cally associated with dependency and significant negative health or social outcomes. 

Examples include:

⚬ Observable signs of impairment, that are specifically stated as relating to drug 

use (as distinct from alcohol or other causes). Examples include severe disorienta-

tion, drowsiness, inability to communicate coherently, profuse sweating, or physical 

symptoms suggesting recent high-dosage use (e.g., track marks, unconsciousness).

⚬ Direct admissions of using drugs of abuse, particularly in a context suggesting 

habitual use or dependency.

⚬ Finding an individual in possession of drugs or drug paraphernalia in a setting that 

strongly suggests they are actively using them. Examples include drug packaging, 

syringes, pipes, and spoons with residue.

⚬ Emergency medical responses to overdoses of substances known for their abuse potential.

⚬ Current or past involvement or engagement with drug treatment or rehabilitation 

organizations

2. Inconclusive: Cases where drug use is possible based on the context or evidence, but the 

information is not sufficient to conclusively determine active abuse of drugs. Examples 

include:

⚬ Medical or police interventions where drug use is one of several possible explana-

tions for the individual’s condition or behavior.

⚬ Reports of intoxication where it is unclear if the individual is under the influence of 

narcotics (high) or has been drinking alcohol (drunk).

⚬ Context that suggests drug use, such as the presence of drug paraphernalia, where 

it is unclear if any of the individuals present are actively using drugs

⚬ Information detailing the use of drugs, where it is unclear if the drugs in question 

are drugs of abuse or are narcotics that aren’t associated with dependence (marijuana, 

MDMA, hallucinogens, recreational use of cocaine)

3. Negative: Absence of any indicators suggesting individuals are active drug abusers. The cir-

cumstances or behavior could be associated with the sale or distribution of drugs, or drinking 

alcohol, or the use of narcotics that aren’t considered drugs of abuse. Examples include:

⚬ Incidents involving alcohol or other substances not classified as highly abusive 

e.g. marijuana, MDMA, hallucinogens, recreational use of cocaine

⚬ Any circumstances or behavior associated with the sale or distribution of drugs 

or drug paraphernalia, in the absence of any evidence for active use
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⚬ Discussion of drug offences or convictions, where it isn’t clear that the offences 

relate to drug use (as opposed to supply/distribution), or that the individual is cur-

rently using drugs

Code Name: “Alcohol dependence”.

General Definition: Encompasses behaviors, statements, or circumstances that suggest 

an individual may be experiencing alcohol dependence or may be experiencing challenges 

related to excessive alcohol consumption, such as severe intoxication that notably affects 

their behavior during an interaction. This includes clear signs of current intoxication, refer-

ences to habitual heavy drinking, and contexts that strongly imply ongoing alcohol abuse.

Categories:

1. Positive: Clear evidence of alcoholism or severe and problematic intoxication excluding 

that associated with social drinking, based on behavior, statements, or context within 

the report, sufficiently distinguished from other influencing factors such as drug use or 

transient emotional distress. Examples include:

⚬ Specific evidence of frequent and heavy alcohol use (as distinct from narcotics) 

that suggest dependency or habitual misuse

⚬ Engagement with or the recommendation of alcohol dependence services, such 

as AA or rehabilitation centers, where it is clear that the individual is an active 

drinker or is not in remission

⚬ Disruptive, aggressive or problematic behavior explicitly attributed to alcohol 

consumption, excluding any settings associated with social drinking (bars/parties/

festivals etc.)

2. Inconclusive: Cases where there are potential indications of alcohol-related issues, 

excluding those associated with social drinking, but there is a lack of sufficient infor-

mation to determine if alcohol is a problem or the extent to which alcohol is a problem. 

Examples include:

⚬ Signs of heavy intoxication, excluding social drinking, where it is unclear if the indi-

vidual is under the influence of alcohol or other drugs, or has another impairment.

⚬ Signs that an individual is intoxicated, excluding social drinking, but it is ques-

tionable whether the intoxication is a sign of dependence, is causing any problem-

atic behavior, or more generally is a reason for concern.

⚬ Incidents where an individual’s problematic behavior may be influenced by 

alcohol, excluding social drinking, but it is unclear the extent to which alcohol has 

contributed, or there is also significant potential for other contributing factors like 

mental health issues or situational stressors.

3. Negative: No significant indicators of excessive drinking or alcohol abuse are present, 

or excessive drinking in a social setting. Examples include:

⚬ Any discussion of social drinking, including disruptive, problematic or aggres-

sive behavior associated with having drunk excessively in a social setting

⚬ Discussion of alcohol or evidence of drinking where there isn’t reason to sus-

pect problem/excessive drinking

Code Name: “Homelessness”.

General Definition: Situations where individuals lack a stable, permanent, and ade-

quate nighttime residence. This includes both explicit declarations of homelessness and 
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implicit indicators observable through behavior, circumstances, or environmental con-

text reported. The definition aims to identify individuals who do not have access to con-

sistent and private nighttime accommodations, which could include those temporarily 

staying in shelters, cars, or other non-residential settings.

Categories:

1. Positive: Clear evidence that an individual is experiencing homelessness, either through 

self-report or unmistakable circumstances indicating a lack of stable housing. Examples 

include:

⚬ Individuals explicitly stating they are homeless or do not have a home.

⚬ Possession of a large number of personal belongings in public spaces, indicative 

of no permanent residence.

⚬ Possession of sleeping equipment such as tents, sleeping bags or pillows in public

⚬ Clear use of public spaces, squats or makeshift shelters as a primary sleeping arrangement

⚬ Interactions with social or homelessness services that explicitly indicate their 

homeless status

2. Inconclusive: Cases where there are signs that may suggest homelessness, but there 

are possible alternative explanations, or there is insufficient evidence to definitively 

categories the individual as homeless. Examples include:

⚬ Presence in settings commonly associated with homelessness, such as public 

spaces frequented by the homeless, abandoned buildings, or squats where it is 

unclear if the individual has stable housing

⚬ Evidence of temporary or unstable residential accommodation as a primary 

nighttime residence e.g. hotels, AirBnBs, half-way houses, where it is suggested 

an individual doesn’t have a more stable alternative

⚬ being found asleep in public where it is unclear if the individual may have stable 

housing e.g. passing out when drunk, sleeping in a car

⚬ Appearing very disheveled or unkempt in a manner that suggests a lack of access 

to bathroom facilities

3. Negative: Absence of any direct evidence for homelessness. The individual’s circum-

stances or behavior can be clearly attributed to other factors that don’t relate to a lack 

of stable housing. Examples include:

⚬ Individuals whose behavior is linked to other vulnerabilities such as mental 

health issues or intoxication, with no other signs of housing instability.

⚬ loitering or causing a nuisance in public spaces without other evidence of homelessness

⚬ shoplifting, begging or other criminal activity associated with, but not evidence 

for, homelessness

Appendix B: Prompts

B.1 Codebook prompt template

Read the following definition:

{{ vulnerability definition }}
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You will be provided police incident reports, and should use the definition to classify 

the report.

Your response should begin with short notes highlighting quotes from the report, and 

aligning them with quotes from the definitions above. Keep your notes brief, 2 sentences 

max. Follow the highlighted evidence with a classification that aligns with the evidence 

and the definitions. Return your classification in the following format: `Classification: 

[POSITIVE, INCONCLUSIVE, NEGATIVE]`. Ensure that your response ends with your 

classification or it will be rejected.

B.2 Parsing failure prompt

"The response you’ve provided does not conform to the format requested. Please classify 

the log in the following format: 

Classification: [POSITIVE, INCONCLUSIVE, NEGATIVE]"

B.3 Custom prompt template

You are required to classify police incident reports for involvement of persons experienc-

ing {{ vulnerability }}. Use the following definitions for the labels you should assign:

POSITIVE: Report confirms that someone is experiencing {{ vulnerability }}, or con-

tains unmistakable evidence of {{ vulnerability }} having ruled out any other plausible 

explanations. For example:

{{ positive_evidence }}

INCONCLUSIVE: Report contains evidence that is best explained by an individual 

experiencing {{ vulnerability }}, but there is not definitive or conclusive confirmation of 

{{ vulnerability }}. For example:

{{ inconclusive_evidence }}

NEGATIVE: Evidence for {{ vulnerability }} that can be explained by other factors, or 

no evidence for {{ vulnerability }}. The following should not be considered evidence for 

{{ vulnerability }}:

{{ negative_evidence }}

Write short notes highlighting quotes from the report, and link each quote to the rel-

evant quote above. Keep the notes to two sentences max.

End your report with a classification that aligns with the evidence you have highlighted. 

Use the format “Classification: [POSITIVE, INCONCLUSIVE, NEGATIVE]”. If the final 

word of your report is not the classification, it will be marked invalid.

B.4 Mental ill health evidence

Positive Evidence:

– Statements that someone is experiencing mental health difficulties, has or is receiving 

treatment for a mental health diagnosis

– Individuals engaging with or being offered mental health services

– Clear and obvious descriptions of emotional disturbance, irrational or erratic behavior, 

statements or actions suggesting delusions or loss of contact with reality, where there is 

no other reasonable explanation other than someone experiencing mental health issues
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– Deliberate self harm or attempts at suicide

Inconclusive Evidence:

–Clear and obvious symptoms or behavior that are best explained as mental health 

related, but there are other possible explanations for the behavior symptoms (e.g. intoxi-

cation, circumstances not detailed in the report)

Negative Evidence:

– any evidence associated with drug/alcohol use or dependence, overdose or detox/rehab 

services

– any evidence associated with homelessness or street outreach activity

– general stress, anger, aggression, hostility, panic or anxiety

– strange or unusual behavior related to criminal activity or attempts to conceal criminal activity

– Anxiety in the presence of the police, or strange, erratic or aggressive behavior towards 

the police

– Evidence of medical treatment or medicines that are not confirmed to be mental health related

B.5 Substance Misuse Evidence

Positive Evidence:

– Explicit statements that someone is currently using drugs or is under the influence of drugs

– Individuals engaging with or being offered drug rehabilitation services or organizations

Inconclusive Evidence:

– possession or presence of drugs or drug paraphernalia, with strong evidence that the 

individuals present are actively using drugs

– Discussion of rehabilitation services for an active addiction (excluding general street 

outreach services), that might be drug or alcohol related but it isn’t specified

– Statements that an individual is intoxicated where it is unclear if the intoxicant is alco-

hol or other narcotics

Negative Evidence:

– Any drug related activity, possession, sale or trafficking that isn’t accompanied by spe-

cific evidence that an individual is using drugs or has a drug abuse problem

– Marijuana use or possession

– Any evidence associated with alcohol, homelessness, or mental health conditions

 B.6 Alcohol Dependence Evidence

Positive Evidence:

– Explicit statements that someone is an alcoholic, frequently drinks heavily, or is 

dependent on alcohol
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– Discussion of alcoholism services, such as rehabilitation centers (specifically for drink-

ing) or AA

– Disruptive, aggressive or problematic behavior that is explicitly attributed to alcohol con-

sumption, excluding settings associated with social drinking (bars/parties/festivals etc.)

Inconclusive Evidence:

– Disruptive, aggressive or problematic behavior that is clearly attributed to intoxication, 

but it is not clear if drugs or drugs or alcohol are the intoxicant

– Confirmation of extreme alcohol intoxication, where it isn’t clear if it is a recurrent 

problem

– Instances where extremely problematic behavior co-occurs with alcohol consumption, 

but the extent of the influence of alcohol is unclear

Negative Evidence:

– Disruptive, aggressive or problematic behavior that isn’t clearly attributed to intoxica-

tion

– Evidence of drinking, including intoxication in social drinking settings—bars/festivals/

parties

– The presence of alcohol or alcohol containers where there isn’t a clear reason to suspect 

problem drinking

– Any evidence relating to drug abuse, overdose, or homelessness

B.7 Homelessness Evidence

Positive Evidence:

– Statements that someone is homeless or does not have any nighttime accommodation

– Individuals engaging with or being offered homelessness services or organizations

– Individuals being found with makeshift sleeping/living arrangements on the street or in 

unstable living environments

Inconclusive Evidence:

– Strong evidence that someone does not have any nighttime accommodation, but is not 

definitive

– Being found asleep in public

Negative Evidence:

– Causing a nuisance, loitering, or being trespassed from places where homeless indi-

viduals may congregate

– Use of detox or rehab services for alcohol or drug abuse

– Any evidence or behavior associated with a person’s drug use, alcoholism, mental 

health difficulties, or sex work

– Any vague or uncooperative responses to police questioning about address information 

that don’t result in an admission of homelessness
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Appendix C: Label Distributions in Model Outputs

Label distributions generated by different LLM configurations during our initial coding 

of 4,000 narratives. Tables 1 and 2

Table 1  Consensus Label Proportions

Distribution of consensus labels across different labelling configurations and vulnerabilities. Values show 

the percentage of narratives assigned each label type (negative, inconclusive, positive) based on majority 

voting across 10 iterations. Results demonstrate that custom prompts generally produced more negative 

classifications than codebook prompts, with the effect particularly pronounced for smaller models.

Vulnerability Label Custom 8B Custom 70B Codebook 8B Codebook 70B

Alcohol Dependence Negative 94.2 96.15 45.975 89.95

Inconclusive 5.275 3.475 27.5 8.325

Positive 0.525 0.375 26.525 1.725

Substance Misuse Negative 87.9 87.35 42.925 74.7

Inconclusive 9.225 8.625 30.675 17.125

Positive 2.875 4.025 26.4 8.175

Homelessness Negative 93.725 88.925 51.75 74.05

Inconclusive 3.275 7.35 36.725 21.925

Positive 3.0 3.725 11.525 4.025

Mental Ill Health Negative 93.2 95.8 47.5 81.725

Inconclusive 5.225 2.875 26.425 14.175

Positive 1.575 1.325 26.075 4.1

Table 2  Unanimous Negative Label Proportions

Proportion of narratives receiving unanimous negative labels (10/10 votes) across different labelling config-

urations and vulnerabilities. Results show that custom prompts achieved consistently higher rates of unani-

mous negative classifications compared to codebook prompts, with larger models generally producing more 

unanimous classifications than smaller ones.

Vulnerability Codebook 70B Codebook 8B Custom 70B Custom 8B

Alcohol Dependence 84.15 12.0 94.15 90.525

Substance Misuse 65.05 13.05 82.775 80.75

Homelessness 57.15 14.225 83.25 90.775

Mental Ill Health 70.4 15.0 92.825 88.1



Journal of Quantitative Criminology 

Author Contributions Conceptualisation: DB (lead). Funding acquisition: CL (equal), DB (equal). Meth-

odological Design: SR (equal), DB (equal), CL (supporting). Data Curation: SR (lead), DB (supporting). 

Software Development:—SR (lead). Formal analysis: – SR (lead). Visualisation: SR (lead). Project 

Administration: SR (lead). Supervision: DB (lead), CL (equal). Writing—original draft: SR (lead), DB 

(equal), CL (supporting). Writing – Review & Editing: SR (equal), DB (equal), CL (equal).

Funding The support of the Economic and Social Research Council (ESRC) is gratefully acknowledged. 

Grant reference number: ES/W002248/1.

Data Availability The complete dataset used in this analysis is available at https:// data. boston. gov/ datas et/ 

boston- police- depar tment- fio and is archived at https:// osf. io/ har9m/. All data preprocessing, label gener-

ation and analysis scripts are available in a version-controlled repository at https:// github. com/ samre lins/ 

vulne rabil ity_ class ifier_ pipel ine. These materials allow for complete reproduction of all results and figures 

presented in this paper.

Declarations 

Ethical Approval Ethical review and approval was not required for this secondary analysis on existing pub-

licly available data in accordance with institutional requirements.

Conflict of interest The authors have no relevant financial or non-financial interests to disclose.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, 

which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long 

as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Com-

mons licence, and indicate if changes were made. The images or other third party material in this article 

are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 

material. If material is not included in the article’s Creative Commons licence and your intended use is not 

permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly 

from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Adams IT (2024) Large Language Models and Artificial Intelligence for Police Report Writing. CrimRxiv. 

https:// doi. org/ 10. 21428/ cb6ab 371. 77960 3ee

Agarwal C, Tanneru SH, Lakkaraju H (2024) Faithfulness vs. Plausibility: On the (Un)Reliability of Expla-

nations from Large Language Models. arXiv preprint. https:// doi. org/ 10. 48550/ arXiv. 2402. 04614

Analyze Boston (n.d.) BPD Field Interrogation and Observation (FIO). https:// data. boston. gov/ datas et/ bos-

ton- police- depar tment- fio. Accessed 11 July 2024

Ashwin J, Chhabra A, Rao V (2023) Using Large Language Models for Qualitative Analysis can Introduce 

Serious Bias. arXiv preprint. https:// doi. org/ 10. 48550/ arXiv. 2309. 17147

Barros TS, Pires CES, Nascimento DC (2023) Leveraging BERT for extractive text summarization on fed-

eral police documents. Knowl Inf Syst 65:4873–4903. https:// doi. org/ 10. 1007/ s10115- 023- 01912-8

Bates D, Mächler M, Bolker B, Walker S (2015) Fitting linear mixed-effects models using lme4. J Stat 

Softw 67:1. https:// doi. org/ 10. 18637/ jss. v067. i01

Bengio Y, Simard P, Frasconi P (1994) Learning long-term dependencies with gradient descent is difficult. 

IEEE Trans Neural Netw 5:157–166. https:// doi. org/ 10. 1109/ 72. 279181

Birks D, Coleman A, Jackson D (2020) Unsupervised identification of crime problems from police free-text 

data. Crime Sci 9:18. https:// doi. org/ 10. 1186/ s40163- 020- 00127-4

Brown K, Ecclestone K, Emmel N (2017) The Many Faces of Vulnerability. Soc Policy Soc 16(3):497–510. 

https:// doi. org/ 10. 1017/ S1474 74641 60006 10

Brown TB, Mann B, Ryder N et al (2020) Language models are few-shot learners. Adv Neural Inf Process 

Syst 33:1877–1901. https:// doi. org/ 10. 48550/ arXiv. 2005. 14165

Chen B, Zhang Z, Langrené N, Zhu S (2023) Unleashing the potential of prompt engineering in large lan-

guage models: a comprehensive review. arXiv preprint arXiv: 2310. 14735.

Chew R, Bollenbacher J, Wenger M, Speer J, Kim A (2023) LLM-assisted content analysis: using large lan-

guage models to support deductive coding. arXiv preprint. https:// doi. org/ 10. 48550/ arXiv. 2306. 14924

https://data.boston.gov/dataset/boston-police-department-fio
https://data.boston.gov/dataset/boston-police-department-fio
https://osf.io/har9m/
https://github.com/samrelins/vulnerability_classifier_pipeline.These
https://github.com/samrelins/vulnerability_classifier_pipeline.These
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.21428/cb6ab371.779603ee
https://doi.org/10.48550/arXiv.2402.04614
https://data.boston.gov/dataset/boston-police-department-fio
https://data.boston.gov/dataset/boston-police-department-fio
https://doi.org/10.48550/arXiv.2309.17147
https://doi.org/10.1007/s10115-023-01912-8
https://doi.org/10.18637/jss.v067.i01
https://doi.org/10.1109/72.279181
https://doi.org/10.1186/s40163-020-00127-4
https://doi.org/10.1017/S1474746416000610
https://doi.org/10.48550/arXiv.2005.14165
http://arxiv.org/abs/2310.14735
https://doi.org/10.48550/arXiv.2306.14924


 Journal of Quantitative Criminology

Christmas H, Srivastava J (2019) Public health approaches in policing. Public Health England, College of 

Policing. https:// assets. colle ge. police. uk/ s3fs- public/ 2021- 02/ public- health- appro aches. pdf

Dixon A, Birks D (2021) Improving Policing with Natural Language Processing. In: Proceedings of the 1st 

Workshop on NLP for Positive Impact. Association for Computational Linguistics, Online, pp 115–

124. https:// doi. org/ 10. 18653/ v1/ 2021. nlp4p osimp act-1. 13

Dubravova H, Cap J, Holubova K, Hribnak L (2024) Artificial intelligence as an innovative element of sup-

port in policing. Procedia Comput Sci 237:237–244. https:// doi. org/ 10. 1016/j. procs. 2024. 05. 101

Dunivin ZO (2024) Scalable Qualitative Coding with LLMs: Chain-of-Thought Reasoning Matches Human 

Performance in Some Hermeneutic Tasks. arXiv preprint. https:// doi. org/ 10. 48550/ arXiv. 2401. 15170

Elman JL (1990) Finding Structure in Time. Cogn Sci 14:179–211. https:// doi. org/ 10. 1207/ s1551 6709c 

og1402_1

Elzinga P, Poelmans J, Viaene S, et al (2010) Terrorist threat assessment with formal concept analysis. 

In: 2010 IEEE International Conference on Intelligence and Security Informatics. IEEE, Vancou-

ver, BC, Canada, pp 77–82. https:// doi. org/ 10. 1109/ ISI. 2010. 54847 73

Engel RS (2015) Police encounters with people with mental illness: use of force, injuries, and percep-

tions of dangerousness. Criminol Public Policy 14:247–251. https:// doi. org/ 10. 1111/ 1745- 9133. 

12146

Greenblatt R, Denison C, Wright B, Roger F, MacDiarmid M, Marks S, Treutlein J, Belonax T, Chen J, 

Duvenaud D, Khan A, Michael J, Mindermann S, Perez E, Petrini L, Uesato J, Kaplan J, Shlegeris 

B, Bowman SR, Hubinger E (2024) Alignment faking in large language models. arXiv preprint. 

https:// doi. org/ 10. 48550/ arXiv. 2412. 14093

Greer A, Sorge J, Sharpe K, Bear D, Macdonald S (2018) Police encounters and experiences among 

youths and adults who use drugs: qualitative and quantitative findings of a cross-sectional study in 

Victoria, British Columbia. Can J Crim Criminal Justice 60(4):478

Guetterman TC, Chang T, DeJonckheere M et al (2018) Augmenting qualitative text analysis with natu-

ral language processing: methodological study. J Med Internet Res 20:e231. https:// doi. org/ 10. 

2196/ jmir. 9702

Haleem MS, Han L, Harding PJ, Ellison M (2019) An Automated Text Mining Approach for Classify-

ing Mental-Ill Health Incidents from Police Incident Logs for Data-Driven Intelligence. 2019 IEEE 

International Conference on Systems, Man and Cybernetics (SMC). IEEE, Bari, Italy, pp 2279–

2284. https:// doi. org/ 10. 1109/ SMC. 2019. 89142 40

Halford E, Dixon A, Farrell G (2022) Anti-social behaviour in the coronavirus pandemic. Crime Sci 

11:6. https:// doi. org/ 10. 1186/ s40163- 022- 00168-x

Herring C (2019) Complaint-oriented policing: Regulating homelessness in public space. Am Sociol 

Rev 84:769–800. https:// doi. org/ 10. 1177/ 00031 22419 872671

Hochreiter S, Schmidhuber J (1997) Long short-term memory. Neural Comput 9:1735–1780. https:// doi. 

org/ 10. 1162/ neco. 1997.9. 8. 1735

Hodgkinson S, Dixon A, Halford E, Farrell G (2023) Domestic abuse in the Covid-19 pandemic: meas-

ures designed to overcome common limitations of trend measurement. Crime Sci 12:12. https:// doi. 

org/ 10. 1186/ s40163- 023- 00190-7

Home Affairs Select Committee, (2015a) Evidence submitted by the Association of Police and Crime 

Commissioners, Inquiry into Policing and Mental Health. https:// commi ttees. parli ament. uk/ writt 

enevi dence/ 50668/ html/

Home Affairs Select Committee, (2015b) Evidence submitted by National Mental Health Policing Port-

folio Business Area lead on behalf of all Police Forces, Inquiry into Policing and Mental Health, 

https:// commi ttees. parli ament. uk/ writt enevi dence/ 50659/ html/

Hughes D, Rayson P, Walkerdine J et al (2008) Supporting Law Enforcement in Digital Communities 

through Natural Language Analysis. In: Srihari SN, Franke K (eds) Computational Forensics. 

Springer, Berlin, Heidelberg, pp 122–134. https:// doi. org/ 10. 1007/ 978-3- 540- 85303-9_ 12

Johnsen S, Fitzpatrick S (2008) The use of enforcement to combat begging and street drinking in Eng-

land: a high risk strategy? Eur J Homelessness 2:191–204

Johnsen JW, Franke K (2019) The impact of preprocessing in natural language for open source intelligence 

and criminal investigation. 2019 IEEE International Conference on Big Data (Big Data). IEEE, Los 

Angeles, CA, USA, pp 4248–4254. https:// doi. org/ 10. 1109/ BigDa ta470 90. 2019. 90060 06

Kane E, Evans E, Mitsch J et  al (2018) Police interactions and interventions with suspects flagged as 

experiencing mental health problems. Crim Behav Ment Health 28:424–432. https:// doi. org/ 10. 

1002/ cbm. 2078

Karystianis G, Adily A, Schofield P et al (2018) Automatic extraction of mental health disorders from 

domestic violence police narratives: text mining study. J Med Internet Res 20:e11548. https:// doi. 

org/ 10. 2196/ 11548

https://assets.college.police.uk/s3fs-public/2021-02/public-health-approaches.pdf
https://doi.org/10.18653/v1/2021.nlp4posimpact-1.13
https://doi.org/10.1016/j.procs.2024.05.101
https://doi.org/10.48550/arXiv.2401.15170
https://doi.org/10.1207/s15516709cog1402_1
https://doi.org/10.1207/s15516709cog1402_1
https://doi.org/10.1109/ISI.2010.5484773
https://doi.org/10.1111/1745-9133.12146
https://doi.org/10.1111/1745-9133.12146
https://doi.org/10.48550/arXiv.2412.14093
https://doi.org/10.2196/jmir.9702
https://doi.org/10.2196/jmir.9702
https://doi.org/10.1109/SMC.2019.8914240
https://doi.org/10.1186/s40163-022-00168-x
https://doi.org/10.1177/0003122419872671
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1162/neco.1997.9.8.1735
https://doi.org/10.1186/s40163-023-00190-7
https://doi.org/10.1186/s40163-023-00190-7
https://committees.parliament.uk/writtenevidence/50668/html/
https://committees.parliament.uk/writtenevidence/50668/html/
https://committees.parliament.uk/writtenevidence/50659/html/
https://doi.org/10.1007/978-3-540-85303-9_12
https://doi.org/10.1109/BigData47090.2019.9006006
https://doi.org/10.1002/cbm.2078
https://doi.org/10.1002/cbm.2078
https://doi.org/10.2196/11548
https://doi.org/10.2196/11548


Journal of Quantitative Criminology 

Karystianis G, Adily A, Schofield PW et  al (2019) Automated analysis of domestic violence police 

reports to explore abuse types and victim injuries: text mining study. J Med Internet Res 21:e13067. 

https:// doi. org/ 10. 2196/ 13067

Karystianis G, Chowdhury N, Sheridan L et  al (2024) Text mining domestic violence police narra-

tives to identify behaviours linked to coercive control. Crime Sci 13:2. https:// doi. org/ 10. 1186/ 

s40163- 024- 00200-2

Ko SJ, Ford JD, Kassam-Adams N et al (2008) Creating trauma-informed systems: Child welfare, educa-

tion, first responders, health care, juvenile justice. Prof Psychol Res Pract 39:396–404. https:// doi. 

org/ 10. 1037/ 0735- 7028. 39.4. 396

Kojima T, Gu SS, Reid M, Matsuo Y, Iwasawa Y (2022) Large language models are zero-shot reasoners. 

Adv Neural Inf Process Syst 35:22199–22213

Kouyoumdjian FG, Wang R, Mejia-Lancheros C et al (2019) Interactions between Police and Persons Who 

Experience Homelessness and Mental Illness in Toronto, Canada: Findings from a Prospective Study. 

Can J Psychiatry 64:718–725. https:// doi. org/ 10. 1177/ 07067 43719 861386

Koziarski J, O’Connor C, Frederick T (2021) Policing mental health: The composition and perceived chal-

lenges of Co-response Teams and Crisis Intervention Teams in the Canadian context. Police Pract Res 

22:977–995. https:// doi. org/ 10. 1080/ 15614 263. 2020. 17866 89

Ku CH, Iriberri A, Leroy G (2008) Crime Information Extraction from Police and Witness Narrative 

Reports. 2008 IEEE Conference on Technologies for Homeland Security. IEEE, Waltham, MA, USA, 

pp 193–198. https:// doi. org/ 10. 1109/ THS. 2008. 45344 48

Kuang D, Brantingham PJ, Bertozzi AL (2017) Crime Topic Modeling Crime Sci 6:12. https:// doi. org/ 10. 

1186/ s40163- 017- 0074-0

Langton S, Bannister J, Ellison M et al (2021) Policing and mental ill-health: using big data to assess the 

scale and severity of, and the frontline resources committed to, mental ill-health-related calls-for-ser-

vice. Polic J Policy Pract 15:1963–1976. https:// doi. org/ 10. 1093/ police/ paab0 35

Leeper TJ (2024) margins: Marginal effects for model objects

Livingston JD (2016) Contact between police and people with mental disorders: a review of rates. Psychiatr 

Serv 67:850–857. https:// doi. org/ 10. 1176/ appi. ps. 20150 0312

LwinTun Z, Birks D (2023) Supporting crime script analyses of scams with natural language processing. 

Crime Sci 12:1. https:// doi. org/ 10. 1186/ s40163- 022- 00177-w

Madsen A, Chandar S, Reddy S (2024) Are self-explanations from Large Language Models faithful? Find-

ings of the Association for Computational Linguistics ACL 2024. Association for Computational Lin-

guistics, Bangkok Thailand and virtual meeting, pp 295–337. https:// doi. org/ 10. 18653/ v1/ 2024. findi 

ngs- acl. 19

Mishra S, Khashabi D, Baral C, Hajishirzi H (2022) Cross-Task Generalization via Natural Language 

Crowdsourcing Instructions. arXiv preprint. https:// doi. org/ 10. 48550/ arXiv. 2104. 08773

Naveed H, Khan AU, Qiu S, Saqib M, Anwars, Usman M, Akhtar N, Barnes N, Mian A (2023) A compre-

hensive overview of large language models. arXiv preprint. arXiv: 2307. 06435

Nisbett RE, Wilson TD (1977) Telling more than we can know: Verbal reports on mental processes. Psychol 

Rev 84(3):231

O’Connor C, Joffe H (2020) Intercoder reliability in qualitative research: debates and practical guidelines. 

Int J Qual Methods 19:1609406919899220. https:// doi. org/ 10. 1177/ 16094 06919 899220

Osorio J, Beltran A (2020) Enhancing the Detection of Criminal Organizations in Mexico using ML and 

NLP. 2020 International Joint Conference on Neural Networks (IJCNN). IEEE, Glasgow, United King-

dom, pp 1–7. https:// doi. org/ 10. 1109/ IJCNN 48605. 2020. 92070 39

Poelmans J, Elzinga P, Viaene S, Dedene G (2011) Formally analysing the concepts of domestic violence. 

Expert Syst Appl 38:3116–3130. https:// doi. org/ 10. 1016/j. eswa. 2010. 08. 103

Puczyńska J, Podhajski M, Wojtasik K, Michalak TP (2024) Large language models in jihadist terror-

ism and crimes. Terrorism-studies, Analyses, Prevention 5:351–379. https:// doi. org/ 10. 4467/ 27204 

383TER. 24. 012. 19400

R Core Team (2024) R: A Language and Environment for Statistical Computing. R Foundation for Statisti-

cal Computing, Vienna, Austria. https:// www.R- proje ct. org/

Radford A, Wu J, Child R, Luan D, Amodei D, Sutskever I (2019) Language models are unsupervised mul-

titask learners. OpenAI Blog 1(8):9

Robinson T (2019) No right to rest: Police enforcement patterns and quality of life consequences of the 

criminalization of homelessness. Urban Affairs Review 55(1):41–73. https:// doi. org/ 10. 1177/ 10780 

87417 690833

Srivastava A, Rastogi A, Rao A et al (2023) Beyond the imitation game: quantifying and extrapolating the 

capabilities of language models. Trans Mach Learn Res 5:1–95. https:// doi. org/ 10. 48550/ arXiv. 2206. 

04615

https://doi.org/10.2196/13067
https://doi.org/10.1186/s40163-024-00200-2
https://doi.org/10.1186/s40163-024-00200-2
https://doi.org/10.1037/0735-7028.39.4.396
https://doi.org/10.1037/0735-7028.39.4.396
https://doi.org/10.1177/0706743719861386
https://doi.org/10.1080/15614263.2020.1786689
https://doi.org/10.1109/THS.2008.4534448
https://doi.org/10.1186/s40163-017-0074-0
https://doi.org/10.1186/s40163-017-0074-0
https://doi.org/10.1093/police/paab035
https://doi.org/10.1176/appi.ps.201500312
https://doi.org/10.1186/s40163-022-00177-w
https://doi.org/10.18653/v1/2024.findings-acl.19
https://doi.org/10.18653/v1/2024.findings-acl.19
https://doi.org/10.48550/arXiv.2104.08773
http://arxiv.org/abs/2307.06435
https://doi.org/10.1177/1609406919899220
https://doi.org/10.1109/IJCNN48605.2020.9207039
https://doi.org/10.1016/j.eswa.2010.08.103
https://doi.org/10.4467/27204383TER.24.012.19400
https://doi.org/10.4467/27204383TER.24.012.19400
https://www.R-project.org/
https://doi.org/10.1177/1078087417690833
https://doi.org/10.1177/1078087417690833
https://doi.org/10.48550/arXiv.2206.04615
https://doi.org/10.48550/arXiv.2206.04615


 Journal of Quantitative Criminology

Tai RH, Bentley LR, Xia X et al (2024) An examination of the use of large language models to aid analy-

sis of textual data. Int J Qual Methods 23:16094069241231168. https:// doi. org/ 10. 1177/ 16094 06924 

12311 68

Van Dijk AJ, Herrington V, Crofts N et  al (2019) Law enforcement and public health: recognition and 

enhancement of joined-up solutions. The Lancet 393:287–294. https:// doi. org/ 10. 1016/ S0140- 

6736(18) 32839-3

Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, Kaiser L, Polosukhin I (2017) Atten-

tion is all you need. Adv Neural Inf Process Syst 30

Wei J, Wang X, Schuurmans D, Bosma M, Xia F, Chi E, Zhou D (2022) Chain-of-thought prompting elicits 

reasoning in large language models. Adv Neural Inform Process Syst 35:24824–24837

White J, Fu Q, Hays S, Sandborn M, Olea C, Glibert H, Elnashar A, Spencer-Smith J, Schmidt DC (2023) A 

prompt pattern catalog to enhance prompt engineering with ChatGPT. arXiv preprint. https:// doi. org/ 

10. 48550/ arXiv. 2302. 11382

Winkelman TNA, Chang VW, Binswanger IA (2018) Health, polysubstance use, and criminal justice 

involvement among adults with varying levels of opioid use. JAMA Netw Open 1:e180558. https:// doi. 

org/ 10. 1001/ jaman etwor kopen. 2018. 0558

Wittmann L, Jörns-Presentati A, Groen G (2021) How do police officers experience interactions with people 

with mental illness? J Police Crim Psych 36:220–226. https:// doi. org/ 10. 1007/ s11896- 020- 09398-8

Wood JD, Watson AC (2017) Improving police interventions during mental health-related encounters: past, 

present and future. Polic Soc 27:289–299. https:// doi. org/ 10. 1080/ 10439 463. 2016. 12197 34

Wood JD, Watson AC, Barber C (2021) What can we expect of police in the face of deficient mental health 

systems? Qualitative insights from Chicago police officers. J Psychiatr Ment Health Nurs 28:28–42. 

https:// doi. org/ 10. 1111/ jpm. 12691

Xiao Z, Yuan X, Liao QV, Abdelghani R, Oudeyer PY (2023) Supporting qualitative analysis with large 

language models: combining codebook with gpt-3 for deductive coding. In: Companion proceedings 

of the 28th international conference on intelligent user interfaces. pp 75–78. https:// doi. org/ 10. 1145/ 

35817 54. 35841 36

Zhang A, Balles JA, Nyland JE, Nguyen TH, White VM, Zgierska AE (2022) The relationship between 

police contacts for drug use-related crime and future arrests, incarceration, and overdoses: a retrospec-

tive observational study highlighting the need to break the vicious cycle. Harm Reduct J 19:67. https:// 

doi. org/ 10. 1186/ s12954- 022- 00652-2

Zhang S, Dong L, Li X, et al (2024) Instruction Tuning for Large Language Models: A Survey. arXiv pre-

print. https:// doi. org/ 10. 48550/ arXiv. 2308. 10792

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 

institutional affiliations.

https://doi.org/10.1177/16094069241231168
https://doi.org/10.1177/16094069241231168
https://doi.org/10.1016/S0140-6736(18)32839-3
https://doi.org/10.1016/S0140-6736(18)32839-3
https://doi.org/10.48550/arXiv.2302.11382
https://doi.org/10.48550/arXiv.2302.11382
https://doi.org/10.1001/jamanetworkopen.2018.0558
https://doi.org/10.1001/jamanetworkopen.2018.0558
https://doi.org/10.1007/s11896-020-09398-8
https://doi.org/10.1080/10439463.2016.1219734
https://doi.org/10.1111/jpm.12691
https://doi.org/10.1145/3581754.3584136
https://doi.org/10.1145/3581754.3584136
https://doi.org/10.1186/s12954-022-00652-2
https://doi.org/10.1186/s12954-022-00652-2
https://doi.org/10.48550/arXiv.2308.10792

	Using Instruction-Tuned Large Language Models to Identify Indicators of Vulnerability in Police Incident Narratives
	Abstract
	Objectives 
	Methods 
	Results 
	Conclusions 

	Introduction
	The Development of Instruction Tuned Large Language Models
	Related Work

	Our Approach
	Dataset
	Codebook Development
	Prompt Development
	Codebook Prompt
	Custom Prompt

	LLMs
	Label Variability
	Evaluation Dataset
	Reproducibility Materials

	Analysis & Results
	LLM Consensus vs Humans
	Error Analysis
	Precision, Recall, and F1 Score
	Confusion Matrices

	Label Variability
	Label Entropy
	Model Consensus and Human Alignment

	Qualitative Insights
	Counterfactual Analyses
	Counterfactual Results:


	Discussion
	Practical Implications: Benefits and Limitations
	Limitations and Recommendations for Future Work
	Label Ambiguity
	Custom Prompt Development
	Practical Limitations
	Model Advancement


	Appendix A: Codebook Definitions
	Appendix B: Prompts
	B.1 Codebook prompt template
	B.2 Parsing failure prompt
	B.3 Custom prompt template
	B.4 Mental ill health evidence
	B.5 Substance Misuse Evidence
	 B.6 Alcohol Dependence Evidence
	B.7 Homelessness Evidence

	Appendix C: Label Distributions in Model Outputs
	References


