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Abstract. In clinical scenarios, radiologists analyse multiple chest X-
ray (CXR) images from various view positions to identify diseases and
abnormalities. To replicate the diagnostic approach of experienced ra-
diologists, we propose an encoder-decoder-based CXR report generation
architecture, KCLVA, which leverages the Uniőed Medical Language Sys-
tem (UMLS) to extract view-speciőc information from diagnostic reports,
focusing on posteroanterior, anteroposterior, and lateral views. This ex-
tracted information facilitates view-speciőc attention (VA) mechanisms
and is subsequently used to construct a similarity matrix that enables
many-to-many contrastive learning. In the encoder, we employ a knowl-
edge distillation architecture to guide the learning of the student model
by freezing the teacher model. Within the student text encoder, the VA
mechanism is utilised to automatically assign higher weights to tokens
corresponding to a speciőc view in diagnostic reports based on the view
position of the CXR, while assigning lower weights to other tokens. The
image and text features are then integrated using contrastive learning.
In the decoder, a transformer-based backbone architecture is employed
to decode the encoder output and generate a medical diagnosis report.
This strategy leverages UMLS to extract view-speciőc information, em-
ploys VA to adjust token weights, and utilises many-to-many contrastive
learning through a weighted contrastive loss. Together, these compo-
nents enable our model to closely simulate the diagnostic process of
professional radiologists. Consequently, our method achieves signiőcant
improvements of 0.185 on METEOR and 0.078 on ROUGE compared to
previous approaches.

Keywords: Chest X-ray Report Generation · Contrastive Learning ·
Knowledge Distillation · Uniőed Medical Language System · View-speciőc
Attention

1 Introduction

Chest X-ray (CXR) images are extensively utilised in medical practice, with ap-
proximately 500,000 images requested by physicians annually in the Netherlands
alone [29]. While CXR images effectively reflect chest conditions, physicians re-
quire substantial expertise to accurately identify abnormalities and produce di-
agnostic reports. To alleviate this burden on physicians, automated radiology
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report generation systems aim to generate reports directly from radiographs.
Current research primarily focuses on multimodal learning approaches, includ-
ing contrastive learning [13, 16, 26, 36, 40], multi-view CXR images fusion [10, 12,
37, 42, 22], and knowledge enhancement strategies [5, 17, 24, 41].

In clinical practice, as abnormalities often occupy only a small portion of
each radiograph, physicians must systematically analyse multi-view CXR im-
ages—including posteroanterior (PA), anteroposterior (AP), and lateral (LTA)
views—to develop effective treatment plans. Our proposed KCLVA model em-
ulates this approach through an encoder-decoder architecture designed to learn
from paired view-specific reports and radiographs.

Each sample in standard CXR datasets, such as IU-Xray [8] and MIMIC-
CXR [11], typically contains one report associated with multiple CXR images
from different view, each conveying distinct information. However, the report
for each sample provides a comprehensive summary of multiple images, without
assigning individual diagnoses to each image. To address this limitation, we
extract view-specific medical terms from reports prior to training and align them
with corresponding radiographs using view-specific attention (VA). These terms
are then utilised to construct a similarity matrix via text similarity calculations.

Given the specialised nature of medical terminology, we incorporate the Uni-
fied Medical Language System (UMLS) [4] to enhance both the quantity and
accuracy of extracted medical terms. Our model employs knowledge distillation
to learn from pre-trained clinical encoders, with the VA automatically assigning
higher weights to view-specific terms in reports. To address the many-to-many
relationship between images and reports in CXR datasets [33], we utilise many-
to-many contrastive learning for modality fusion. Our contributions include:

– We are the first to propose a novel architecture that utilises the Unified
Medical Language System to extract medical terms from original reports as
view-specific guided terms, leveraging these terms to construct a similarity
matrix. This architecture can be applied to other datasets with multi-view
X-ray images, provided that each patient is associated with a single report.

– We are the first to introduce the view-specific attention mechanism, which
directs the model to assign weights to words based on extracted medical
terms in diagnostic reports. This novel approach enables models to learn
more effectively by emphasising view-specific terms in diagnostic reports.

– We propose a many-to-many contrastive learning objective function, weighted
contrastive loss, which consists of structured matched loss and soft con-
trastive loss. As demonstrated by our experiments, the many-to-many con-
trastive learning approach enhances model performance effectively.

2 Related Work

Multi-view Chest X-ray report generation Multi-view CXR report gener-
ation has emerged as a significant research area with promising results. Zhu &
Feng [42] introduced MVC-Net, which employs separate networks for different
radiograph views and an additional network for feature fusion. However, their
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model could not adaptively adjust to the varying importance of pathologies
across views. Rubin et al. [27] trained separate CNN models for different view
positions but achieved limited success. Yang et al. [37] proposed a multi-view
encoder for AP and LTA X-rays that leveraged complementary information but
focused solely on image-level fusion.

While these approaches have advanced multi-view CXR analysis, they pri-
marily emphasise image-level fusion without addressing text-level alignment be-
tween images and reports. The critical connection between specific views and
their corresponding textual descriptions remains largely unexplored.

Chest X-ray report generation with contrastive learning Since CLIP
[26] demonstrated the effectiveness of contrastive learning for multi-modal tasks,
this approach has become central to CXR report generation. Yan et al. [36]
developed a weakly supervised contrastive loss that identified and weighted hard
negative samples. Yang et al. [38] proposed triplet sample construction with
double contrast learning across modalities. Liu et al. [16] introduced aggregate
and differential attention mechanisms to extract distinguishing information by
contrasting input images with normal ones.

While these approaches show promise, they primarily address one-to-one or
one-to-many relationships between images and text. However, they fail to capture
the many-to-many relationships inherent in CXR images and reports.

Chest X-ray report generation with knowledge enhancement The spe-
cialised nature of medical diagnosis has made knowledge enhancement highly
effective for CXR report generation. Liu et al. [17] integrated multiple knowl-
edge sources and developed Case-Based and Disease-Based Retrieval mecha-
nisms. Prabhakar et al. [24] were the first to employ UMLS for zero-shot CXR
classification. Zhang et al. [41] extracted medical entities using heuristic rules,
RadGraph, and ChatGPT to guide visual representation learning.

Despite these advancements, existing approaches have not fully utilised es-
tablished medical knowledge bases, either relying on limited knowledge sources
or applying comprehensive bases to more narrowly defined tasks than report
generation.

3 Method

We present the technical details of KCLVA, following the workflow illustrated
in Fig. 1. KCLVA consists of the following components: (1) a medical view-
specific term extractor that identifies view-specific medical terms and constructs
a similarity matrix, (2) view-specific attention, which assigns weights to words
based on the extracted view-specific terms of each radiograph, (3) vision and
text encoders, comprising both student and teacher encoders, (4) a decoder that
integrates image and text features to generate captions for each radiograph, and
(5) objective functions employed to optimise the model. The architectural details
are illustrated in Fig. 1b.
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(b) An overview of KCLVA detailed architecture.

Fig. 1. The proposed KCLVA architecture consists of: (a) an overview of the KCLVA
workŕow and (b) the detailed KCLVA architecture. This multi-modal architecture em-
ploys a dual-encoder structure comprising frozen teacher encoders and trainable student
encoders for both textual and visual pathways. The medical view-speciőc terms extrac-
tor identiőes medical terms from input reports and constructs a similarity matrix. The
architecture leverages multiple loss functions: text knowledge distillation loss (TKDL)
and image knowledge distillation loss (IKDL) to transfer knowledge from teacher to stu-
dent models, weighted contrastive loss (WCL) to establish many-to-many relationships
between radiographs and reports, and caption loss (CL) to optimise report generation.
The decoder employs a fusion layer (2x cross-modal transformer layers) to amalgamate
these multi-modal representations, which are subsequently processed by 4x transformer
decoder layers [30] to generate comprehensive medical reports that maintain clinical
accuracy while capturing relevant visual őndings.
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3.1 Medical View-specific Terms Extractor

Medical View-specific Terms Extraction The proposed medical view-specific
terms extractor module employs a multi-layered approach to extract view-specific
medical terms from radiology reports, enabling precise alignment between CXR
images and their corresponding textual descriptions. This component is essen-
tial to the KCLVA architecture, as it establishes the foundation for view-specific
attention (VA) and many-to-many contrastive learning.

Our extraction methodology integrates natural language processing (NLP)
with specialised medical knowledge to identify terms relevant to different radio-
graphic views. The extraction process follows a comprehensive pipeline:

(1) Text Preprocessing: The module begins with text preprocessing to normalise
the input, including case conversion, removal of redundant spaces, and cor-
rection of common abbreviations and spelling variations. This step enhances
the accuracy of subsequent NLP tasks.

(2) Term Identification: A medical-domain-specific spaCy model (en_core_s-
ci_scibert [19]), enhanced with custom term rules, is used to identify basic
medical terms . Dependency syntax analysis is then applied to extract com-
plete medical phrases, capturing relationships between anatomical structures
and their associated findings.

(3) Pattern Matching: Regular expression pattern matching is employed to iden-
tify standardised medical expressions and complex medical phrases specific
to chest radiology, such as cardiomediastinal descriptions.

(4) Negation Context Analysis: Specialised processors handle the nuanced na-
ture of medical language by accurately identifying and representing negated
findings (e.g., “no pleural effusion”). Status descriptions of anatomical struc-
tures and complex negation structures (e.g., “no X, Y, or Z”) are also pro-
cessed to ensure comprehensive term capture.

(5) Integration with Unified Medical Language System: A critical feature of the
extractor is its integration with the UMLS knowledge base, which provides
external medical knowledge for term validation and classification. UMLS en-
ables the verification of extracted terms’ medical relevance, expansion of ter-
minology through related concepts, classification of terms based on semantic
types, and view-specific filtering to identify terms particularly relevant to
AP, PA, or LTA views.

Similarity Matrix Construction After extraction, post-processing steps such
as term normalisation, deduplication, conflict resolution, and filtering are per-
formed to ensure that the extracted terms accurately represent radiographic
findings. The extracted view-specific medical terms are subsequently utilised to
construct a similarity matrix that quantifies the relationships between different
radiographs and their textual descriptions.

The extracted medical terms are mapped to their corresponding UMLS Con-
cept Unique Identifiers (CUIs) by considering semantic types, source vocabular-
ies, and context-aware similarity calculations to ensure precise term matching.
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Using the mapped CUIs, semantic similarity between terms is computed by ac-
counting for direct relationships such as synonyms, parent-child, and sibling rela-
tionships within the UMLS semantic type hierarchy. Furthermore, adjustments
are applied to account for negation contexts and term types. The similarity
scores are then used to construct a matrix where rows and columns represent
terms from different CXR views. The matrix values reflect the degree of semantic
similarity between each pair of terms, as represented by the following equation:

Similarity Matrix =







sim(e11, e12) · · · sim(e11, e1n)
...

. . .
...

sim(em1, e12) · · · sim(e1m, e1n)






(1)

where, eij represents the j-th term from the i-th CXR view, and sim(eij , ekl)
denotes the semantic similarity between term eij and term ekl.

The similarity matrix is further refined by applying view-specific filtering,
ensuring that only terms relevant to the specific CXR view are considered in the
similarity calculations. This refinement enhances the alignment between CXR
images and their associated textual descriptions.

This approach addresses a fundamental challenge in CXR datasets, where
multiple images from different views are frequently associated with a single re-
port. By extracting view-specific medical terms, fine-grained connections are
established between individual radiographs and their corresponding textual de-
scriptions, enabling more precise image-text alignment. The similarity matrix
derived from these extracted terms serves as the foundation of our many-to-
many contrastive learning approach, facilitating the identification of potential
positive samples and the definition of appropriate margins for negative samples.

3.2 View-specific Attention

The View-specific Attention (VA) within the KCLVA architecture is designed
to dynamically allocate attention weights to medical terms in radiology reports
based on their relevance to specific CXR views. This mechanism is essential for
improving the alignment between images and textual descriptions by focusing
on view-specific information while simultaneously considering the global context
of the report.

The first step involves tokenisation and position tracking. The module to-
kenises the reports and medical terms, tracking token positions to ensure ac-
curate attention distribution. Let T represent the set of all tokens in the re-
port, and S denote the set of view-specific medical terms: T = {t1, t2, . . . , tn},
S = {s1, s2, . . . , sm}, where n is the total number of tokens, and m is the number
of medical terms.

The next step is the computation of attention weights. A relevance mask is
calculated for each token ti in the report, assigning higher weights to tokens
within medical terms that correlate with the current CXR view. Tokens outside
these terms receive lower but non-zero weights, enabling the model to capture
the global context:
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Relevance Mask(ti) =

{

1.0, if ti ∈ Sview-specific

λ, otherwise
(2)

where λ is a learnable parameter representing the base weight for tokens outside
the view-specific sentences.

Terms identified as medically significant (e.g., derived from UMLS) are as-
signed an additional weight boost to emphasise their importance:

Medical Term Weight(ti) = µ× Relevance Mask(ti) (3)

where µ is a learnable parameter that enhances the weight of medical terms.
The module computes self-attention scores among tokens, adjusting these

scores based on the relevance masks and medical term weights:

A = softmax

(

QKT

√
dk

⊙M

)

(4)

where, Q, K, and V are the query, key, and value matrices derived from the
input tokens, dk is the dimension of the key vectors, and M is the matrix of
attention weights derived from the relevance mask:

M = diag(Relevance Mask(t1), . . . ,Relevance Mask(tn)) (5)

The attention weights are then applied to the value matrix:

Attention(Q,K, V ) = AV (6)

3.3 Vision and Text Encoder

The proposed KCLVA architecture comprises a student image encoder, a student
text encoder, a teacher image encoder, and a teacher text encoder.

Vision Encoder The vision encoder in KCLVA employs a dual-architecture ar-
chitecture comprising teacher and student image encoders to facilitate efficient
knowledge transfer in radiographic image processing. The encoder first trans-
forms input images I ∈ RB×C×W×H through the teacher or student encoder
preprocessor Epre to obtain V0. Subsequently, the images are encoded using the
teacher or student vision encoder Eimg to produce CLSV and PV . To leverage
both global and local information, we implement an attention refinement mech-
anism EAtt, which combines the CLS token (global representation) and patch
tokens (local features) to generate V1. Finally, a projection head maps the refined
embeddings into a normalised embedding space to produce V :

V0 = Epre(I) (7)

CLSV , PV = Eimg(V0) (8)

V1 = EAtt(CLSV , PV ) (9)

V = fpv(V1) (10)
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where, CLSV ∈ RB×1×dhidden and PV ∈ RB×(N−1)×dhidden , while fpv denotes
the projection head.

Text Encoder The Text Encoder in KCLVA employs a dual-architecture archi-
tecture comprising teacher and student text encoders. It is further enhanced by
a VA mechanism to optimise the representation of radiological reports. The en-
coder processes input text tokens T0 ∈ RB×L with an attention mask M ∈ RB×L

through the following sequential pipeline:

T1 = Etext(T0,M) (11)

CLST , PT = EV A(T1) (12)

T = fpt(PT ) (13)

where, Etext represents either the teacher or student text encoder, produc-
ing hidden representations T1 ∈ RB×L×dhidden . EV A denotes the VA module,
PT ∈ RB×dhidden represents the weighted average representation, and CLST ∈
RB×dhidden corresponds to the CLS token representation. fpt denotes the pro-
jection head.

3.4 Decoder

The Decoder in KCLVA employs a transformer-based architecture to generate
radiological reports and align visual and textual representations. The decoder
module processes the encoded features and generates text in an autoregressive
manner:

L = D(V, T, Tin,M, α1) (14)

where, D denotes the decoder function, T is normalised text embeddings,Tin

represents the input token IDs, M is the attention mask, α1 is the training
phase parameter, and L corresponds to the output logits.

3.5 Objective Functions

Weighted Contrastive Loss The weighted contrastive loss (WCL) in KCLVA
is designed to address the many-to-many relationships inherent in medical image-
text pairs. Unlike conventional contrastive learning, which treats each image-
text pair as strictly positive or negative, our approach integrates a structured
matching loss and a soft contrastive loss to more effectively capture the nuanced
relationships between radiological images and reports.

The structured matching loss measures the alignment between normalised
prediction logits and the ground truth similarity matrix:

Lstr =
1

B2

B
∑

i=1

B
∑

j=1

wij ·
(

σ(4 · Vi · TT
j − Sij · γ1 − δij · (1− γ1))

)2
(15)

where, B is the batch size, Vi and Tj are normalised image and text embeddings,
σ is the sigmoid function, Sij is the similarity matrix value, γ1 is a reliability
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factor, δij is the Kronecker delta function (1 for i = j, 0 otherwise), and wij are
dynamic weights with enhanced diagonal values based on similarity:

wij =

{

1 + λdiag · Sii, if i = j

1, otherwise
(16)

The soft contrastive loss extends traditional contrastive learning to handle
many-to-many relationships:

Lsoft =
1

2B
(Li2t + Lt2i) (17)

where, Li2t and Lt2i represent the image-to-text and text-to-image directional
losses:

Li2t = α1 · Lpos
i2t + β1 · Lneg

i2t (18)

Lt2i = α1 · Lpos
t2i + β1 · Lneg

t2i (19)

The positive and negative components are defined as:

L
pos
i2t =

B
∑

i=1

1

n
pos
i

B
∑

j=1

−
(Vi · TT

j )

Tempi

· 1[Sij > θ] (20)

L
neg
i2t =

B
∑

i=1

1

n
neg
i

B
∑

j=1

max

(

0,
(Vi · TT

j )

Tempi

+mij

)

· 1[Sij < θ] (21)

where, θ is the similarity threshold, npos
i and n

neg
i are the number of positive

and negative samples for the i-th image, Tempi is an adaptive temperature
parameter, and mij is a dynamic margin:

mij = mbase + γ1 · (1− Sij) · 1[Sij < θ] (22)

The adaptive temperature Tempi is computed based on the contrast between
positive and negative similarities:

Tempi = Tempbase · (1− 0.3 ·max(0, Spos
i − S

neg
i )) (23)

where, Spos
i and S

neg
i are the mean similarities of positive and negative samples

for the i-th image, Tempbase is the initial temperature parameter.

The overall weighted contrastive loss is formulated as:

LWCL
total = α2 · Lstr + β2 · Lsoft (24)

where, α2 and β2 are dynamic weights that adjust based on training progress,
with α2 decreasing from 0.6 to 0.2 and β2 increasing from 0.4 to 0.8 as training
progresses.
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Knowledge Distillation Loss Our knowledge distillation architecture employs
a comprehensive loss function to facilitate effective knowledge transfer while pre-
serving the semantic relationships essential for medical image-text alignment.
The architecture combines cosine similarity loss, Kullback-Leibler (KL) diver-
gence loss, and mean squared error (MSE) loss.

The cosine similarity loss preserves the directional alignment between student
and teacher embeddings:

Lcos
mod =

1

B

B
∑

i=1

(

1− cos
(

ẑ
(mod,S)
i , ẑ

(mod,T )
i

))

(25)

where, ẑi represents the normalised feature vectors. S and T seperately repre-
sents student vectors and teacher vertors.

The KL divergence loss ensures that the student model learns the distribu-
tional characteristics of the teacher embeddings:

LKL
mod = τ2 ·DKL

(

pτ

(

z(mod,S)
)

∥pτ
(

z(mod,T )
))

(26)

where, τ is the temperature parameter (default: 2.0), and pτ represents the
softmax-normalised feature distributions.

Additionally, the MSE loss is computed between raw feature vectors to cap-
ture absolute differences:

LMSE
mod =

1

BD

B
∑

i=1

∥

∥

∥
ẑ
(mod,S)
i − ẑ

(mod,T )
i

∥

∥

∥

2

2
(27)

The overall knowledge distillation loss is formulated as:

LKD
total = α3 · LMSE

mod + β3 · LKL
mod + γ3 · Lcos

mod (28)

where, α3, β3 and γ3 are weighted parameters (0.33, 0.33, 0.34).

Caption Loss The caption loss in the proposed KCLVA is designed to optimise
the generation of radiological reports by training the decoder to predict the
next token in the sequence, given the preceding tokens and the aligned image-
text features. This loss is computed using teacher forcing and a cross-entropy
objective. The caption loss is defined as:

Lcaption = − 1

N

N
∑

i=1

T
∑

t=1

mi,t · log p
(

yi,t | yi,<t, z
img
i , ztxti

)

(29)

where, N is the batch size, T is the sequence length, yi,t is the ground truth

token at position t for sample i, log p
(

yi,t | yi,<t, z
img
i , ztxti

)

is the predicted

probability of the token yi,t conditioned on all previous tokens yi,<t, the image

features zimg
i , and the text features ztxti . Additionally, mi,t is the attention mask

value, which is 1 if the token is valid and 0 if it is padding.
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To implement teacher forcing, the predicted logits are shifted by one position
relative to the ground truth labels. Specifically:

logitsi,t = decoder
(

yi,<t, z
img
i , ztxti

)

(30)

Here, the predicted logits are shifted to exclude the last token:

yi,t = labelsi,t+1 (31)

Similarly, the ground truth labels are shifted to exclude the first token.

Total Loss Total loss is the combination of caption loss, knowledge distillation
loss and caption loss:

Ltotal = α4 · LKD
total + β4 · LWCL

total + γ4 · Lcaption (32)

where, α4, β4 and γ4 are weighted parameters (0.5, 0.5, 1.0).

4 Experiment

4.1 Dataset

In our experiments, we utilised the widely used benchmark dataset, Indiana Uni-
versity Chest X-ray Collection (IU-Xray), for evaluation. The IU-Xray dataset
comprises 7,470 chest X-ray images and 3,955 radiology reports. Each report is
divided into three sections: ‘Indication’, ‘Findings’, and ‘Impression’.

The ‘Indication’ section details symptoms (e.g., hypoxia) or reasons for the
examination (e.g., age); the ‘Findings’ section lists radiological observations;
and the ‘Impression’ section outlines the final diagnosis. Ideally, a system should
generate the ‘Findings’ and ‘Impression’ sections, potentially linking them to
provide a cohesive diagnostic report. Following previous work [1, 7, 6, 9, 15, 25,
32, 35, 39], we split the dataset into training, validation, and test sets in a 7:1:2
ratio to ensure a fair comparison.

4.2 Experimental Settings

Data Preprocessing Our data preprocessing primarily focuses on text prepro-
cessing, while image preprocessing is managed by the processors of pre-trained
image encoders. Specifically, images are resized to 224×224 pixels to standardise
input dimensions.

The text preprocessing pipeline for medical reports consists of several sequen-
tial steps designed to standardise and normalise the textual data while preserving
critical medical information. First, the system employs a comprehensive medical
abbreviation dictionary to expand common medical acronyms and abbreviations
(e.g., “ct”, “copd”, “ecg”) into their complete forms. Simultaneously, it ensures that
the capitalisation of specific medical terms (e.g., “COVID”, “COPD”) is retained.
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Next, the preprocessing workflow applies a series of text cleaning operations.
These include the removal of non-medical punctuation using regex patterns, elim-
ination of redundant characters, and normalisation of whitespace and punctua-
tion marks. Privacy-related placeholders (e.g., “XXXX”) are systematically re-
moved to ensure compliance with data privacy regulations. Additionally, the text
undergoes case normalisation while preserving the integrity of domain-specific
terminology. Finally, the process concludes with sentence-level formatting to en-
sure proper punctuation and maintain semantic coherence.

Implementation Details For the student encoder, we use “vit-base-patch16-
224-in21k” [34] as the image encoder and “distilbert-base-uncased” [28] as the
text encoder. For the teacher encoder, we select “rad-dino” [23] as the image
encoder and “Bio_ClinicalBERT” [2] as the text encoder. The teacher encoder
remains frozen during training.

The view-specific attention mechanism is based on multi-head attention, con-
sisting of a single layer with four heads. The output of the student image encoder
is processed using one multi-head attention layer, also configured with four heads.
For the decoder, we employ two cross-modal transformer layers to fuse the image
and text features, followed by four transformer decoder layers for decoding.

The training setup includes a learning rate of 1e-4 with cosine decay, a batch
size of 80, a contrastive learning temperature of 0.07, and a knowledge distillation
temperature of 2.0. The model is trained for 40 epochs, on the University of
Leeds HPC system Aire, using 1 NVIDIA L40S GPU for approximately 5 hours.
Additionally, we extract medical terms and construct the similarity matrix, on
the University of Leeds HPC system Aire, using 1 NVIDIA L40S GPU and
16×3G CPU cores, which takes approximately 5 hours.

Evaluation Metrics Following the standard evaluation paradigm, we employ
the widely-used metrics BLEU [21], METEOR [3], ROUGE-L [14], and CIDEr
[31] to assess the quality of generated diagnostic reports.

BLEU evaluates n-gram overlap between the generated and reference texts,
capturing precision at different granularities, which is critical for ensuring ac-
curate medical terminology. METEOR complements BLEU by accounting for
synonyms, stemming, and word order, providing a more nuanced evaluation of
linguistic variations common in medical reports. ROUGE-L emphasises recall by
focusing on the longest common subsequence, ensuring that the generated text
retains the essential content of the reference. CIDEr, designed for consensus-
based evaluation, measures the similarity of the generated text to multiple ref-
erences using TF-IDF weighting. This makes CIDEr particularly effective for
assessing the relevance and informativeness of medical reports.

4.3 Results and Discussion

Result The comparison results are presented in Table 1. Several baseline meth-
ods are complex and, in some cases, not open source. Due to limitations in time
and computational resources, we were unable to perform multiple runs for these
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baselines. Therefore, our comparisons are based on single-run results. Our pro-
posed KCLVA architecture demonstrates superior performance across several
evaluation metrics. Specifically, KCLVA achieves the highest BLEU-1 (0.511),
BLEU-2 (0.345), BLEU-3 (0.246), METEOR (0.432), and ROUGE-L (0.462)
scores, surpassing all other methods in these categories. These results under-
score the model’s ability to generate captions with improved semantic alignment
and greater phrase overlap with the ground truth, producing clinically meaning-
ful and coherent reports. Although KCLVA achieves competitive performance
on BLEU-4 (0.173), it is marginally lower than MRCL (0.180), indicating scope
for improvement in capturing finer-grained n-gram overlaps. Furthermore, the
CIDEr score of KCLVA (0.303) exceeds that of most methods but is lower than
METransformer (0.435) and AMLMA (0.381). This suggests that while KCLVA
excels in semantic and structural alignment, there is potential to further enhance
its ability to capture consensus information across multiple reference reports.

Table 1. Result of comparison on IU-Xray. Comparison results are from test set and
the best performance is indicated in bold. * indicates the results are quoted from their
published literatures.

Model BLUE-1 BLUE-2 BLUE-3 BLUE-4 METEOR ROUGE CIDEr

R2Gen∗[7] 0.470 0.304 0.219 0.165 0.187 0.371 -
R2GenCMN∗[?] 0.475 0.309 0.222 0.170 0.191 0.375 -
CMCL∗[15] 0.473 0.305 0.217 0.162 0.186 0.378 -
CDGPT2∗[1] 0.387 0.245 0.166 0.111 0.164 0.289 0.257
AlignTransformer∗[39] 0.484 0.313 0.225 0.173 0.204 0.379 -
Qin and Song∗[25] 0.494 0.321 0.235 0.109 0.201 0.384 -
AMLMA∗[9] 0.471 0.315 0.231 0.172 0.247 0.376 0.381
MRCL∗[35] 0.458 0.324 0.238 0.180 0.206 0.369 0.287
METransformer∗[32] 0.483 0.322 0.228 0.172 0.192 0.380 0.435
Ours(KCLVA) 0.511 0.345 0.246 0.173 0.432 0.462 0.303

Fig. 2 presents a comparison between the generated reports and the reference
reports. Two examples, including one AP view and one LTA view, are showcased.
Similar words between generated reports and reference reports are highlighted
in green text, demonstrating the system’s ability to generate clinically relevant
observations that align closely with the reference reports

Discussion Although our KCLVA model demonstrates promising performance
on standard metrics, several limitations remain. The reliability and scalability
of the knowledge base are critical—if the knowledge base is insufficient, accurate
extraction of medical terms becomes challenging and may introduce noise into
the training process. The model’s performance is closely tied to the quality of
UMLS term extraction, a process that is not only time-consuming—requiring up
to 5 hours for preprocessing on the IU-Xray dataset—but also prone to insta-
bility and inaccuracy, particularly in the absence of sufficient clinical guidance.
Additionally, the model may focus excessively on view-specific diagnoses while
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neglecting the global context. Furthermore, the model is constrained by long-tail
data distributions in the dataset, resulting in reduced accuracy when generat-
ing reports for rare or uncommon pathologies. In such cases, it often defaults
to descriptions associated with more prevalent conditions, reflecting a tendency
toward majority class bias when confronted with unusual presentations.

To address these challenges, future work could focus on enhancing the relia-
bility and scalability of the knowledge base, as well as improving medical term
extraction through closer collaboration with medical experts and optimizing both
UMLS search and similarity computation. Specifically, to mitigate the impact of
long-tail data distributions—such as the overrepresentation of normal conditions
like “no pleural effusions” and “lungs are clear” in the dataset compared to rarer
conditions—incorporating explicit medical knowledge graphs may enhance the
model’s reasoning about rare conditions. Such approaches could help balance
the training environment and improve the model’s ability to generate accurate
reports for both common and uncommon pathologies.

Generated Report: 

the lungs are clear. there is no 

focal airspace consolidation. no 

pleural effusion or pneumothorax. 

normal heart size and mediastinal 

contour. visualized osseous 

structures appear intact.

Reference Report:

lungs are clear. there is no 

pneumothorax or pleural effusion. 

the heart and mediastinum are 

within normal limits. bony 

structures are intact.

Generated Report: 

the heart, pulmonary and 

mediastinum are within normal 

limits. there is no pleural effusion or 

pneumothorax. there is mild 

degenerative changes of the spine. 

of the thoracic spine.

Reference Report:

no focal consolidation, suspicious 

pulmonary opacity, pneumothorax 

or definite pleural effusion. heart 

size and pulmonary vascularity 

within normal limits, visualized 

osseous structures appear intact.

Fig. 2. Two examples of the generated reports and their comparison with reference
reports for chest X-ray images. The őgure shows one anteroposterior case and one
lateral case, each containing a chest X-ray image with its corresponding AI-generated
report (top) and the radiologist’s reference report (bottom). The color coding (dark
green for generated reports and light green for reference reports) highlights the similar
words between the AI-generated report and the radiologists’ report.

4.4 Ablation Study

We conducted an ablation study to evaluate the effectiveness of VA and the WCL
by replacing the WCL with one-to-one Noise Contrastive Estimation (InfoNCE)
[20] loss and adding or removing the VA. Notably, the VA is always utilised in
conjunction with the UMLS-based term extractor. The extractor is not employed
when VA is omitted. In this study, each architecture is trained five times [18] to
validate the effect of the proposed WCL and VA, using the same split of training,
validation, and test datasets. The results are presented in Table 2.

The results demonstrate that the combination of WCL and VA achieves the
best performance across all metrics, with significant improvements in BLEU-4,
METEOR, ROUGE, and CIDEr scores, underscoring their complementary ben-
efits. When comparing WCL with InfoNCE, WCL+VA consistently outperforms
InfoNCE+VA across all evaluation criteria, reaffirming the advantages of WCL
in multimodal learning tasks. However, without VA integration, the performance
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gap between WCL and InfoNCE narrows, with WCL-VA showing only modest
improvements over InfoNCE-VA in most metrics. This suggests that the benefits
of WCL are amplified when paired with attention mechanisms.

Interestingly, InfoNCE-VA slightly outperforms InfoNCE+VA on several met-
rics (BLEU-1, BLEU-2, and METEOR), indicating potential challenges in inte-
grating InfoNCE with VA effectively. This highlights the importance of designing
loss functions tailored to structured attention mechanisms. In contrast, WCL
demonstrates consistent improvements when combined with VA, validating that
many-to-many relationship learning provides significant advantages over tradi-
tional one-to-one contrastive approaches in multimodal contexts. The results
further emphasize the robustness of WCL+VA in achieving best performance.

Table 2. Ablation Study Results. ł-VAž indicates that VA is not used, ł+VAž indicates
that VA is utilised, łInfoNCEž refers to replacing the WCL with InfoNCE, and łWCLž
denotes the use of the proposed WCL. The best performance is indicated in bold. Each
evaluation metrics is composed of łőve-time result average ± őve-time result standard
deviationž, representing the range of evaluation metrics.

Model BLUE-1 BLUE-2 BLUE-3 BLUE-4 METEOR ROUGE CIDEr

InfoNCE-VA 0.455 0.285 0.195 0.137 0.387 0.405 0.258
±0.024 ±0.017 ±0.013 ±0.011 ±0.019 ±0.003 ±0.021

InfoNCE+VA 0.460 0.286 0.196 0.138 0.392 0.406 0.244
±0.008 ±0.012 ±0.012 ±0.010 ±0.012 ±0.012 ±0.024

WCL-VA 0.462 0.288 0.196 0.139 0.398 0.401 0.268
±0.009 ±0.004 ±0.002 ±0.002 ±0.015 ±0.011 ±0.050

WCL+VA 0.487 0.315 0.219 0.153 0.418 0.429 0.278
±0.022 ±0.022 ±0.018 ±0.013 ±0.012 ±0.020 ±0.042

5 Conclusions

In this paper, we propose a novel encoder-decoder-based architecture, KCLVA,
for chest X-ray (CXR) report generation. By leveraging UMLS, view-specific
attention, and a weighted contrastive loss, our model effectively aligns multi-
view CXR images with their corresponding diagnostic reports. The proposed
architecture emulates the diagnostic process of radiologists by focusing on view-
specific features while preserving the global context. Experimental results on
the IU-Xray dataset demonstrate the effectiveness of the KCLVA architecture.
Nonetheless, KCLVA is constrained by the long-tail distribution and its reliance
on the medical knowledge base, as it is highly dependent on the time-consuming
process of term extraction and the construction of the similarity matrix. To
address these issues, we plan to construct a more scalable knowledge resource
and collaborate with radiologists to supervise preprocessing. Additionally, we
aim to optimize preprocessing to enhance scalability. For future work, we plan
to further assess the generalizability of our model by evaluating it on larger and
more diverse datasets, such as MIMIC-CXR.
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