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Abstract

Large-scale test collections play a crucial role in Information Re-

trieval (IR) research. However, according to the Cranfield paradigm

and the research into publicly available datasets, the existing in-

formation retrieval research studies are commonly developed on

small-scale datasets that rely on human assessors for relevance judg-

ments Ð a time-intensive and expensive process. Recent studies

have shown the strong capability of Large Language Models (LLMs)

in producing reliable relevance judgments with human accuracy

but at a greatly reduced cost. In this paper, to address the missing

large-scale ad-hoc document retrieval dataset, we extend the TREC

Deep Learning Track (DL) test collection via additional language

model synthetic labels to enable researchers to test and evaluate

their search systems at a large scale. Specifically, such a test collec-

tion includes more than 1,900 test queries from the previous years

of tracks. We compare system evaluation with past human labels

from past years and find that our synthetically created large-scale

test collection can lead to highly correlated system rankings.
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1 Introduction

Text retrieval approaches identify complete documents relevant

to a query. Relevance can be computed based on the similarity of
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the query and document as determined by comparing the query

to words and passages in documents [8]. Alternatively, due to the

likelihood of including non-relevant or redundant information in

a document and the efficiency of locating relevant information in

documents, passage retrieval has become a common research task

in information retrieval with the development of many passage

retrieval models [17]. Meanwhile, the introduction of effective pas-

sage retrieval solutions strongly ties to a well-rounded evaluation.

Many existing evaluation operations are commonly instructed by

the Cranfield paradigm [4] using a test collection to determine the

performance of an information retrieval system. A basic test col-

lection needs to comprise a large set of documents or passages, a

set of information needs in plain text, and the corresponding rele-

vance judgments for every document or passage when referring to

each information need. Many known and commonly investigated

test collections include MS MARCO [11], the collections released

by years of organisation of evaluation campaigns like TREC (e.g.,

TREC Deep Learning Tracks [5, 6]), and workshops or conferences

like CLEF and NTCIR.

However, even though there are many available test collections

[10], it has been a common concern in the information retrieval

community about the shortage of a large-scale test collection for

modelling the complex relationships between queries and docu-

ments and developing advanced passage and document ranking

approaches [7]. Indeed, usingMSMARCO as a typical test collection

example, it has over 1M of questions that can act as queries. How-

ever, for each query, only an average of 10 passages may contain the

answer to the query, leaving about 8.8M passages as non-relevant

[11]. Similarly, for the test collection of TREC Deep Learning (2023)

[6], even though it has richer labels about the query to passages in

different relevance levels (related, highly relevant, perfectly rele-

vant), we still observe a low number of queries (i.e, 82) for evalua-

tion, which has been the highest since the tracks from 2019. Hence,

it is difficult for a model to capture the complex relationships when

modelling the relevance of a query to a large passage corpus, espe-

cially in the initial ranking stage.

On the other hand, over recent years, the rapid advancement of

machine learning techniques, especially with the introduction of

large language models capable of promising natural language com-

prehension and generation ability, has greatly updated the research

development strategies in the information retrieval community.
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Table 1: SynDL dataset statistics

Data DL-19 DL-20 DL-21 DL-22 DL-23 SynDL

TREC (Judged) Queries 43 54 53 76 82 1,988

TREC (Initial) Queries 200 200 477 500 700 1,988

TREC Qrels 9,260 11,386 10,828 386,416 22,327 637,063

TREC Qrels/Query 215.3 210.9 204.3 5,084.4 272.2 320.45

TREC Docs 8.8M 8.8M 138M 138M 138M 146.8M

Irrelevant (0) 5,158 7,780 4,338 286,459 13,866 369,567

Related (1) 1,601 1,940 3,063 52,218 4,372 126,406

Highly relevant (2) 1,804 1,020 2,341 46,080 2,259 86,162

Perfectly relevant (3) 697 646 1,086 1,659 1,830 54,928

Some examples are the growing research outputs on dense passage

retrieval techniques [8], instructed language model for user-intent

aware retrieval [2], and Query2Doc [18] that generates pseudo

documents based on a query by prompting language models. In par-

ticular, following the effectiveness of natural language generation

via large language models, we see the potential of language models

in making judgments about the relevance between queries and

documents [13ś15]. Indeed, as discussed in [12], a high correlation

between using human and LLM judgments when assessing system

rankings has been observed, which encourages the introduction of

a large-scale test collection to domains in need. Hence, in this paper,

we aim to contribute to the development of a high-quality large-

scale passage retrieval test collection with the use of large language

models. It is worth noting that large language models could act as a

ranking model directly. However, it is essential to adopt large-scale

language models to ensure satisfactory performance [7] and its use

can be time and economically costly to the retrieval process. In this

study, we ground our development by extending the test collections

from the five years of the TREC Deep Learning (DL) tracks using

large language models to distil the relevance assessment. We refer

to the developed passage retrieval test collection with the name of

SynDL, its release and many associated baseline approaches from

years of TREC DL submissions aim to support in addressing the

following research challenges in the community:

• Deep Relevance Assessment: The existing passage re-

trieval test collection often provides few relevance labels

on documents for each query, which results in shallow eval-

uation.

• Diverse Evaluation: Many passage test collections, like the

ones used in TREC DL tracks, use a small number of queries

and limit the evaluation to a small set of test query samples.

• Rich Baselines: The inclusion of a small list of baselines

often ignores the rich insightful comparisons while intro-

ducing novel techniques.

• Synthetic Query Analysis: Existing test collections do

not enable extensive analysis into the case of comparing

synthetic queries and human-provided queries with deep

query relevance labels.

In this study, with the notice of the above challenges, we first

provide a comprehensive and detailed description of the SynDL test

collection. In addition, we augment the introduction of this test

collectionwith extensive evaluations on the alignment of using LLM

judgments to human judgments, the comparison of the difference

of the resulting system ranking orders and the potential bias effect
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Figure 1: System Ranking correlation test between two test

collections (DL-19 and SynDL).

that might introduced by the use of LLM judgments. With the in-

depth evaluation and analysis, we show the high quality of our test

collection in providing aligned passage retrieval system rankings

to human assessors with łdeep and widež relevance labels.

2 SynDL Test Collection Development

With a focus on the task of passage ranking, we aim to extend the

popular test collections of TREC Deep Learning tracks and develop

a large-scale test collection, named SynDL, by leveraging LLM judg-

ments to mitigate the discussed research challenges caused by the

shortage of a test collection with diversified queries and deep docu-

ment relevance labels. To illustrate the test collection development

process, we first describe the base test collections sourced from the

TREC Deep Learning tracks, then followed by the test collection

extension strategy with the use of LLM judgments.

The TREC Deep Learning (DL) Track is an initiative organized

by the National Institute of Standards and Technology (NIST) to

advance the state-of-the-art in information retrieval (IR) and re-

lated tasks using deep learning techniques. This track focuses on

evaluating the performance of deep learning methods on large-

scale datasets and encourages the development of new models and

techniques in this domain. The organisation of TREC DL Track

was initiated in 2019 [5] and has its final edition in 2023. It has a

main focus on two information retrieval tasks, document retrieval

and passage retrieval. In particular, each task uses labels provided

by human assessors that justify if a passage can answer a given

query from the MS MARCO dataset. Note that, in the last run of

DL-23, łsynthetic queriesž are also included in the test collection

for non-official evaluation to gain additional insights when com-

pared to the official human evaluations. In Table 1, we present a

statistical summary of the TREC Deep Learning test collections

over the five years of runs. It is noticeable that, on average, all the

test collections rely on a small set of test queries but a reasonable

size of relevant documents for performance assessment. However,

it is known that the use of small-size test samples could result in

inconsistent observation when compared to the use of complex and

diversified test samples [16], especially when łwide and shallowž

can outweigh łdeep and narrowž test collections empirically [3].

In this paper, to improve the resources from existing TREC Deep

learning track runs, we propose to leverage the advanced ability

of language models to comprehend natural language and assess

the relevance between queries and documents [7]. Specifically, the
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development of the extended SynDL test collection is organised

in three stages: (1) Initial Query Assemble, (2) Assessment Pool

Generation and (3) Automatic judgment with LLM. We provide the

corresponding descriptions as follows:

(1) Initial Query Assemble: For each test collection resource

of Deep Learning tracks, it is associated with a set of initial

queries, which was meant to be used for human annota-

tors to assess the document relevance for a full set of initial

queries. However, only a portion of queries were selected

by the human assessor to provide relevant judgments. For

example, regarding the test collection sourced DL-19, 200

initial queries were provided but the human assessors left

157 queries unlabelled. Although the following years of runs

increased initial queries up to 700, the selected queries for as-

sessment remained on a small scale. To increase the diversity

of the queries included in the test collection, we aggregate all

initial queries, with a size of 1,988, sourced from the five runs

of Deep learning tracks as the initial query inputs for the

use of later LLM judgment. It is worth noting that the initial

queries of DL-23 also include 500 synthetic queries generated

by GPT-4 and T5models with 250 synthetic queries each [12].

The inclusion of synthetic queries can allow additional bias

investigation study of LLM judgments on synthetic queries.

(2) Assessment Pool Generation: With the collected initial

queries, we follow the common practice in TREC passage

retrieval system assessment to prepare the passage pool. In

a TREC passage retrieval evaluation, each submission is re-

quired to submit a ranked list of passages for each query.

Then, the evaluation will be made by selectively considering

varied depths of ranked passages with a set of evaluation

metrics, such as NDCG@5 and NDCG@10. For the develop-

ment of diversified relevant passages in our test collection,

we embrace the use of the rich submissions among the five

runs to collect a depth-10 pool with good coverage of pas-

sages in high relevant probabilities. Overall, we use 37, 59,

63, 100 and 35 submissions corresponding to the runs from

DL-19 to DL-23. Note that, we will also include these submis-

sions as baselines with their full descriptions in our GitHub

repository. After removing the overlapped passages, we ob-

tain a full set of 637, 063 query-passage pairs for relevance

assessment. On average, each query is associated with 320.45

passages for relevance annotation.

(3) Automatic Judgment with LLM: After having the query-

passage pairs ready, we start the annotation of these inputs

via large language models. Specifically, with the recently ver-

ified advance of GPT-4 [1] in many natural language tasks,

we use GPT-4 for this annotation task with a devised prompt

and ask the model to provide annotations in a high granu-

larity (i.e., related, highly relevant and perfectly relevant).

It is interesting to observe that human annotators are more

sensitive to giving perfectly relevant judgments, while GPT-

4 give about equal labels of highly relevant and perfectly

relevant. Due to the space limit, we include the used prompt

in our GitHub1 repository for reproducible generation.

1https://rahmanidashti.github.io/SynDL/

Table 2: Five top-performing submission runs on SynDL

Run Rank (DL-23) Run type NDCG@10 NDCG@100 AP

naverloo-rgpt4 1 prompt 0.9060 0.7841 0.5628

naverloo-frgpt4 2 prompt 0.9007 0.7841 0.5651

naverloo_fs_RR_duo 3 prompt 0.8849 0.7782 0.5590

cip_run_2 4 prompt 0.8671 0.7101 0.4866

cip_run_1 5 prompt 0.8671 0.7101 0.4867
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Figure 2: Scatter plots of the effectiveness of DL-23 runs based

on SynDL synthetic queries vs. DL-23 test collection to analyse

the bias towards systems using the same language model as

the one used in synthetic query construction.

After the annotation with LLM judgments, we receive a large-

scale test collection with 637,063 query-passage relevance labels

and a rich set of queries (1,988). However, as a test collection, it is

essential to evaluate the quality of the generated LLM judgments.

Hence, we also conduct extensive analysis on the generated test

collection for quality evaluation.

3 Resource Evaluation

To effectively evaluate our SynDL test collection, we follow the

evaluation setups in [7, 12], which use the correlation test on the

system ranking when evaluated using human judgments and LLM

judgments. In particular, we compare the performance of systems

that were submitted to the five runs of deep learning tracks. Note

that, due to the space limit, we only present the correlation test

results on DL-19 in this paper and we observe similar results across

the comparison on all TREC DL test collections. The rest of the

test results will be made available in our GitHub repository for a

complete comparison. With the evaluation of the performance of

37 systems that were submitted to DL-19 for official judgment, we

compare the ranking difference of these submissions between the

use of human assessments and synthetic relevance judgments in our

SynDL test collection. Figure 1 shows the evaluated correlation via

Kendall rank correlation coefficients when evaluated with NDCG

in two depths (@10 and@100). The line of𝑦 = 𝑥 is also included for

comparison. According to the value of the correlation test results,

we observe a high system ordering agreement using the two test

collections with Kendall’s 𝜏 = 0.8571 and 0.8286 for NDCG@10 and

@100, respectively.

In addition to the system ordering agreement evaluation, we also

include another comparative study about the agreement on the top-

ranked passage ranking systems. The purpose of this evaluation is

to observe if the top-ranked systems can also be observed when
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evaluated on our SynDL test collection, which can further justify the

correlation of the made LLM judgments with the human assessors.

In Table 2, we present the evaluation results of top-ranked submis-

sions to the DL-23 on our SynDL test collection. First, regarding

the rank difference, we can see that the top 5 systems remain the

best-performing passage rankers among the rest of the submissions

to DL-23. In particular, the two ranking orders are identical if we

consider the NDCG@10 and NDCG@100 measures.

Moreover, with the inclusion of synthetic queries in our SynDL

test collection, we further conduct a bias analysis to examine if

our test collection would favour systems also using the same or

similar language models. As discussed in [9], there is a potential

bias towards LLM-generated text when using LLM for evaluation.

Hence, to explore this bias effect, we first categorise the submissions

to the DL-23 into four categories according to whether they are

based on GPT (×), T5(|), GPT + T5 (+) or others (·). Figure ?? shows

the system order agreement between the use of our SynDL and

DL-23 with highlighted different types of systems. We observe that

a high agreement can still be observed between human assessment

and language model judgments in this case. GPT-based systems

do not get higher ranks when evaluated with GPT-4 generated

relevance judgments in our SynDL test collection.

Overall, we experimentally verify that our SynDL test collection

is of a high quality, which not only exhibits a high agreement with

the human assessors across the comparison to multiple sets of

test collections but also shows a robust evaluation outcome when

evaluated on the potential bias about using the identical language

models.

4 Discussions and Conclusions

In this paper, we summarise the construction of a large-scale test

collection (SynDL) with LLM-based relevance judgment for passage

retrieval, which is developed based on the test collections from

the five runs of TREC Deep Learning tracks. The resulting test

collection, SynDL, covers a rich set of queries with deep relevance

labels on passages. After conducting a thorough quality evalua-

tion of SynDL, we observe a high agreement between SynDL and

every TREC DL test collection on system ordering. In addition, we

also highlighted that SynDL with language model relevance judg-

ment does not favour language model approaches according to our

conducted experiments.

Recall the observed research challenges for the passage retrieval

task. We conclude that our SynDL test collection is promising in

providing deep relevance assessment with rich relevance labels and

a diverse set of queries. In addition, with the inclusion of passage

retrieval systems that were submitted to the TREC DL tracks, we

enable the comparison over a rich set of baseline approaches. More-

over, by comparing the research findings on the real and synthetic

queries, SynDL also allows extensive research studies to evaluate

passage retrieval systems on different types of queries. While our

preliminary analysis showed the promising value of our SynDL test

collection, we also see the many possibilities of research contribu-

tions with its release, such as the transfer learning of using models

pre-trained on our test collection, the re-visit of many existing

passage retrieval approaches and the development of generalisable

passage retrieval techniques on diverse queries.
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