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Abstract 4 

Existing quantitative studies of conflict rarely move beyond treating military capacity as a 5 

control variable to explicitly examine its relationship with civilian victimization. Addressing 6 

this gap, this paper argues that military capacity is a double-edged sword. On the one hand, 7 

lack of military capacity leads to agency loss, makes soldiers more “desperate”, and inhibits 8 

selective applications of violence. However, should physically harming civilians serve a 9 

strategic or ideological purpose for the government, military capacity would only facilitate the 10 

government’s implementation of this policy. Which side of the sword prevails, this paper argues, 11 

depends on the political costs of civilian victimization: military capacity aggravates one-sided 12 

violence when the government faces low costs. The paper evaluates this theoretical argument 13 

using dyadic data on one-sided violence from 1990 to 2011. The dataset includes all intrastate 14 

conflicts during this period that resulted in 25 or more battle deaths, encompassing 60 15 

governments and 195 rebel groups. Empirically, military capacity increases one-sided violence 16 

in contexts where the government experiences limited political costs from victimization: in 17 

ethnic outgroups and autocracies. These associations are robust to alternative measures of the 18 

variables and different model specifications.  19 
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Introduction 24 

From early 2008, Somalia’s capital, Mogadishu, was heavily contested between rebel and TFG 25 

(Transitional Federal Government of Somalia) forces. By November that year, as Islamist 26 

rebels took gradual control of Mogadishu, many government and pro-government forces 27 

abandoned their posts (Stepanova 2009). During that period, TFG and pro-government troops 28 

resorted to indiscriminate and excessive shelling of residential and commercial areas 29 

(Stepanova 2009). According to reports from non-governmental organisations in the area at the 30 

time, TFG forces also engaged in high levels of one-sided violence and human rights abuse. 31 

“Among the most common violations reported were gang rape, and a type of killing locally 32 

referred to as ‘slaughtering,’ or ‘killing like goats’” (Amnesty International 2008). Observers 33 

on the ground blamed these atrocities on the “weak transitional Somali government” (Amnesty 34 

International 2008, 7). Did Somalia’s lack of relevant capacities beget these outcomes? Just as 35 

terrorism tends to be a “weapon of the weak” (Crenshaw 1981), could it be that civilian 36 

victimization is a weapon of weak militaries? 37 

Improving a government’s fighting capacity, however, may not necessarily rectify the problem. 38 

Consider Sri Lanka’s fight against the Liberation Tigers of Tamil Eelam (LTTE). In 2009, Sri 39 

Lanka’s military was significantly more capable than that of Somalia’s transitional government. 40 

Its total military spending was 1,485 million USD, which was more than 30 times that of 41 

Somalia (Singer 1987; Singer, Bremer, and Stuckey 1972). That year, Sri Lanka invested 42 

approximately 151,000 USD in each soldier, whereas Somalia spent a meagre 2,000 USD per 43 

military personnel (Singer 1987; Singer, Bremer, and Stuckey 1972). According to reports on 44 

the ground, however, Sri Lankan government forces repeatedly attacked civilian areas, killing 45 

countless lives. As an example, between 9th and 10th of May, government forces conducted 46 

heavy shelling near an NFZ (No Fire Zone), killing or wounding 430 ethnic Tamil civilians 47 
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(U.S. Department of State 2009, 42). It is alleged that the government had urged civilians to 48 

gather in the NFZ in question, before conducting an overnight artillery barrage on the area (U.S. 49 

Department of State 2009, 42). A lot of this violence was targeted at the Tamil minority. The 50 

Sri Lankan government forces were also accused of kidnapping and disappearing young male 51 

Tamil civilians; as a result, many Tamils were “afraid to move to government-controlled areas” 52 

(U.S. Department of State 2009, 45). In Sri Lanka’s case, military capacity seems to have 53 

aggravated government violence against civilians, especially for the minority Tamils. 54 

States have varying capacities to “get things done” (Mann, 1984: 189). Subject to the research 55 

question at hand, researchers have focused on different aspects of this capacity, such as the 56 

coercive (Fearon and Laitin 2003; Geddes 1996; Skocpol 1985; Tilly 1975), fiscal (Besley and 57 

Persson 2009; Geddes 1996; Levi 1988; Tilly 1975), infrastructural (Mann 1986; Soifer and 58 

vom Hau 2008), intelligence (Winward, 2021), and information (Brambor et al. 2020; Lee and 59 

Zhang 2017) capacity of the state. As this paper seeks to analyze how the state’s fighting 60 

capacity impacts the use of violence against civilians during conflict, it will focus explicitly on 61 

the military capacity of each state, defined as “the ability to project conventional military force” 62 

(Hendrix and Young 2014, 329). Empirically, the variable is operationalized with Hendrix and 63 

Young’s (2014) latent measure (updated to 2010).1 64 

According to UCDP’s (Uppsala Conflict Data Program) data, governments have been 65 

responsible for more civilian killings than rebels: in intrastate conflicts between 1946 and 2022, 66 

a total of 528,995 civilians are known to have been killed by rebel forces and 976,843 have 67 

been killed by state forces (Davies, Pettersson, and Öberg 2022; Eck and Hultman 2007). More 68 

recently, civilian deaths directly attributable to government forces have been diminishing. Yet, 69 

 
1 The authors’ original variable ends in 2007. Using Hendrix and Young’s replication codes, I have 
extended their latent military and bureaucratic capacity variables to 2010. 
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as the Stockholm International Peace Research Institute (SIPRI) noted in 2009, this ostensible 70 

downward trend may merely indicate an “outsourcing” of one-sided violence, as more and 71 

more governments delegate “dirty tasks” to loosely affiliated pro-government forces 72 

(Stepanova 2009, 44). So, when does internal conflict prompt governments to kill their own 73 

citizens? This paper seeks to contribute to the scholarship on conflict (Valentino 2004; 74 

Valentino, Huth, and Balch-Lindsay 2004; Ulfelder and Valentino 2008; Schubiger 2021; 75 

Krcmaric 2018) by bringing the state’s military capacity to the center of the analysis. Indeed, a 76 

key attribute of the modern state is its successful claim over “the monopoly of the legitimate 77 

use of physical force within a given territory” (Weber 1946, 78). Whereas the modern state 78 

carries out a number of other functions, its ability to apply physical force takes center-stage 79 

during an internal conflict, so that the state could combat rebel organizations that challenge the 80 

state’s monopoly on violence.  81 

According to literature, military capacity can have two contravening effects on civilian 82 

victimization. As noted by human rights scholars, state capacity can be a “double edged sword” 83 

(Chae 2021; Cingranelli, Mark, and Sadykova-DuMond 2023). On the one hand, capable states 84 

have fewer short-term motives to kill noncombatants. With enhanced intelligence, logistics, 85 

and fighting-power, state forces have little tactical gains to reap from sacrificing civilian lives. 86 

At the same time, militarily capable states have more deadly means – such as heavy weaponry 87 

and artillery – at their disposal (Stepanova 2009, 43). Hence, if a state is intentionally seeking 88 

to physically harm civilians – or at least a specific group of civilians – it would have better 89 

means to do so. The primary goal of this paper is to compare the empirical merit of these two 90 

competing arguments using dyadic quantitative data on one-sided violence and human rights 91 

abuse. 92 

The political costs of victimization, this paper will argue, determine which of these two sides 93 
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prevail. Specifically, the paper will examine two factors that may affect the cost of 94 

victimization (Davenport 2007a). First, an important factor to consider is regime type. In 95 

democracies, killing citizens can undermine an incumbent’s electoral prospects. Although 96 

civilian deaths could be passed off as an unavoidable “collateral damage” for the security and 97 

prosperity of a nation, a democratic incumbent must be conscious about the effects such killings 98 

can have on his political career. Moreover, owing to intricate checks and balances, democratic 99 

executives must convince a number of veto players if they are to wield violence against their 100 

own citizens. By contrast, autocratic leaders frequently pursue their own interests at the 101 

expense of human rights (Davenport, 1999, 2004; Escribá-Folch, 2013; Poe et al., 1999). 102 

Without free press or fair elections, a dictatorship’s office is relatively unaffected by state-103 

perpetrated violence against civilians. With relatively few veto players, mass atrocities generate 104 

few hurdles to the leadership (Valentino 2004). Second, military capacity could be used against 105 

civilians if the target is an ethnic outgroup. In ethnic civil wars, targeted violence against a 106 

politically relevant ethnic minority could serve the (perceived) short-term and long-term 107 

interests of an incumbent government (Klein and Tokdemir 2019). In reality, attempts to repress 108 

particular ethnic groups can backfire (Kalyvas 2012b; Cederman et al. 2020; Kalyvas and 109 

Kocher 2007; Goodwin 2001). For parties embroiled in decades of ethnic conflict, however, 110 

these considerations are unlikely to affect the apparent utility of engaging in targeted 111 

victimization. Importantly, ethnic outgroups have limited means to incur direct political costs 112 

– often through disenfranchisement (Valentino 2004) – and few veto players (Müller-Crepon 113 

2022; Daxecker 2014) to render victimization costly on their behalf. 114 

Empirically, the unit of analysis will be conflict dyad-year, and the sample includes all 115 

intrastate conflicts that incurred at least 25 battle deaths from 1990 to 2011, as recorded in the 116 

UCDP Dyadic Dataset (version 23.1) (Harbom, Melander, and Wallensteen 2008; Davies et al. 117 
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2024). Each dyad consists of a government actor and a rebel group; for conflicts that involve 118 

multiple rebel groups at once, each rebel group comprises one separate dyad with the 119 

government. In total, there are 60 governments and 195 rebel groups in the dataset. I calculate 120 

the amount of one-sided violence incurred in each government-rebel dyad by matching on the 121 

actor IDs in the UCDP One-sided Violence Dataset (version 23.1) with those in the UCDP 122 

Dyadic Dataset (version 23.1). One-sided violence is defined as “the use of armed force by the 123 

government of a state or by a formally organized group against civilians which results in at 124 

least 25 deaths” (Pettersson 2022, 3). To limit the influence of large outliers in the right-skewed 125 

sample, the empirical analysis will primarily analyze government one-sided violence as a 126 

binary variable, using logistic regressions. The paper will also use linear regressions to analyze 127 

two human rights indices – the Political Terror Scale (PTS) scores and Cingranelli and 128 

Richard’s Human Rights Data (CIRI) – as alternative dependent variables (Cingranelli, 129 

Richards, and Clay 2014a; Gibney and Dalton 1996). On average, the data shows that the 130 

relationship between military capacity and violence against civilians is conditional on two 131 

factors: regime type and ethnic exclusion. Military capacity tends to increase civilian 132 

victimization by autocracies but decreases violence by democracies. Furthermore, military 133 

capacity has a strong influence on ethnically excluded groups, regardless of regime type.  134 

The paper’s contribution to literature is threefold. First and foremost, the paper furthers our 135 

understanding of why governments use violence against civilians. If previous studies have 136 

examined subnational variations in territorial control (Kalyvas 2012b), and the ‘varieties of 137 

civil war’ (Valentino, Huth, and Balch-Lindsay 2004; Krcmaric 2018; Staniland 2021; Kalyvas 138 

and Balcells 2010; Staniland 2012), this paper brings the state’s underlying fighting capacity 139 

to the center stage. Holding rebel-state relations and the intensity of conflict constant, how 140 

appealing an option is civilian victimization to states with different military capabilities? 141 
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Second, the paper seeks to bridge the gap between two distinct yet closely related fields: human 142 

rights and conflict. Following recent developments in the human rights scholarship, the paper 143 

explores the duality of the state’s military capacity and considers the political cost of 144 

victimization as a possible moderator. Finally, the study underscores the importance of ethnic 145 

dimensions in conflicts. For killings with no ethnic exclusion, military capacity has no 146 

meaningful influence on the government’s propensity to use violence. Only when targeted at 147 

politically excluded ethnic group does military capacity affect government violence toward 148 

civilians. 149 

Military Capacity and Civilian Victimization 150 

While states wield violence against civilians for a myriad of reasons, conflict – and particularly 151 

civil conflict – is one of the most consistent predictors of repression. Not surprisingly, therefore, 152 

a large body of research seeks to fathom the dynamics of violence against civilians that occur 153 

during wars. However, existing studies rarely consider the impact of the government’s military 154 

capacity. Where capacity is examined, it tends to be with respect to a specific subset of violence: 155 

sexual violence. This paper proposes to address this gap by directly assessing military 156 

capacity’s influence on the government’s one-sided violence against civilians.   157 

Conflict has one of the strongest associations with human rights abuse. A large body of research 158 

finds that ongoing conflicts increase the propensity of state perpetrated violence (Beber and 159 

Blattman 2013; Kalyvas 2012b; Cohen and Norda˚s 2015). This relationship is so widely 160 

acknowledged that civil conflict is included as a standard variable in most statistical models of 161 

human rights (Poe and Tate 1994; Keith, Tate, and Poe 2009; Englehart 2009, 2017; Chae 2021). 162 

Comparing different explanatory models, Hill and Jones (2014) finds that, relative to the other 163 

common variables, civil war improves model fit and predictive power by the greatest amount. 164 

As underlined by Kalyvas (2012a), there is a burgeoning field of studies that explore a variety 165 
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of mechanisms through which conflict could affect the state’s use of violence against citizens.  166 

This conflict literature closely examines how violence against civilians is shaped by the 167 

strategic environments of a conflict. The military may believe that violence against the civilian 168 

population would generate advantages in the battlefield (Lyall 2009; Downes 2017; Arreguín-169 

Toft 2001), minimize its losses (Downes, 2017), allow it to overcome resource scarcity (R. M. 170 

Wood 2014a; Hultman 2007; Metelits 2009; Costalli, Moro, and Ruggeri 2020) and remove 171 

grass-root support for the enemy (Kalyvas 2012b; Bhavnani, Miodownik, and Choi 2011; 172 

Vargas 2009). State agents may also use violence along the lines of political (Balcells 2012, 173 

2017; Valentino 2004) or ethnic (Di Salvatore 2016; Costalli, Moro, and Ruggeri 2020; 174 

Weidmann 2011; Valentino 2004) identities. Meanwhile, the utility of civilian victimization 175 

may depend on the characteristics of war. Staniland (2012, 2021) and Kalyvas and Balcells 176 

(2010) showcase a great deal of heterogeneity behind the context of civil wars. These analyses, 177 

however, do not examine the variations’ consequences for civilian victimization. Although 178 

Valentino, Huth and Balch-Lindsay (2004) and Krcmaric (2018) debate whether guerrilla 179 

warfare is more conducive to mass violence than conventional wars, there is no consensus on 180 

this matter. 181 

Civilian victimization is often the product of principal-agent issues. An agent’s use of violence 182 

against civilians may not serve the principal’s interests. Notably, violence could occur out of 183 

revenge, even when there are no clear strategic benefits to occur from it (Balcells 2017). 184 

Similarly, the organizational structure and recruitment methods of the military – rather than the 185 

principal’s strategic considerations – may shape its propensity to victimize civilians (Weinstein 186 

2006; Manekin 2013; Cohen 2013; Hoover Green 2016; E. J. Wood 2009). Despite such 187 

acknowledgement of principal-agent issues, however, scholars of civilian victimization rarely 188 

examine how a state’s military capacity affects the propensity of violence. Ulfelder and 189 
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Valentino (2008) mention the possibility that state capacity may be associated with variations 190 

in government use of violence against civilians, but the paper does not expand the argument 191 

much further. And while the impact of capacity is explicitly examined in the context of sexual 192 

violence (Butler et al., 2007; S. Lee & Tomashevskiy, 2023) and terrorism (Byman & Kreps, 193 

2010; Chae & Kim, 2024), state capacity – and in particular the state’s military capacity – 194 

deserves further attention in studies of government one-sided violence.2 195 

Beyond conflict settings, state capacity – though not specifically military capacity – has 196 

received explicit attention from human rights scholars. Englehart (2009, 2017) notes that, 197 

despite the growing number of democratic countries and the development of international legal 198 

norms over time, there has been no commensurate historical improvement to human rights 199 

indicators. State capacity has been proposed as a potential explanation for this lack of variation. 200 

Englehart’s (2009; 2017) work, in particular, argues that weak states are most prone to human 201 

rights violations, since the center cannot prevent its rogue agents from abusing citizens for their 202 

selfish gains. Even in studies where state capacity is not the main explanatory variable, the 203 

state’s ability to control its agents has been found to critically affect the level of repression 204 

(Butler, Gluch, and Mitchell 2007; Acemoglu, Ticchi, and Vindigni 2010; Fearon and Laitin 205 

2003; Sullivan 2012). Capacity, however, concurrently has the potential to aggravate repression, 206 

depending on who wields this power. As Chae (2021) finds, a stronger state is not necessarily 207 

more humane if it falls under the hands of a dictatorship. Cingranelli, Skip Mark and Sadykova-208 

DuMond’s (2023) recent paper similarly argues that regime type and state capacity can jointly 209 

affect compliance with rights protection promises. This paper will incorporate these insights 210 

 
2 Meanwhile, there is a tendency for literature on one-sided violence to gravitate toward studying 
rebel capacity’s impact on rebel one-sided violence (Doctor and Willingham 2022; R. M. Wood 
2014b). 
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into conflict settings and explore how a state’s military capacity can affect a government’s 211 

propensity to inflict violence against civilians during civil wars. 212 

In short, conflict prompts governments to use violence against citizens. There is little consensus, 213 

however, about why some governments engage in more abuse than others. Literature explores 214 

a number of factors that drive this variation, including – in some cases – the state’s capacity to 215 

fight and govern. Building on these existing works, the paper will take a close look at how a 216 

state’s military capacity affects the government’s propensity to use violence against civilians.  217 

Military capacity as a double-edged sword 218 

How does military capacity affect a government’s use of violence against civilians during 219 

internal conflict? Military capacity is a double-edged sword. Which side prevails depends on 220 

the government’s accountability to the victims. Where the political costs of victimization are 221 

low, military capacity empowers states to pursue its goals at the expense of the civilian 222 

population. 223 

On the one hand, civilian victimization, like terrorism (Crenshaw 1981), could be a “weapon 224 

of the weak”. First, incumbents with poor military capability face significant uncertainty over 225 

their prospects of remaining in power and, as a result, face shorter time horizons. Violence 226 

against civilians can offer (perceived) short-term advantages to a “desperate” army (Downes 227 

2007). When the supply line is compromised, for instance, government forces may need to 228 

source supplies from civilians in their vicinity (R. M. Wood 2014a; Hultman 2007; Metelits 229 

2009). Relatedly, lack of military capacity may inhibit state agents from selectively employing 230 

violence to target groups, resulting in indiscriminate forms of violence (Kalyvas 2012b). 231 

Second, weaker militaries suffer from greater principal-agent problems. Soldiers could wield 232 

violence as part of personal vendettas, even when they are against the higher command’s 233 
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interests (Balcells 2017). Troops may similarly practice various acts of violence to facilitate 234 

recruitment and solidarity (Cohen, 2013; Hoover Green, 2016; Mane in, 2013; Weinstein, 2006; 235 

E. J. Wood, 2009). According to this logic, stronger military capacity would reduce the state’s 236 

victimization of civilians.  237 

Meanwhile, the state could purposefully victimize civilians as part of a grand strategy. 238 

According to Arreguín-Toft (2001), “barbarism” is a strategy of the relatively strong, used for 239 

breaking a weaker insurgent’s will. Scholars raise doubt about whether such barbaric abuse of 240 

the civilian population accomplishes its intended goals (Cederman et al., 2020; Goodwin, 2001; 241 

Kalyvas, 2012b; Kalyvas & Kocher, 2007). Actual effects of victimization aside, nevertheless, 242 

governments around the world are frequently convinced that killing civilians in enemy territory 243 

– especially during irregular warfare – would deteriorate the insurgent’s ability to continue the 244 

war (Kalyvas 2012b; Downes 2006). In addition to the perceived tactical benefits of civilian 245 

victimization, there may be ideological reasons for killing non-combatants during a civil war. 246 

Dubbed by Mitchell (2004) as “Grand Inquisitor” style abuses, violence against civilians could 247 

fulfill a government’s political ideals. Comparable to the Grand Inquisition avidly seeking 248 

heretics to destroy, a government could employ violent means to accomplish its vision. Indeed, 249 

some of the world’s most horrible atrocities have been carried out by what were arguably highly 250 

capable states (Easterly, Gatti, and Kurlat 2006; Valentino 2004).    251 

The political cost of victimization determines which of these two relationships prevail. When 252 

killing civilians is politically costly, military capacity safeguards civilians from harm; for 253 

civilians whose victimization inflicts low political costs on the incumbent, military capacity 254 

can exacerbate the use of violence against them. Among a myriad of reasons why victimization 255 

may not incur costs, this paper will focus on two factors: authoritarianism and ethnic exclusion. 256 

First, authoritarian leaders face relatively few restrictions from abusing their citizens 257 
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(Davenport 1999, 2004; Escribá-Folch 2013; Poe, Tate, and Keith 1999). By contrast, 258 

democracies face higher costs from abuse, because governments are more accountable to its 259 

people through popular votes (voice) and elite competition (veto) (Davenport 2007a, 57). 260 

Indeed, a wide range of empirical studies find that democracies protect human rights better 261 

than dictatorships (Poe and Tate 1994; Poe, Tate, and Keith 1999; Englehart 2009, 2017; 262 

Davenport 1999, 2004; Valentino, Huth, and Balch-Lindsay 2004). Importantly, even 263 

dictatorships could restrain their use of violence against civilians if institutional mechanisms 264 

are in place to raise the costs of victimization. For example, there is evidence that dictatorships 265 

with legislatures (Rivera 2017) and single-party regimes (Davenport 2007b) are relatively less 266 

inclined to use violence against their population. Thus, democracy, in our context, represents a 267 

spectrum of political costs for the incumbent, rather than a dichotomous indicator of a political 268 

ideal. 269 

Given the importance of political costs, ethnic outgroups face significant threats from their own 270 

governments. Indeed, a large scholarship underlines the salience of ethnic dimensions during 271 

internal conflict. In conflicts that mobilize forces along ethnic lines, ethnic identity becomes a 272 

key determinant of civilian victimization (Di Salvatore 2016; Weidmann 2011; Cederman et al. 273 

2020; Fjelde et al. 2021; Klein and Tokdemir 2019). In such contexts, ethnically targeted 274 

killings hardly inflicts costs on the incumbent government, because mass killing of ethnic 275 

groups tend to go hand in hand with mass disenfranchisement, which curtails the group’s voice 276 

(Valentino 2004, 156). And if not total disenfranchisement, the violence aims to reduce the 277 

electoral prospects of politicians from the target ethnic group, proscribing the ethnic group’s 278 

representatives from incurring indirect political costs on the government (Müller-Crepon 2022; 279 

Daxecker 2014).  280 

In short, military capacity is a double-edged sword. When there are low costs to civilian 281 
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victimization, a strong military could point their guns toward noncombatants. Whereas citizens 282 

in democracies could check their elected officials through popular voice and elite vetoes, 283 

citizens in autocracies or members of ethnic outgroups are limited in their ability to do so.  284 

 285 

Empirical analysis 286 

Since variations in the military capacity of a state are readily observable at the macro level, this 287 

paper will compare government one-sided violence in 198 conflict dyads from 1990 to 2011, 288 

each of which consists of one government and one rebel group. In terms of model specification, 289 

a series of logistic regressions will be conducted. To examine the moderating effects of regime 290 

type, a set of models will interact military capacity with a measure of democracy. All models 291 

use robust standard errors clustered by country to adjust for groupwise heteroskedasticity. The 292 

main models also include year and region dummies. 293 

Dependent Variables  294 

The study analyses two outcomes: government one-sided violence and ethnically targeted one-295 

sided violence. The first dependent variable is the presence of any government one-sided 296 

violence in each dyad-year (Davies, Pettersson, and Öberg 2022; Eck and Hultman 2007). The 297 

variable takes the value of ‘1’ if there was any one-sided violence by government agents in a 298 

dyad-year and ‘0’ if otherwise.3 UCDP defines one-sided violence as “the use of armed force 299 

by the government of a state or by a formally organized group against civilians which results 300 

in at least 25 deaths” (Pettersson 2022, 3). Following UCDP’s definition, any party controlling 301 

 
3 As a further test of the proposed argument, one of the models will operationalize this dependent 
variable with the raw count of the victims of one-sided violence in each dyad-year. Owing to 
overdispersion, this data will be analysed using a negative binomial regression. 
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a state’s capital is considered to be the government-side. Another set of models will examine 302 

ethnically targeted one-sided violence to analyze whether the effect of military capacity 303 

depends on ethnic outgroup status. These models will use Fjelde et al.’s (2021) data on Ethnic 304 

One-Sided Violence to compare ethnically targeted killings with those that were not ethnically 305 

targeted. 306 

Three indices on physical integrity rights will be used as alternative dependent variables. All 307 

three variables code the human rights practices of state and government agents. The first set of 308 

robustness checks will employ Cingranelli and Richard’s Human Rights Data (CIRI) as 309 

alternative measures of state-perpetrated violence against civilians (Cingranelli et al., 2014). 310 

CIRI’s physical integrity rights score ranges from ‘0’ to ‘8’. It is constructed by adding the 311 

scores across four categories of physical integrity rights abuse: disappearances, extrajudicial 312 

killings, torture, and political imprisonment. Another set of robustness checks will use Political 313 

Terror Scale (PTS) scores (Gibney & Dalton, 1996) as alternative dependent variables. Gibney 314 

& Dalton (1996) created two versions of PTS scores: one is created based on US State 315 

Department reports, while the other is compiled through Amnesty International’s sources. I 316 

have inverted the original PTS scores so that higher scores represent better human rights 317 

conditions. The PTS scores range from ‘0’ to ‘5’. As final robustness checks, as set of models 318 

will also use Fariss’s (2014) dynamic ordinal item-response estimates of physical integrity as 319 

an alternative measure of repression. Fariss (2014) refines PTS data by introducing a 320 

theoretically-motivated modification to the estimation procedure. Schnakenberg and Fariss 321 

(2014) argue that reports on different aspects of a country’s human rights protection provide 322 

varying levels of information concerning the nation’s latent human rights environment. Fariss’s 323 

latent measure also accounts for the possibility that the human rights regime in one period may 324 

be affected by that of the previous period and that the standards of human rights accountability 325 
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may change over time (Fariss, 2014).  326 

Independent Variable 327 

The core explanatory variables will be military capacity, democracy, and ethnic exclusion. All 328 

explanatory variables except ethnic exclusion are lagged by one year to address reverse 329 

causality. Military capacity will be primarily operationalized using Hendrix and Young’s latent 330 

measure (Hendrix and Young 2014). The variable is created through a factor-analysis of three 331 

measures from the National Military Capabilities Dataset (Singer 1987; Singer, Bremer, and 332 

Stuckey 1972): military personnel, military expenditures, and military expenditures per soldier 333 

(Hendrix and Young, 2014). Using the authors’ original methods, I have extended the data up 334 

to 2010. Since the models will lag this variable by one year, the study period will range from 335 

1990 to 2011. The latent military capacity variable is min-max normalized to range between 336 

‘0’ and ‘1’.  337 

In addition to this main variable, I will use two alternative indicators of military capacity. One 338 

set of robustness checks will use the logged value of each country’s annual military expenditure 339 

(in millions of dollars) from the National Military Capabilities Dataset (Singer 1987; Singer, 340 

Bremer, and Stuckey 1972). A second set of analysis will operationalize military capacity with 341 

the log of military spending per personnel4  (in millions of dollars), which represents the 342 

amount of military investment made to each serviceman or woman (Singer 1987; Singer, 343 

Bremer, and Stuckey 1972). Both estimators will be lagged by one year. Finally, one of the 344 

robustness tests will analyze the data using a different type of state capacity: bureaucratic 345 

capacity. Unlike military capacity, bureaucratic capacity has little relevance for the outcomes 346 

 
4 Since the log of zero is undefined, I add ‘1’ before taking the natural log of military spending per 
personnel. 
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of a conflict. As a result, we should expect to see that bureaucratic capacity has no direct or 347 

mediating effect on one-sided violence. This capacity will be operationalized using Hendrix 348 

and Young’s (2014) latent measure of bureaucratic capacity. Again, the variable is lagged by 349 

one year and min-max normalized to range between ‘0’ and ‘1’. 350 

Democracy will be operationalized using Polity IV’s composite score, where countries are 351 

placed on a scale between ‘-10 (strongly autocratic)’ and ‘10 (strongly democratic)’ (Marshall, 352 

Gurr, and Jaggers 2014). The measure is min-max normalized to vary between ‘0’ and ‘1’. As 353 

originally intended by the creators of the variable, we do not use the Polity score to 354 

dichotomously categorize regimes into democracies or autocracies. Instead, the Polity score is 355 

left as a continuous variable that acknowledges a spectrum of different institutional 356 

arrangements in between ideal types. 357 

Ethnic exclusion indicates whether the non-government side in each conflict dyad represents 358 

an excluded politically relevant ethnic group. This measure is constructed in two steps. First, 359 

the involvement of ethnic groups in each dyad-year is identified based on the Conflicts 360 

Between Ethnic Groups Dataset (ACD2EPR 2021) (Vogt et al. 2015). Then, the status of each 361 

ethnic group associated with the conflict-dyads is derived from the Ethnic Power Relations 362 

(EPR) Core Dataset 2021 (Vogt et al. 2015). Any ethnic group that is “discriminated”, 363 

“powerless”, or “self-excluded” is considered to suffer from ethnic exclusion (‘1’). Conflict-364 

dyads that involve ethnic groups that are “dominant”, “junior partners”, “senior partners” or 365 

“monopolies” are considered not to be ethnically excluded (‘0’). Dyads that do not involve 366 

ethnic groups at all or ethnic groups that the EPR Core Dataset considers to be politically 367 

“irrelevant” receive no values for the ethnic exclusion variable. I will operationalize ethnic 368 

exclusion as both continuous and binary variables. The continuous measure is the number of 369 

excluded ethnic groups involved in each dyad-year; for the binary measure, any dyad-year that 370 
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involves even one ethnically excluded group is assigned ‘1’ and those without any excluded 371 

group are assigned ‘0’. 372 

Control Variables  373 

The models will include a battery of control variables. To account for the heterogeneity of 374 

conflict (Kalyvas and Balcells 2010; Staniland 2021, 2012; Valentino 2004; Krcmaric 2018), 375 

the main models consider the strength of the rebel group in each dyad, according to the Non-376 

state Actors Dataset (Cunningham, Gleditsch, and Salehyan 2013). The models also consider 377 

the intensity of conflict (Davies et al., 2022; Eck & Hultman, 2007) by including the natural 378 

log of the number of battle deaths (lagged) in each dyad-year and account for the presence of 379 

any pro-government militia (PGM) (lagged) (Carey, Mitchell, and Paula 2022). Moreover, all 380 

main models include two variables that measure a country’s commitment to international 381 

human rights laws. Existing studies underscore the importance of legal devices for the 382 

protection of human rights (Henkin 1990; Bobbio 1996). The first variable, ‘IGO involvement’, 383 

is created using the International Governmental Organizations (IGOs) Data Set (version 3.0) 384 

(Pevehouse et al. 2020). Each country is given a different score depending on its engagement 385 

with IGOs: an observer is given a score of ‘1’, an associate a score of ‘2’, and a full member a 386 

score of ‘3’. These scores are subsequently summed up by country-year and then divided by 387 

that year’s global average. The second variable is a dummy variable that records if a country 388 

has ratified the first optional protocol of the International Covenant on Civil and Political 389 

Rights (ICCPR) in a given year. Signing this protocol allows citizens of that country to file 390 

complaints to the UN Human Rights Council, strongly binding a state to international human 391 

rights expectations. Finally, every main model controls for the log of GDP per capita and the 392 

log of each country’s population size.  393 

Some of the models will introduce additional controls. These models will also consider the type 394 
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of conflict (Cunningham, Gleditsch, and Salehyan 2013) as yet another means to address the 395 

heterogeneity of conflict. Each government-rebel dyad is categorized into one of eight types of 396 

conflict (Table 2). Furthermore, these models will also consider diplomatic pressure from 397 

foreign donor states. Using AidData (AidData 2017), the models will control for the sum of all 398 

foreign aid commitments a government received in a given year (in constant 2011 USD). 399 

Finally, models with additional controls will also take ethnic fractionalization into account. The 400 

ethnic fractionalization index estimates the probability that two randomly selected people in a 401 

country in a given year are from different ethnic groups (Drazanova 2020).  402 

Table 1 lists the summary statistics for all variables considered in the empirical models. 403 

Table 1. Summary statistics. 404 

 Obs. Mean SD Min Max 

Government OSV dummy 848 0.349 0.477 0 1 

PTS (Amnesty) 847 1.930 0.813 1 5 

PTS (State Department) 837 1.881 0.745 1 5 

Fariss human rights score 848 -1.267 0.659 -3 1 

Ethnically targeted OSV (intentional) 848 0.271 0.445 0 1 

Ethnically targeted OSV  848 0.186 0.390 0 1 

Ethnically untargeted OSV (intentional) 812 0.140 0.348 0 1 

Ethnically untargeted OSV 826 0.206 0.405 0 1 

Ethnic exclusion 663 0.781 0.414 0 1 

Military capacity (latent) 848 0.688 0.109 0 1 

Bureaucratic capacity (latent) 691 0.500 0.205 0 1 

Ln (military expenditure) 834 14.051 2.251 6.908 20.357 

Ln (military spending by personnel) 848 4.976 1.516 1.099 7.366 

Polity scores 848 0.590 0.300 0 1 

Rebel strength 848 1.594 0.645 1 4 

Ln (Battle deaths) 848 4.807 2.313 0 9.397 

PGM presence 848 0.862 0.345 0 1 

IGO involvement 848 1.106 0.277 0.366 2.038 

ICCPR 848 0.408 0.492 0 1 

Ln (GDP per capita) 848 6.765 1.430 3.127 10.817 

Ln (population) 848 17.510 1.708 13.316 20.947 

Ln (total foreign aid) 848 20.290 3.352 0 24.334 

Ethnic fractionalization index 723 0.593 0.216 0.016 0.889 

 405 

Table 2. Conflict type 406 

Type of conflict Proportion (%) Observations 

Autonomy conflict 3.36 28 

Civil war 37.41 312 

Communist rebellion 7.91 66 
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Coup d’etat 1.32 11 

Ethnic conflict 7.67 64 

Islamist rebellion 1.56 13 

Secessionist conflict 33.69 281 

Terrorist attacks 7.07 59 

Total = 100.00 834 

Main results 407 

Military capacity’s relationship with government-perpetrated violence is complicated. 408 

Confirming theoretical expectations, victims whose deaths generate low political costs for the 409 

government are negatively impacted by military capacity. For one, military capacity reduces 410 

the probability government on one-sided violence in democracies but not in autocracies. In 411 

addition, military capacity is more likely against groups that are ethnically excluded.  412 

The models in Table 3 analyze military capacity’s effect on government one-sided violence, by 413 

regime type. Model 1 conducts a naïve analysis without taking accountability into account. 414 

According to this model, military capacity appears to have no association with one-sided 415 

violence. However, Models 2 reveals that military capacity’s relationship with one-sided 416 

violence is conditional on regime type. Compared with the naïve model, Model 2 has a lower 417 

AIC (Akaike Information Criterion), which indicates superior model fit. Model 3 analyses the 418 

count of government one-sided violence, using a negative binomial regression; the results do 419 

not substantively differ from those of Model 2. Model 4 is again a logistic regression upon a 420 

binary dependent variable, introducing additional control variables: foreign aid, type of conflict, 421 

and ethnic fractionalization. There are fewer observations here, due to missing values in the 422 

latter two variables. In both models, interactions between military capacity and the polity score 423 

are negative and significant, while the coefficient on military capacity is significantly positive. 424 

But the results do not change substantially from those of Model 2. For lower values of the 425 

polity score, military capacity has a positive influence on the likelihood of one-sided violence; 426 

for countries that are closer to full democracies, on the other hand, military capacity has a 427 
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negative effect on one-sided violence. In terms of marginal effects, Model 2 predicts that 428 

raising military capacity a standard deviation above its mean value increases the probability of 429 

government one-sided violence by 0.278 for full dictatorships (Polity score = 0) and by 0.096 430 

for anocracies (Polity score = 0.5). For full democracies (Polity score = 1), by contrast, the 431 

model expects the probability of government one-sided violence to decrease by 0.087.  432 

Figure 1 visually illustrates the findings from Model 2. In terms of predicted probabilities 433 

(Figure 1a), military capacity increases the likelihood of government one-sided violence in full 434 

dictatorships (Polity = 0); in full democracies (Polity = 1), however, military capacity reduces 435 

the likelihood of civilian victimization by the government. In terms of marginal effects (Figure 436 

1b), the polity score reduces the positive impact of military capacity, such that each marginal 437 

increase in military capacity has a negative effect on government one-sided violence from 438 

polity scores of 0.76 and above. 439 

 440 

[Figure 1 here] 441 

 442 

 443 

Are ethnic outgroups more likely to suffer from the military capacity of a government 444 

undergoing internal conflict? Two models in Table 4 examine whether conflict-dyads involving 445 

ethnically excluded groups are more prone to government one-sided violence. Model 5 uses a 446 

continuous measure of ethnic exclusion, whereas Model 6 uses a binary indicator. As expected, 447 

government one-sided violence is more likely in dyads where politically relevant ethnic groups 448 

are excluded. According to Model 6, increasing the government’s military capacity by one 449 
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standard deviation lifts the probability of government one-sided violence by 0.156 when a 450 

conflict dyad-year involves at least one ethnically excluded group but reduces it by 0.061 if a 451 

dyad-year has no ethnically excluded group. 452 

As a further test of this relationship, the models in Table 5 distinguish between ethnically 453 

targeted (Models 7 and 8) and non-ethnic (Models 9 and 10) killings based on Fjelde et al.’s 454 

(2021) data. The dependent variable in Model 7 is whether a dyad-year experienced any 455 

government one-sided violence against a politically relevant ethnic group. In Model 8, the 456 

dependent variable is whether a dyad-year records any government one-sided violence that 457 

intentionally targeted a politically relevant ethnic group. Models 9 and 10 are counterparts to 458 

Models 11 and 12 respectively. The dependent variables in these latter two models are whether 459 

there were any incidences of government one-sided violence once ethnic (Model 11) and 460 

ethnically targeted (Model 12) killings are removed from the count. According to these four 461 

models, military capacity increases the likelihood of ethnically targeted one-sided violence but 462 

not that of non-ethnic one-sided violence (Figure 2). The models in Table 5, therefore, buttress 463 

the argument that military capacity could harm civilians that incur low costs of victimization 464 

for the incumbent. For ethnic outgroups, who are arguably low-cost targets to governments, 465 

military capacity has a strong influence on the state’s propensity to use violence. To the contrary, 466 

higher military capacity is negatively associated with killings that are not ethnically targeted.  467 

 468 

 469 

 470 

 471 

[Figure 2 here]472 
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Table 3. Military capacity and one-sided violence 

 Model 1 Model 2 Model 3 Model 4 

 Gov OSV Gov OSV Gov OSV Gov OSV 

Military capacity t-1 1.300 16.183** 18.404* 18.076** 
 (5.719) (7.768) (10.079) (7.876) 
Polity t-1 -1.289 14.049*** 15.697** 14.907** 
 (0.821) (5.204) (7.515) (5.877) 
Polity t-1 * Military capacity t-1  -21.776*** -27.600** -23.309*** 
  (7.882) (12.038) (8.921) 
Rebel strength t-1 -0.075 0.020 1.468*** 0.310 
 (0.274) (0.274) (0.328) (0.281) 
Ln (Battle death) t-1 -0.008 0.017 0.046 -0.009 

 (0.072) (0.072) (0.095) (0.066) 
PGM presence t-1 1.176* 0.585 -0.007 0.565 

 (0.668) (0.646) (0.645) (0.654) 
IGO score  1.508 1.538 -1.798 1.733 
 (1.374) (1.513) (2.091) (1.402) 
ICCPR -0.926* -1.534** -1.986*** -1.529** 
 (0.521) (0.628) (0.672) (0.700) 
Ln (GDP per capita) -0.649** -0.769** -0.504 -0.790** 
 (0.252) (0.314) (0.556) (0.322) 
Ln (population size) -0.552 -0.587 -0.093 -0.349 
 (0.343) (0.403) (0.370) (0.457) 
Ln (alpha)   2.365***  

   (0.229)  

Year and region dummies? Yes Yes Yes Yes 

Additional controls? No No No Yes 

AIC 899.618 856.819 5187.094 734.556 

Observations 848 821 848 687 

* indicates p < 0.1, ** indicates p < 0.05 and *** indicates p < 0.01. Cluster robust standard errors are in 
parentheses. 
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Table 4. Military capacity and one-sided violence 

 Model 5 Model 6 

 Gov OSV Gov OSV 

Military capacity t-1 -4.350 -4.860 
 (7.099) (7.827) 
Ethnic exclusion -8.481** -9.323** 
 (3.490) (4.405) 
Ethnic exclusion * Military capacity t-1 14.532** 15.846** 
 (5.739) (7.479) 
Polity t-1 -1.260 -1.334 

 (0.902) (0.930) 
Rebel strength t-1 0.388 0.416 
 (0.352) (0.400) 
Ln (Battle death) t-1 -0.069 -0.049 

 (0.070) (0.070) 
PGM presence t-1 0.453 0.566 

 (0.963) (1.038) 
IGO score  1.535 1.492 
 (1.485) (1.626) 
ICCPR -1.050 -1.254* 
 (0.765) (0.745) 
Ln (GDP per capita) -1.126*** -1.095*** 
 (0.297) (0.300) 
Ln (population size) -0.300 -0.270 

 (0.505) (0.515) 
Year and region dummies? Yes Yes 

Additional controls? Yes Yes 

Observations 525 525 

* indicates p < 0.1, ** indicates p < 0.05 and *** indicates p < 0.01. Cluster robust standard errors are in 
parentheses. 
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Table 5. Ethnically targeted one-side violence 

 Model 7 Model 8 Model 9 Model 10 

 Ethnic OSV Ethnic OSV 
Non-ethnic 

OSV 

Non-ethnic 

OSV 

Military capacity t-1 13.558** 21.095*** -3.681 -7.220 
 (6.119) (6.317) (4.714) (4.762) 
Polity t-1 0.060 -1.683 -2.451** -1.600* 
 (1.075) (1.279) (0.968) (0.969) 
Rebel strength -0.103 0.391 0.465* 0.307 
 (0.311) (0.337) (0.256) (0.257) 
Ln (Battle death) t-1 -0.035 -0.099 0.008 0.018 

 (0.084) (0.107) (0.067) (0.063) 
PGM presence t-1 1.344* 1.467* -0.163 0.039 

 (0.697) (0.856) (0.767) (0.599) 
IGO score 3.011* 7.088*** -0.955 -0.182 
 (1.584) (2.173) (1.494) (1.299) 
ICCPR -2.440*** -2.530*** 0.649 0.119 
 (0.609) (0.700) (0.650) (0.525) 
Ln (GDP per capita) -1.097*** -2.457*** -0.137 0.103 
 (0.321) (0.540) (0.296) (0.278) 
Ln (population size) -1.144** -1.565*** 0.316 0.444 
 (0.477) (0.588) (0.462) (0.383) 
Additional controls? Yes Yes Yes Yes 

Year and region dummies? Yes Yes Yes Yes 

Observations 676 518 594 665 

* indicates p < 0.1, ** indicates p < 0.05 and *** indicates p < 0.01. Cluster robust standard errors are in 
parentheses.
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Robustness checks 

There are several predictable ways in which these analyses could be biased. In an attempt to 

estimate the severity of such foreseeable issues, this section will propose some alternative 

empirical approaches. First, as alternative dependent variables, I will refer to three human 

rights indices: Cingranelli and Richard’s Human Rights Dataset (Cingranelli et al., 2014), the 

Political Terror Scale (PTS) (Gibney and Dalton 1996), and Fariss’s latent measure of human 

rights (Fariss 2014). To analyze these human rights scores, I will be using Ordinary Least 

Squares (OLS) regressions. Second, as alternative measures of military capacity, I will use two 

estimators from the National Military Capabilities Dataset (Singer 1987; Singer, Bremer, and 

Stuckey 1972). Finally, as a test of the paper’s theoretical mechanism, I will use Hendrix and 

Young’s (2014) latent measure of bureaucratic capacity in place of measures of military 

capacity.  

In Table 6, the models use human rights scores from the CIRI dataset (Cingranelli, Richards, 

and Clay 2014b) as their dependent variables. If the previous section explored the implications 

of military capacity for state-perpetrated killings of civilians, these models explore whether the 

theoretical argument may even extend to non-lethal forms of victimization. Model 11 analyses 

CIRI’s overall physical integrity rights score. Again, the model provides strong empirical 

support for the theoretical argument. Models 12 to 15 break the physical integrity score down 

to its four component scores. Interestingly, these models paint a particular pattern of state-

perpetrated violence. Neither military capacity nor democracy has its expected effects on 

political imprisonment or torture. By contrast, military capacity and regime type have 

pronounced effects on disappearances and killings. These results hint at the purpose of the 

state’s application of violence against civilians. Rather than keep their victims alive for some 
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other purpose, it seems that the governments’ main intention is to physically rid of undesirable 

segments of the population by killing or “disappearing” them.  

Models in Table A1 use PTS scores and Fariss’s latent human rights scores as alternative 

dependent variables. For both human rights indicators, military capacity has a negative effect 

on the state of physical integrity rights in non-democracies, which improves as countries 

become more democratic. In all six models (Models 16 to 21), military capacity has a 

significant, negative effect on the protection of physical integrity rights. And, with the 

exception of Model 17, a higher polity score can counteract some of military capacity’s effects 

on human rights. In substantive terms, Model 16 predicts that a standard deviation increase in 

military capacity in a full dictatorship (Polity score = 0) drives the PTS (Amnesty International) 

score down by ‘0.652’. By contrast, the same increase in military capacity would only move 

the human score down by ‘0.331’ if the country is an anocracy (Polity score = 0.5) and by just 

‘0.011’ if the country has the highest polity score (Polity score = 1).  

Finally, Models 22 to 27 in Table A2 and Models 28 to 33 in Table A3 employ three different 

estimates of state capacity. Much like the main models in Table 4, models in Table A2 suggest 

that military capacity increases the likelihood of government one-sided violence conditional 

on the country’s level of democracy. By contrast, Models 26 and 27 show that bureaucratic 

capacity has no implications for government one-sided violence. The models in Table A3 differ  
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Table 6. Military capacity and CIRI physical integrity rights 

 Model 11 Model 12 Model 13 Model 14 Model 15 

 Physical integrity Disappearance Killings Political Prison Torture 

Military capacity t-1 -7.299** -4.865*** -2.944* 0.455 0.084 
 (3.130) (1.801) (1.524) (1.359) (0.643) 
Polity t-1 -5.566* -3.949** -2.516** 0.933 -0.064 
 (2.955) (1.642) (1.236) (1.037) (0.679) 
Polity t-1 * Military capacity t-1 9.503** 6.089** 3.754** -0.782 0.445 
 (4.137) (2.311) (1.724) (1.553) (0.959) 
Rebel strength t-1 -0.146 -0.049 -0.079 -0.022 0.005 
 (0.130) (0.045) (0.056) (0.075) (0.034) 
Ln (Battle death) t-1 -0.196*** -0.091*** -0.049*** -0.023 -0.033*** 

 (0.034) (0.016) (0.012) (0.015) (0.011) 
PGM presence t-1 -0.509 -0.044 -0.088 -0.179 -0.202** 
 (0.315) (0.174) (0.171) (0.123) (0.087) 
IGO score -0.583 -0.231 -0.172 -0.046 -0.133 
 (0.557) (0.337) (0.300) (0.336) (0.157) 
ICCPR 0.579*** 0.313** 0.181** 0.109 -0.036 
 (0.203) (0.129) (0.089) (0.108) (0.060) 
Ln (GDP per capita) 0.024 0.044 -0.072 0.022 0.032 

 (0.108) (0.069) (0.067) (0.057) (0.033) 
Ln (population size) 0.344** 0.157* 0.165** 0.000 0.022 
 (0.165) (0.093) (0.076) (0.065) (0.046) 
Additional controls? Yes Yes Yes Yes Yes 

Year and region dummies? Yes Yes Yes Yes Yes 

R-squared (without interaction) 0.38 0.39 0.22 0.27 0.21 

R-squared (with interaction) 0.40 0.41 0.24 0.27 0.21 

Observations 670 672 674 672 674 
* indicates p < 0.1, ** indicates p < 0.05 and *** indicates p < 0.01. Cluster robust standard errors are in parentheses. 
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in some respects with those of the main models in Table 4. Models 28, 30 and 32 examine the 

effects of each alternative measure on ethnically targeted killings. In contrast, the dependent 

variable of Models 29, 31 and 33 is the presence of untargeted government killings in a dyad-

year. While military expenditure (logged) affects ethnically targeted killings in the predicted 

direction, military expenditure per soldier (logged) has no significant effect. Finally, in line 

with existing works in the literature (Chae 2021; Englehart 2017, 2009), Model 33 indicates 

that bureaucratic capacity may significantly reduce untargeted killings.  

Conclusion 

Why do governments kill their own citizens during internal conflict? Military capacity, this 

paper argues, is a double-edged sword. Which side prevails depends on the political costs of 

victimization. 

Based on existing works in the literature, the theoretical section hypothesized that the 

relationship between military capacity and government violence against civilians could go 

either way. On the one hand, desperate troops may resort to more desperate measures, which 

often involves indiscriminately killing non-combatants in a hostile area (Downes 2006; Costalli, 

Moro, and Ruggeri 2020). Indeed, egregious actions by state forces are often pinned on the 

military’s “weakness” (Amnesty International 2008), characterized by a lack of discipline, 

disruptions in supplies, and rogue agents. As noted by recent works in human rights, however, 

state capacity is a “double-edged sword” (Chae 2021; Cingranelli, Mark, and Sadykova-

DuMond 2023). If the government intends to kill civilians, a more capable military would only 

facilitate the attainment of that goal. (Arreguín-Toft 2001; Downes 2006; Kalyvas 2012b). The 

political cost of victimization determines which of these two sides prevails. Specifically, the 

theoretical section explored two factors that may influence this cost: regime type (Davenport, 

1999, 2004; Escribá-Folch, 2013; Poe et al., 1999) and ethnic exclusion (Di Salvatore 2016; 
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Weidmann 2011; Cederman et al. 2020; Fjelde et al. 2021). 

In the empirical section, the paper used dyadic data on one-sided violence to evaluate the merit 

of the paper’s argument. According to a naïve model, military capacity seemed to have no effect 

on government one-sided violence. However, further analysis revealed interesting 

heterogenous effects. First, military capacity had strong, positive effects on government one-

sided violence in non-democratic contexts, but the variable had the opposite relationship with 

violence among democratic countries. Second, military capacity had greater influence on ethnic 

outgroups than it did on killings that were not targeting politically excluded ethnic groups. In 

terms of model fit, these models explained the data much better than naïve models without the 

interaction term. Altogether, the models revealed that military capacity’s relationship with one-

sided violence is conditional on at least the two factors studied in this paper. Null findings from 

the naïve model may be the consequence of these heterogenous effects cancelling each other 

out. 

The paper proposed an important moderator that affects military capacity’s relationship with 

state-perpetrated violence during conflicts. Through a series of cross-sectional comparisons, 

the paper argued that the political costs of victimization affects whether a state’s preparedness 

for war increases its propensity to physically abuse and kill civilians during conflict. There are, 

of course, inherent limits to cross-national comparisons. Most notably, the current empirical 

evaluation uses yearly aggregate measures of one-sided violence, human rights abuse and state 

capacity, which may not adequately reflect many of the relevant variations that occur during 

conflict. Nonetheless the paper’s findings have important policy implications. Policymakers 

should account for the political incentives that shape state behavior, particularly how 

anticipated political costs can deter violence against civilians. Furthermore, the study implies 

that international and domestic actors should implement measures that enhance transparency 
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and accountability, raising the political repercussions for states engaging in civilian 

victimization. Future studies could improve data collection at more granular levels to conduct 

further tests of this empirical association using disaggregated data.  

Acknowledgements 

I am grateful to countless colleagues and mentors, as well as the editors and anonymous 

reviewers at International Interactions, whose thoughtful comments have made this paper 

more focused and impactful. I am particularly indebted to Jack Holland, Emma-Louise 

Anderson and Wukki Kim for their detailed feedback.  

Funding statement 

This project has received funding from the Leverhulme Trust (ECF-2022-270). 

 

 

 

 

 

 

 

 

 

 



31 

 

Bibliography 

Acemoglu, Daron, Davide Ticchi, and Andrea Vindigni. 2010. “Persistence of Civil Wars.” 
Journal of the European Economic Association 8 (2–3): 664–76. 

AidData. 2017. “AidDataCore_ResearchRelease_Level1_v3.1 Research Releases Dataset.” 
Williamsburg, VA: AidData. 

Amnesty International. 2008. “Routinely Targeted: Attacks on Civilians in Somalia.” London, 
UK. 

Arreguín-Toft, Ivan. 2001. “How the Weak Win Wars: A Theory of Asymmetric Conflict.” 
International Security 26 (1): 93–128. doi:10.1162/016228801753212868. 

Balcells, Laia. 2012. “The Consequences of Victimization on Political Identities: Evidence 
from Spain.” Politics and Society 40 (3): 311–47. doi:10.1177/0032329211424721. 

———. 2017. “A Theory of Violence Against Civilians.” Rivalry and Revenge, 19–46. 
doi:10.1017/9781316392737.003. 

Beber, Bernd, and Christopher Blattman. 2013. “The Logic of Child Soldiering and Coercion.” 
International Organization 67 (1): 65–104. doi:10.1017/S0020818312000409. 

Besley, Timothy, and Torsten Persson. 2009. “The Origins of State Capacity: Property Rights, 
Taxation, and Politics.” American Economic Review 99 (4): 1218–44. 
doi:10.1257/aer.99.4.1218. 

Bhavnani, Ravi, Dan Miodownik, and Hyun Jin Choi. 2011. “Violence and Control in Civil 
Conflict: Israel, the West Bank, and Gaza.” Comparative Politics 44 (1): 61–80. 
doi:10.5129/001041510X13815229366561. 

Bobbio, Norberto. 1996. The Age of Rights. Edited by Cameron Allan. Cambridge, MA: Polity. 

Brambor, Thomas, Agustín Goenaga, Johannes Lindvall, and Jan Teorell. 2020. “The Lay of 
the Land: Information Capacity and the Modern State.” Comparative Political Studies 53 
(2): 175–213. doi:10.1177/0010414019843432. 

Butler, Christopher K, Tali Gluch, and Neil J Mitchell. 2007. “Security Forces and Sexual 
Violence: A Cross-National Analysis of a Principal–Agent Argument.” Journal of Peace 
Research 44 (6): 669–87. 

Carey, Sabine C, Neil J Mitchell, and Katrin Paula. 2022. “The Life, Death and Diversity of 
pro-Government Militias: The Fully Revised pro-Government Militias Database Version 
2.0.” Research & Politics 9 (1): 205316802110627. doi:10.1177/20531680211062772. 

Cederman, Lars Erik, Simon Hug, Livia I. Schubiger, and Francisco Villamil. 2020. “Civilian 
Victimization and Ethnic Civil War.” Journal of Conflict Resolution 64 (7–8). SAGE 
Publications Inc.: 1199–1225. doi:10.1177/0022002719898873. 

Chae, Seung Hoon. 2021. “Are Stronger States More Humane? A Re-Evaluation of ‘Exemplary 
Villains.’” Journal of Peace Research 58 (4): 702–18. doi:10.1177/0022343320913907. 



32 

 

Cingranelli, David L, Skip Mark, and Almira Sadykova-DuMond. 2023. “Democracy, Capacity, 
and the Implementation of Laws Protecting Human Rights.” Laws 12 (1): 6. 
doi:10.3390/laws12010006. 

Cingranelli, David L, David L Richards, and Chad K Clay. 2014a. “The Cingranelli-Richards 
(CIRI) Human Rights Data Project Coding Manual, Version 5.20.14.” 
http://www.humanrightsdata.com/p/data-documentation.html. 

———. 2014b. “The CIRI Human Rights Dataset, Version 2014.04.14.” 
http://www.humanrightsdata.com. 

Cohen, Dara Kay. 2013. “Explaining Rape during Civil War: Cross-National Evidence (1980–
2009).” American Political Science Review 107 (3): 461–77. 
doi:10.1017/S0003055413000221. 

Cohen, Dara Kay, and Ragnhild Norda˚s. 2015. “Do States Delegate Shameful Violence to 
Militias? Patterns of Sexual Violence in Recent Armed Conflicts.” Journal of Conflict 
Resolution 59 (5): 877–98. doi:10.1177/0022002715576748. 

Costalli, Stefano, Francesco Niccolò Moro, and Andrea Ruggeri. 2020. The Logic of 
Vulnerability and Civilian Victimization: Shifting Front Lines in Italy (1943 1945). World 
Politics. Vol. 72. doi:10.1017/S004388712000012X. 

Crenshaw, Martha. 1981. “The Causes of Terrorism.” Comparative Politics 13 (4): 379–99. 

Cunningham, David E., Kristian Skrede Gleditsch, and Idean Salehyan. 2013. “Non-State 
Actors in Civil Wars: A New Dataset.” Conflict Management and Peace Science 30 (5): 
516–31. doi:10.1177/0738894213499673. 

Davenport, Christian. 1999. “Human Rights and the Democratic Proposition.” Journal of 
Conflict Resolution 43 (1): 92–116. 

———. 2004. “Human Rights and the Promise of Democratic Pacification.” International 
Studies Quarterly 48 (3): 539–60. 

———. 2007a. State Repression and the Domestic Democratic Peace. Cambridge: Cambridge 
University Press. doi:10.1017/CBO9780511510021. 

———. 2007b. “State Repression and the Tyrannical Peace.” Journal of Peace Research 44 
(4): 485–504. 

Davies, Shawn, Garoun Engström, Therése Pettersson, and Magnus Öberg. 2024. “Organized 
Violence 1989–2023, and the Prevalence of Organized Crime Groups.” Journal of Peace 
Research 61 (4): 673–93. doi:10.1177/00223433241262912. 

Davies, Shawn, Therése Pettersson, and Magnus Öberg. 2022. “Organized Violence 1989–
2021 and Drone Warfare.” Journal of Peace Research 59 (4): 593–610. 
doi:10.1177/00223433221108428. 

Daxecker, Ursula E. 2014. “All Quiet on Election Day? International Election Observation and 
Incentives for Pre-Election Violence in African Elections.” Electoral Studies 34. Elsevier 



33 

 

BV: 232–43. doi:10.1016/j.electstud.2013.11.006. 

Doctor, Austin C., and John D. Willingham. 2022. “Foreign Fighters, Rebel Command 
Structure, and Civilian Targeting in Civil War.” Terrorism and Political Violence 34 (6): 
1125–43. doi:10.1080/09546553.2020.1763320. 

Downes, Alexander B. 2006. “Desperate Times, Desperate Measures: The Causes of Civilian 
Victimization in War.” Vol. 30. https://www.jstor.org/stable/4137532. 

Downes, Alexander B. 2017. Targeting Civilians in War. Cornell University Press. 
doi:10.7591/9780801458538. 

Drazanova, Lenka. 2020. “Introducing the Historical Index of Ethnic Fractionalization (HIEF) 
Dataset: Accounting for Longitudinal Changes in Ethnic Diversity.” Journal of Open 
Humanities Data 6 (September). doi:10.5334/johd.16. 

Easterly, Williams, Roberta Gatti, and Sergio Kurlat. 2006. “Development, Democracy, and 
Mass Killings.” Journal of Economic Growth 11 (2): 129–56. 

Eck, Kristine, and Lisa Hultman. 2007. “One-Sided Violence Against Civilians in War.” 
Journal of Peace Research 44 (2): 233–46. doi:10.1177/0022343307075124. 

Englehart, Neil A. 2009. “State Capacity, State Failure, and Human Rights.” Journal of Peace 
Research 46 (2): 163–80. 

———. 2017. Sovereignty, State Failure and Human Rights: Petty Despots and Exemplary 
Villains. London: Routledge. 

Escribá-Folch, Abel. 2013. “Repression, Political Threats, and Survival under Autocracy.” 
International Political Science Review 34 (5): 543–60. 

Fariss, Christopher J. 2014. “Respect for Human Rights Has Improved over Time: Modeling 
the Changing Standard of Accountability.” American Political Science Review 108 (2): 
297–318. 

Fearon, James D, and David D Laitin. 2003. “Ethnicity, Insurgency, and Civil War.” American 
Political Science Review 97 (1): 75–90. 

Fjelde, Hanne, Lisa Hultman, Livia Schubiger, Lars-Erik Cederman, Simon Hug, and 
Margareta Sollenberg. 2021. “Introducing the Ethnic One-Sided Violence Dataset.” 
Conflict Management and Peace Science 38 (1): 109–26. 
doi:10.1177/0738894219863256. 

Geddes, Barbara. 1996. Politician’s Dilemma: Building State Capacity in Latin America. 
Berkeley: University of California Press. 

Gibney, Mark, and Matthew Dalton. 1996. “The Political Terror Scale.” Policy Studies and 
Developing Nations 4 (1): 73–84. 

Goodwin, Jeff. 2001. No Other Way Out: States and Revolutionary Movements, 1945-1991. 
New York: Cambridge University Press. 



34 

 

Harbom, Lotta, Erik Melander, and Peter Wallensteen. 2008. “Dyadic Dimensions of Armed 
Conflict, 1946—2007.” Journal of Peace Research 45 (5): 697–710. 
doi:10.1177/0022343308094331. 

Hendrix, Cullen S., and Joseph K. Young. 2014. “State Capacity and Terrorism: A Two-
Dimensional Approach.” Security Studies 23 (2): 329–63. 
doi:10.1080/09636412.2014.905358. 

Henkin, Louis. 1990. The Age of Rights. New York: Columbia University Press. 

Hill, Daniel W., and Zachary M. Jones. 2014. “An Empirical Evaluation of Explanations for 
State Repression.” American Political Science Review 108 (3): 661–87. 
doi:10.1017/S0003055414000306. 

Hoover Green, Amelia. 2016. “The Commander’s Dilemma: Creating and Controlling Armed 
Group Violence.” Journal of Peace Research 53 (5): 619–32. 
doi:10.1177/0022343316653645. 

Hultman, Lisa. 2007. “Battle Losses and Rebel Violence: Raising the Costs for Fighting.” 
Terrorism and Political Violence 19 (2): 205–22. doi:10.1080/09546550701246866. 

Kalyvas, Stathis N. 2012a. “Micro-Level Studies of Violence in Civil War: Refining and 
Extending the Control-Collaboration Model.” Terrorism and Political Violence 24 (4): 
658–68. doi:10.1080/09546553.2012.701986. 

———. 2012b. The Logic of Violence in Civil War. Cambridge: Cambridge University Press. 
doi:10.1017/CBO9780511818462.008. 

Kalyvas, Stathis N., and Laia Balcells. 2010. “International System and Technologies of 
Rebellion: How the End of the Cold War Shaped Internal Conflict.” American Political 
Science Review 104 (3): 415–29. doi:10.1017/S0003055410000286. 

Kalyvas, Stathis N., and Matthew Adam Kocher. 2007. “How ‘Free’ Is Free Riding in Civil 
Wars?: Violence, Insurgency, and the Collective Action Problem.” World Politics 59 (2): 
177–216. doi:10.1353/wp.2007.0023. 

Keith, Linda Camp, C. Neal Tate, and Steven C. Poe. 2009. “Is The Law a Mere Parchment 
Barrier to Human Rights Abuse?” The Journal of Politics 71 (2): 644–60. 
doi:10.1017/S0022381609090513. 

Klein, Graig R., and Efe Tokdemir. 2019. “Domestic Diversion: Selective Targeting of 
Minority out-Groups.” Conflict Management and Peace Science 36 (1): 20–41. 
doi:10.1177/0738894216658675. 

Krcmaric, Daniel. 2018. “Varieties of Civil War and Mass Killing: Reassessing the 
Relationship between Guerrilla Warfare and Civilian Victimization.” Journal of Peace 
Research 55 (1). SAGE Publications Ltd: 18–31. doi:10.1177/0022343317715060. 

Lee, Melissa, and Nan Zhang. 2017. “Legibility and the Informational Foundations of State 
Capacity.” Journal of Politics 79 (1): 118–32. doi:10.1086/688053. 



35 

 

Levi, Margaret. 1988. Of Rule and Revenue. Berkeley and Los Angeles, CA: University of 
California Press. 

Lyall, Jason. 2009. “Does Indiscriminate Violence Incite Insurgent Attacks?” Journal of 
Conflict Resolution 53 (3): 331–62. doi:10.1177/0022002708330881. 

Manekin, Devorah. 2013. “Violence Against Civilians in the Second Intifada: The Moderating 
Effect of Armed Group Structure on Opportunistic Violence.” Comparative Political 
Studies 46 (10): 1273–1300. doi:10.1177/0010414013489382. 

Mann, Michael. 1986. The Sources of Social Power: A History of Power from the Beginning to 
A.D. 1760. Cambridge, UK: Cambridge University Press. 

Marshall, Monty G., Ted Robert Gurr, and Keith Jaggers. 2014. “Polity IV Dataset Version 
2013 and Dataset Users’ Manual.” Center for Systemic Peace. 
http://www.systemicpeace.org/inscrdata.html. 

Metelits, Claire. 2009. Inside Insurgency. Violence, Civilians, and Revolutionary Group 
Behavior. New York: New York University Press. 

Mitchell, Neil J. 2004. Agents of Atrocity: Leaders, Followers, and the Violation of Human 
Rights in Civil War. New York: Palgrave Macmillan. 

Müller-Crepon, Carl. 2022. “Local Ethno-Political Polarization and Election Violence in 
Majoritarian vs. Proportional Systems.” Journal of Peace Research 59 (2). SAGE 
Publications Ltd: 242–58. doi:10.1177/0022343320973724. 

Pettersson, Therese. 2022. “UCDP One-Sided Violence Codebook Version 22.1.” Joakim 
Kreutz. Uppsala, Sweden. https://ucdp.uu.se/downloads/. 

Pevehouse, Jon CW, Timothy Nordstrom, Roseanne W McManus, and Anne Spencer Jamison. 
2020. “Tracking Organizations in the World: The Correlates of War IGO Version 3.0 
Datasets.” Journal of Peace Research 57 (3): 492–503. doi:10.1177/0022343319881175. 

Poe, Steven C, and Neal C Tate. 1994. “Repression of Human Rights to Personal Integrity in 
the 1980s: A Global Analysis.” American Political Science Review 88 (4): 853–72. 

Poe, Steven C, Neal C Tate, and Linda C Keith. 1999. “Repression of Human Rights to Personal 
Integrity Revisited: A Global, Cross-National Study Covering the Years 1976–1993.” 
International Studies Quarterly 43 (2): 291–313. 

Rivera, Mauricio. 2017. “Authoritarian Institutions and State Repression: The Divergent 
Effects of Legislatures and Opposition Parties on Personal Integrity Rights.” Journal of 
Conflict Resolution 61 (10): 2183–2207. doi:10.1177/0022002716632301. 

Salvatore, Jessica Di. 2016. “Inherently Vulnerable? Ethnic Geography and the Intensity of 
Violence in Bosnian Civil War.” Political Geography 51. Elsevier Ltd: 1–14. 
doi:10.1016/j.polgeo.2015.11.008. 

Schnakenberg, Keith E., and Christopher J. Fariss. 2014. “Dynamic Patterns of Human Rights 
Practices.” Political Science Research and Methods 2 (1): 1–31. 



36 

 

doi:10.1017/psrm.2013.15. 

Schubiger, Livia Isabella. 2021. “State Violence and Wartime Civilian Agency: Evidence from 
Peru.” Journal of Politics 83 (4). University of Chicago Press: 1383–98. 
doi:10.1086/711720. 

Singer, David. 1987. “Reconstructing the Correlates of War Dataset on Material Capabilities 
of States, 1816–1985.” International Interactions 14 (2): 115–32. 

Singer, David, Stuart Bremer, and John Stuckey. 1972. “Capability Distribution, Uncertainty, 
and Major Power War, 1820–1965.” In Peace, War, and Numbers, edited by Bruce Russett. 
Beverly Hills, CA: Sage. 

Skocpol, Theda. 1985. “Bringing the State Back in: Strategies of Analysis in Current Research.” 
In Bringing the State Back In, edited by Peter B Evans, Dietrich Rueschemeyer, and Theda 
Skocpol. Cambridge: Cambridge University Press. 

Soifer, Hillel David, and Matthias vom Hau. 2008. “Unpacking the Strength of the State: The 
Utility of State Infrastructural Power.” Studies in Comparative International Development 
43 (3–4): 219–30. doi:10.1007/s12116-008-9030-z. 

Staniland, Paul. 2012. “States, Insurgents, and Wartime Political Orders.” Perspectives on 
Politics. doi:10.1017/S1537592712000655. 

———. 2021. Ordering Violence. Cornell University Press. 
doi:10.7591/cornell/9781501761102.001.0001. 

Stepanova, Ekaterina. 2009. “Trends in Armed Conflicts: One-Sided Violence against 
Civilians.” In SIPRI Yearbook 2009: Armaments, Disarmament and International Security. 

Sullivan, Christopher M. 2012. “Blood in the Village: A Local-Level Investigation of State 
Massacres.” Conflict Management and Peace Science 29 (4): 373–96. 

Tilly, Charles. 1975. The Formation of National States in Europe. Princeton: Princeton 
University. 

Ulfelder, Jay, and Benjamin Valentino. 2008. “Assessing Risks of State-Sponsored Mass 
Killing.” SSRN Electronic Journal. doi:10.2139/ssrn.1703426. 

U.S. Department of State. 2009. “Report to Congress on Incidents During the Recent Conflict 
in Sri Lanka.” 

Valentino, Benjamin. 2004. Final Solutions: Mass Killing and Genocide in the Twentieth 
Century. Ithaca, NY: Cornell University Press. 

Valentino, Benjamin, Paul Huth, and Dylan Balch-Lindsay. 2004. “‘Draining the Sea’: Mass 
Killing and Guerrilla Warfare.” International Organization 58 (02). 
doi:10.1017/S0020818304582061. 

Vargas, Gonzalo. 2009. “Urban Irregular Warfare and Violence Against Civilians: Evidence 
From a Colombian City.” Terrorism and Political Violence 21 (1): 110–32. 
doi:10.1080/09546550802551859. 



37 

 

Vogt, Manuel, Nils-Christian Bormann, Seraina Rüegger, Lars-Erik Cederman, Philipp 
Hunziker, and Luc Girardin. 2015. “Integrating Data on Ethnicity, Geography, and 
Conflict.” Journal of Conflict Resolution 59 (7): 1327–42. 
doi:10.1177/0022002715591215. 

Weber, Max. 1946. “Politics as a Vocation.” In Max Weber: Essays in Sociology, edited by H. 
H. Gerth and C. Wright Mills. New York: Oxford University Press. 

Weidmann, Nils B. 2011. “Violence ‘from above’ or ‘from below’? The Role of Ethnicity in 
Bosnia’s Civil War.” The Journal of Politics 73 (4): 1178–90. 
doi:10.1017/S0022381611000831. 

Weinstein, Jeremy M. 2006. Inside Rebellion. Cambridge: Cambridge University Press. 
doi:10.1017/CBO9780511808654. 

Winward, Mark. 2021. Intelligence Capacity and Mass Violence: Evidence from Indonesia. 
Comparative Political Studies. Vol. 54. doi:10.1177/0010414020938072. 

Wood, Elisabeth Jean. 2009. “Armed Groups and Sexual Violence: When Is Wartime Rape 
Rare?” Politics and Society 37 (1): 131–62. doi:10.1177/0032329208329755. 

Wood, Reed M. 2014a. “From Loss to Looting? Battlefield Costs and Rebel Incentives for 
Violence.” International Organization 68 (4): 979–99. doi:10.1017/S0020818314000204. 

———. 2014b. “Opportunities to Kill or Incentives for Restraint? Rebel Capabilities, the 
Origins of Support, and Civilian Victimization in Civil War.” Conflict Management and 
Peace Science 31 (5): 461–80. doi:10.1177/0738894213510122. 

  

 

 

 

 

 

 

 

 



38 

 

Figure 1. Military capacity, democracy and one-sided violence (Model 2) 

  

 

Figure 2. Military capacity, ethnic targeting and one-sided violence (Models 8 and 10) 

  

 


