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Abstract Radiogenic neutrons emitted by detector mate-

rials are one of the most challenging backgrounds for the

direct search of dark matter in the form of weakly inter-

acting massive particles (WIMPs). To mitigate this back-

ground, the XENONnT experiment is equipped with a novel

gadolinium-doped water Cherenkov detector, which encloses

the xenon dual-phase time projection chamber (TPC). The

neutron veto (NV) can tag neutrons via their capture on

gadolinium or hydrogen, which release γ -rays that are subse-

quently detected as Cherenkov light. In this work, we present

the first results of the XENONnT NV when operated with

demineralized water only, before the insertion of gadolinium.

Its efficiency for detecting neutrons is (82 ± 1)%, the highest

neutron detection efficiency achieved in a water Cherenkov

detector. This enables a high efficiency of (53 ± 3)% for the

tagging of WIMP-like neutron signals, inside a tagging time

window of 250 µs between TPC and NV, leading to a livetime

loss of 1.6% during the first science run of XENONnT.

1 Introduction

The XENON project aims at the direct detection of dark

matter [1], primarily in the form of weakly interacting mas-

sive particles (WIMPs) [2]. The project consists of a series of

dual-phase liquid-gas xenon time projection chambers (TPC)

with increasing active mass and decreasing background,

operated underground at the INFN Laboratori Nazionali del

Gran Sasso, Italy [3–5]. The current experiment, XENONnT

a Also at INFN-Roma Tre, 00146 Rome, Italy
b Now at Department of Physics and Astronomy, Bucknell University,

Lewisburg, PA, USA
c Also at Coimbra Polytechnic-ISEC, 3030-199 Coimbra, Portugal
d Now at Institut für Kernphysik, University of Münster, Münster 48149,

Germany

a e-mail: xenon@lngs.infn.it

b e-mail: andrea.mancuso@bo.infn.it

c e-mail: dwenz@uni-muenster.de

[6], is installed at LNGS since 2020 as an upgrade of its pre-

decessor XENON1T [5,7], with commissioning and a first

science run (SR0) completed during 2021 [8,9]. XENONnT

has an active liquid xenon (LXe) target mass of 5.9 t.

Particles interacting inside the LXe target produce scintil-

lation photons and free electrons. The scintillation photons

are detected as a first signal (S1) by two arrays of photo-

multiplier tubes (PMTs) located at the top and bottom of the

TPC. A set of wire electrodes allows to drift and extract the

free electrons from the liquid into the gaseous xenon phase,

where the larger extraction field accelerates them to produce

an electroluminescence signal, called S2 [6].

Two principal categories of signals are observed in LXe

TPCs: electronic recoil signals (ER) mostly originating from

β-electrons and γ -rays interacting with the shell electrons of

xenon, and nuclear (NR) recoils induced by coherent elas-

tic scattering of neutral particles, like WIMPs, neutrons or

neutrinos, with the xenon nuclei [10]. NR background sig-

nals induced by radiogenic neutrons originating from sponta-

neous fission and alpha-n reactions [11], or cosmogenic neu-

trons induced by muons [12], are generally a more problem-

atic background. They are partially mitigated through careful

material selection, by identifying interactions with multiple

scatter vertices, and by considering their position distribution

in the analysis. However, single scatter elastic interactions

induced by neutrons in the TPC’s inner volume are ulti-

mately indistinguishable from WIMPs. For WIMP masses

below 5 GeV/c2 , coherent elastic neutrino-nucleus scatter-

ing of solar 8B neutrinos are an additional irreducible NR

background [13–15]. With the introduction of a water shield

and active muon veto (MV) surrounding the TPC cryostat

in XENON1T [5,16], the impact of NRs from cosmogenic

neutrons on the WIMP sensitivity was reduced. Thanks to the

unprecedentedly low ER background reached in XENONnT

[9], the NR background from radiogenic neutrons became

more relevant in the search for WIMP dark matter, and thus

an additional mitigation strategy is mandatory.
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Most of the radiogenic neutrons that produce a signal

inside the TPC exit the cryostat, where they are moder-

ated mostly by protons of the surrounding water and eventu-

ally captured after a medium-dependent delay, emitting one

or multiple γ -rays in the subsequent nuclear de-excitation.

These γ -rays can be detected via Cherenkov photons emitted

by fast electrons originating mostly from Compton scatter-

ing. Thus, enclosing the inner volume of the water tank with

a highly light-sensitive detector, these Cherenkov signals

can be used to effectively veto neutron-induced NR signals.

This technique of tagging neutrons was already successfully

deployed by large-scale water-based neutrino experiments

like Super-Kamiokande and SNO+ [17,18].

In this work, we describe the performance of the XENONnT

neutron veto (NV) during its first phase, when operated with

demineralized-water only, in which neutrons were tagged

through their capture on hydrogen releasing a 2.2MeV γ -

ray. In Sect. 2 the design, the installation of the neutron veto,

and its calibration tools are described. Electronics and data

acquisition are summarized in Sect. 3, followed by the data

processing pipeline in Sect. 4. Section 5 discuss the perfor-

mance of the PMTs, and detector stability. The calibration of

the NV efficiency to detect and tag neutrons is discussed in

Sect. 6. Finally, Sect. 7 discusses the impact of the NV in the

SR0 WIMP search before a summary and outlook are given.

2 The XENONnT neutron veto

2.1 Detector description

The XENONnT NV is installed inside the 700 m3 water tank

of the muon veto, all around the cryostat containing the TPC,

as shown in Fig. 1. It encloses a 33 m3 volume, confined by

high-reflectivity panels made of expanded polytetrafluoro-

ethylene (ePTFE). The water buffer between the water tank

walls and the NV panels is about 2.5 m. The panels form an

octagonal prism with a height of 3.16 m, and a side length

of 2.02 m and 1.22 m. Wide and narrow sides are placed

at a radial distance of 1.87 m (1.07 m) and 2.05 m (1.25

m) from the center (cryostat), respectively. The floor of the

NV is made of eight triangular-shaped sections closing the

whole surface, 26 cm below the bottom of the TPC cryostat.

The ceiling is made of eight individual triangles, anchored

on a ring around the main pipe at the center, 20 cm above

the cryostat dome. Each triangle is inclined by 5◦, slightly

decreasing towards the outer edge of the prism. The ceiling

features three ports: two of them are circular with a 23 cm

diameter, allowing the insertion of a neutron generator. The

third port is rectangular (23×27 cm2) which allows the inser-

tion of a tungsten shield including a 88YBe photon-neutron

source for the calibration of the TPC [6,19]. These ports are

the only areas where photons can travel from the NV into the

outer MV volume or vice-versa.

The 1.5 mm thick ePTFE foil was chosen after a care-

ful comparison of the reflectivity of several materials like

Tyvek (1073B, 1073D, 1082D), Lumirror, Spectralon (9833,

9838), PTFE, and ePTFE, from which ePTFE presented the

best reflectivity of > 99% for wavelengths greater than 300

nm [20]. The surface of the cryostat is covered with the same

ePTFE foils, fixed with stainless steel studs and strings. For

the NV walls, the ePTFE foils are stretched and held in place

with plastic frames, which are anchored on the cryostat sup-

port structure by thin stainless steel bars, to minimize back-

grounds from NV-related structural materials.

Cherenkov photons produced by charged particles in the

NV are detected by 120 high quantum efficiency (with a

maximum of 39% at 350 nm, on average), low-radioactivity,

8” PMTs, Hamamatsu R5912-100-10 WA-D30-SEL-Assy,

sealed to be operated in water. They are arranged in 20

columns of 6 PMTs each, vertically spaced by about 45 cm.

Wide sides host three PMT columns, while narrow sides host

two. The PMTs are mounted on the same steel bars holding

the panels, with only the glass window protruding inside the

NV volume. In this way, the impact of backgrounds in the NV

produced by the radioactivity of the PMT body is reduced by

about 40%.

Like all other parts of the experiment, the components

of the NV underwent low-background screening to assess

and validate their radiopurity levels [21]. Determined from

Monte Carlo (MC) simulations, the background rate in the

NV is dominated by the radioactivity of the 120 PMTs of

the system (about 80% of the total rate), with smaller contri-

butions due to the radioactivity of the stainless steel compo-

nents (about 15%), including the support structures and the

cryostat. The remaining contributions come mostly from the

ePTFE reflectors (less than 2%), with the impact of deminer-

alized water being almost negligible, less than 0.2%.

2.2 Light calibration tools

The NV is equipped with a set of optical calibration tools to

continuously monitor the performance of the detector and its

PMT response. Among these tools are optical fibers leading

to each PMT, four “diffuser balls” mounted around the TPC

cryostat, and a “reflectivity monitor” set up to illuminate the

NV ePTFE walls.

A system of 120 optical fibers is implemented to charac-

terize and monitor the single photoelectron (SPE) response

of the NV PMTs. A PTFE diffuser at the end of each fiber

provides the optical coupling to its respective PMT. Outside

the water tank, each bundle of 6 fibers belonging to the same

column of PMTs is illuminated by a blue (470 nm) LED.

The 20 LEDs are powered by Quantum Composer 9530 fast
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Fig. 1 CAD rendering of the NV surrounding the TPC cryostat in the

center of the XENONnT water tank and muon veto. The main elements

of the NV are the support structure (grey), reflector panels (white), and

the 120 PMTs (orange). The main components of the calibration system

entering the NV are also shown: neutron generator pipe (purple), I-belt

(blue), and U-tubes (red and green). The reflector foils attached to the

cryostat were deliberately removed in this drawing. In the background

of the picture, the walls of the water tank, covered with reflector foils,

and the MV PMTs can be distinguished

pulse generators that send an external trigger signal to the

data acquisition at each LED pulse.

A system of four diffuser balls illuminated by short laser

pulses characterizes the timing and optical properties of the

NV, such as water transparency and ePTFE surface reflectiv-

ity. They are mounted on the cryostat at equal heights near

the center of the NV and equal angular distances from each

other, illuminating one-quarter of the NV volume each. The

diffuser balls follow the design based on the one developed

for the XENON1T MV [22], but optimized for more precise

photon timing. Each diffuser ball was tested for its isotropic

light response and photon timing. The time spread of the dif-

fuser balls ranges between 4 ns and 6 ns in air. Each diffuser

ball can be illuminated separately using a picosecond laser

(PILAS DX, NKT Photonics) equipped with a (448 ± 3) nm

laser diode (PIL1-044-40FC), and an optical switch. An opti-

cal attenuator allows the adjustment of the laser light intensity

down to a level where individual PMTs detect a single to a

few photons.

An additional reflectivity monitor is installed at about half

height on the inside of one of the NV’s lateral sides to mon-

itor the optical properties of the NV. The monitor consists

of four optical quartz fibers (Thorlabs UM22-200, poly-

imide coated), protected inside stainless steel small pipes,

and fed by another picosecond laser (LDB-200, Tama Elec-

tronics) that emit photons at a wavelength of (375 ± 3) nm.

This wavelength was chosen to probe near the maximum

of the product of the NV’s PMTs quantum efficiency and

Cherenkov emission spectrum in water. An optical switch

is used to select one of the four fibers, two of which point

upwards to illuminate the ceiling of the NV, while the other

two are oriented downwards pointing to its floor.

3 Electronics, DAQ, and time synchronization

The NV data acquisition is a fully integrated subsystem

of the XENONnT DAQ system, described in [23]. It com-
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prises its own set of electronics for digitization, data col-

lection, and online processing. The NV DAQ, as that of the

TPC, is designed around a triggerless data collection scheme

based on a readout system of independent channels, which

allows the acquisition of each self-triggered PMT signal. A

schematic block diagram of the NV DAQ is shown in Fig.

2. PMT coaxial cables for signal and high voltage (HV) are

routed from the water tank to the rack of the NV electronics.

The PMT signals are connected to the front-end electron-

ics employing a panel feedthrough. The positive PMT HV

(+1.5 kV, 3.5 mA) supplied by CAEN SY4527/A7435SP

modules, is low-pass filtered to reduce high-frequency noise

(> MHz). Eight state-of-the-art waveform digitizer boards

(CAEN V1730S) [24] acquire signals from the 120 PMTs.

Each board houses 16 input channels, each containing a 14-

bit 500 MHz flash ADC. This sampling rate is five times

faster than in the TPC, to reconstruct the fast arrival time

of the directly impinging Cherenkov photons before diffuse

reflection of the ePTFE walls dominates, and position infor-

mation of the emitted Cherenkov light is washed out. In addi-

tion, the increased sampling rate helps further reconstructing

the details of the waveform shape, as can be seen from Fig.

3. The input section of the digitizers is adapted to 50 � and

the dynamic range is set to 2 V.

The V1730S digitizers are operated with the Digital Pulse

Processing for Dynamic Acquisition Window (DPP-DAW)

firmware, jointly developed by CAEN and XENON mem-

bers for the readout of the XENON1T TPC [25]. Each chan-

nel handles the data acquisition in a self-trigger mode that

allows storing the PMT waveform when the corresponding

amplitude exceeds a programmed threshold with respect to

the baseline, which itself is continuously computed. The

waveform recording proceeds until the signal goes below

the threshold with a dynamically enlarged window, up to a

maximum of about 1 µs. Most of the PMT channels have a

self-trigger threshold set to 15 ADC counts (ADCc) corre-

sponding to an amplitude of about 1.8 mV (about 0.25PE for

a PMT gain of 107). An increased threshold of 20 ADCc is

used in ten channels with higher noise levels.

Each single pulse data frame, which includes a 48-bit trig-

ger timestamp, a baseline, and all the waveform samples with

variable length, is written to a large channel memory buffer

designed as a First In, First Out system (FIFO). Pulses com-

ing from different channels are recorded in different buffer

FIFOs. Four optical links, with up to 90 MB/s capacity each,

connect the FIFOs to the CAEN A3818 PCIe card hosted in

the “Reader” server shown in Fig. 2. When the memory is

completely full, the system triggers a “busy” signal which

halts the data acquisition until some space has been freed

up. When one or more boards are busy, an auxiliary board

(CAEN V1495 in Fig. 2) inhibits the data acquisition for all

boards by providing a common busy signal. This board also

produces the busy start and stop signals used by data acquisi-

tion monitor. During SR0 WIMP-search data taking the NV

DAQ has not exhibited any busy signal, thus inducing no

dead time.

In science runs (WIMP-search, gamma, and neutron cali-

brations), the NV digitizers are operated in self-trigger mode.

A controller board (CAEN V2718), that acts as a VME

bridge, generates and distributes the start-of-acquisition to

all the digitizers via logic fan-in/fan out modules to keep the

timing synchronization within a few ns. For optical calibra-

tions, an external trigger signal is provided using the same

logic. An additional digitizer (CAEN V1724, with a sampling

rate of 100 MHz, the same used for the TPC and MV systems)

records all these NV acquisition monitor signals (i.e. V1730

busies, veto start, and veto stop) to identify potential data loss

due to the veto condition. To keep the V1730S board chain

well synchronized, all digitizers share a common 50 MHz

clock signal, which is distributed to the V1724 module of

the NV crate. An embedded Phase-Locked Loop outputs a

62.5 MHz clock reference that is propagated through the

V1730S board chain via clk-in and clk-out connectors, keep-

ing the NV boards synchronized to within 1 ns.

Custom software, originally developed for the TPC, was

adapted for the NV V1730S boards. It efficiently reads data

in block transfers via the CAENVMElib, and writes it to a

shared storage device accessible for online processing. Dur-

ing the NV DAQ commissioning, different run modes were

validated, sustaining a data transfer rate of 90 MB/s through

one optical link. In the final setup used in SR0, the data rates

were about 14 MB/s and 40 MB/s in the self-trigger and

external-trigger modes, respectively.

4 Analysis software and data reconstruction

The raw waveforms recorded by the digitizers are pro-

cessed using the open-source software packages strax [26]

and straxen [27], developed for the XENONnT experiment.

Strax provides a general infrastructure to set up a processing

chain for time-sorted peak-like data, while straxen contains

XENONnT-specific code. The key components of this pro-

cessing framework are so-called plugins, which divide the

processing chain into many small logic steps.

The processing chain of the NV data starts with the iden-

tification of the so-called hits for each of the recorded raw

pulses. An example of a single PMT pulse is shown in Fig. 3.

Each pulse is baseline-corrected and flipped by subtracting

the average pulse height computed on the first 26 samples of

a pulse. Afterwards, PMT signals are identified by a hitfinder

algorithm which searches for PMT “hits” by selecting con-

secutive samples above a fixed PMT-dependent threshold.

The same thresholds as in the DAQ are used, leading to a

typical hit length of three to five samples. Subsequently, a

software trigger plugin discriminates physical events due to
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Fig. 2 NV DAQ scheme. PMT

signals are digitized by the

V1730S modules with a

sampling rate of 500 MHz. Data

is read out from the digitizers by

the reader server and written to a

common (Ceph) storage disk

available to the event-builder

processing. The busy logic and

the acquisition monitor

functionalities are handled by

V1495 and V1724 modules,

respectively

simultaneous Cherenkov photon emission from uncorrelated

PMT dark counts by applying a moving coincidence window

which searches for groups of at least 3 hits in a window of

600 ns. Each triggering window is extended by an additional

150 ns long pre-trigger window. All raw PMT pulses par-

tially overlapping with a triggering window are kept, while

the remaining pulses can be deleted, effectively reducing the

amount of raw data. During SR0 the software trigger was

applied, but all data was kept to allow for extensive testing

of the processing software.

To include the leading edge and the tails of each PMT

hit, hits are extended by a fixed number of samples before

(3 samples) and after (15 samples) the threshold-crossing

sample, forming a so-called “hitlet”, indicated in Fig. 3 as

a blue shaded region. Overlapping hitlets recorded by the

same PMT are first concatenated before they are split at local

prominences. The valley-to-peak ratio of the local promi-

nences has to be below 25%, and the minimal height, defined

per channel, must be of about 20 ADCc to avoid a splitting of

PMT signal tails due to baseline noise. Afterwards, the basic

properties of each hitlet like the amplitude, area, and shape

parameters are computed.

In the last step, hitlets are clustered into events using the

same moving time-window coincidence also used in the soft-

ware trigger, but with a tighter window of 200 ns, motivated

by the average arrival time spread of the Cherenkov signal

of about 60 ns, discussed in detail in Sect. 5. An NV event

is required to contain at least 3 hitlets. For each event, sev-

eral properties are computed: the total signal area, the “cen-

ter time”, given by the area-weighted average arrival time

of the constituent hitlets, and a simple position reconstruc-

tion. The center time was used as a reference for the optical

Fig. 3 Waveform of a single photoelectron signal recorded in PMT

2087. The black solid and dashed lines represent the baseline of the

waveform as estimated by the digitizer and the processing software,

respectively. The black-shaded region indicates the baseline RMS. The

blue horizontal line shows the hitfinder threshold, set to 15 ADCc below

the baseline. All consecutive samples below this line are marked as a

hit (dark blue shaded region). The light blue shaded region indicates the

hit including the left and right extension, named “hitlet” in the straxen

framework, as explained in the text

properties of the NV using Cherenkov light directly, in addi-

tion to those monitored with the reflectivity and diffuser ball

laser calibrations. The position of an event was estimated as

the area-weighted average of all hitlets recorded within the

first 20 ns of an event. Thus, it mostly includes photons that

directly impinge on the PMTs before diffuse reflection on the

ePTFE walls washes out any position information. The PMT
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Fig. 4 Event display of a 4.4 MeV γ -ray recorded during 241AmBe

calibration. Top: two-dimensional projection of the NV as seen from

the top. The outer wall of the cryostat (black circle), and the NV walls

(black octagon) are shown. Each circle next to the octagon represents

one of the NV PMTs with the innermost circle corresponding to the

lowest PMT in a column. The size of the dot indicates the integrated

charge detected by the PMT in the displayed event. The color encodes

the arrival time of the first detected photon in each respective channel.

The position of the calibration source is indicated as a red diamond.

Center: Arrival time of the individual hitlets for the given event, using

the same legend as in the top panel. Bottom: summed waveform of the

event in the NV. The event display in [6] shows for the same event the

corresponding neutron interaction inside the TPC

hit pattern and the time distribution of a typical NV signal

are shown in Fig. 4.

5 PMT performance and detector stability

Relevant PMT parameters were monitored throughout com-

missioning and science data taking, such as stability of the

baseline, single hit rate (dark rate), gains, and single photo-

electron (SPE) acceptance.

Fig. 5 Evolution of the dark rate of six randomly chosen PMTs dur-

ing SR0. The colors indicate different PMT channels. The temperature

measured inside the demineralized water purification plant is shown as

a blue-dashed line

The baseline for each channel is calculated from the first

26 samples of the waveforms acquired from the self-triggered

data. The mean and standard deviations of the baseline are

determined. A typical value for the standard deviation is

σbase ≈ 2.5 ADCc resulting in an uncertainty in the base-

line value of σbase/
√

26 ≈ 0.5 ADCc, and motivating the

hitfinder threshold of 15 ADCc.

The dark rate of a PMT was measured as the number of

peaks over threshold in the self-triggered data in a given time

interval: it ranges from about 500 to 1500 Hz, with an aver-

age value of (960 ± 4 Hz at a water temperature of 15.5 ◦C.

Figure 5 shows the sampled dark rate as a function of time

during SR0 for a few randomly chosen PMTs. The dark rate

is clearly correlated with the water temperature (blue dashed

line), where the water follows the variation of the tempera-

ture of the underground experimental hall. The observation

is compatible with the known temperature dependence of

thermionic emission by bialkali photocathodes [28], but had

a negligible impact on the efficiency of the NV given the

5-fold PMT coincidence requirement for neutron tagging,

discussed in Sect. 6.

The gain of each PMT and its SPE acceptance are mea-

sured weekly using the light calibration tools described in

Sect. 2.2, with an external trigger occurring at each LED

illumination. Each acquired waveform was measured against

the mean baseline value, obtained from a 30-sample window

before the signal. The charge of each waveform is obtained

by identifying the sample tmax with the highest amplitude

and integrating in a time interval [−20 ns, +40 ns] around

tmax. Figure 6 shows a typical resulting charge spectrum of

a single PMT. The pedestal, centered around zero and due

to baseline-only events, is clearly visible. A valley follows
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Fig. 6 Charge spectrum for one PMT during the LED calibration. The

fit function is superimposed, with contributions of the pedestal (ped.)

in green, under-amplified signals (skwd) in violet, single and double

photoelectron (1 PE, 2 PE) in yellow and blue. The light blue histogram

illustrates the signal distribution above 15 ADCc DAQ threshold. The

bottom panel shows the residuals of the fit

it before a second, wider peak from fully amplified SPE sig-

nals. The tail at larger charge signals is due to double and

multiple photoelectron events. We found that the pedestal

peak is described more accurately by the sum of two Gaus-

sian functions with equal sigma (σPED), but a different mean

due to small baseline drifts. The SPE component is made of

two parts: fully amplified signals described by a normal dis-

tribution, and under-amplified signals modeled with a skew-

normal distribution. Under-amplified signals are caused by

electrons partially depositing their energy in the first dynode,

collection inefficiency on the second and subsequent dyn-

odes, or photons directly reaching the first dynode. Hence,

the probability distribution function of the whole SPE com-

ponent is:

PSPE(x) = fFA · N (x, μFA, σFA)

+(1 − fFA) · N (x, ξ, ω) ·
[

1 + Erf
(

α
(x−ξ)√

2ω

)]

(1)

where the first part represents the normal distribution with

parameters μFA and σFA describing the fully amplified com-

ponent which contributes a fraction fFA of the total SPE

distribution, and the second one is the skew-normal distribu-

tion with location ξ , scale ω and shape parameter α modeling

the partially amplified component. The parameters μFA, σFA,

and ξ are free parameters together with the fraction fFA and

the overall normalization, while ω, and α are constrained in

the fit by σFA and σPED.

The multiple PE response is described by a set of Nor-

mal distributions with their means and standard deviations

Fig. 7 Evolution of the gain of six PMTs during SR0. Each point is

the result of the weekly LED calibration performed during SR0

derived from the SPE response [29], therefore only the nor-

malization of these distributions are free parameters. During

LED calibrations we kept the light emission low, minimizing

the contribution of multi-PE pulses to the few percent level.

From fits to these spectra, both PMT gain and SPE accep-

tance are determined. The gain is defined as the average value

of the overall SPE distribution, which includes the partially

amplified contribution. Figure 7 shows the gain values during

SR0 for some channels (the same as shown also in Fig. 5).

Typical gain values are about 7 × 106 with a stability better

than 5%.

The SPE acceptance ε is calculated as:

ε(xth) =
N (xth) −

∫

[F2 PE(x) + F3 PE(x)]dx
∫

F1 PE(x)dx
, (2)

where N is the total number of events after applying offline

the trigger threshold xth , and FnPE(x) represents the n-

photoelectron contributions of the fit function. Averaging

over all the 120 channels, the SPE acceptance has a mean

value of 91% and a standard deviation of 2.4%.

The evolution of the background rate in the NV is esti-

mated via the event rate for different PMT coincidence

requirements. During the first months of detector commis-

sioning an exponential decrease in this rate was observed,

attributed to the decay of 222Rn present in the water used to

fill the tank, as reported in [6].

After commissioning, a slightly decreasing trend in the

5-fold coincidence rate was observed, as shown in Fig. 8. It

can be associated with the overall decrease in the PMT dark

rate caused by the change in water temperature. This trend is

not observed in the 10-fold coincidence rate, suggesting that

it originates from accidental coincidences and uncorrelated

hits on the PMTs rather than being associated to physical
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Fig. 8 Evolution of the 5- and 10-fold coincidence rate during SR0.

Each point corresponds to a run. The 5-fold trend slightly decreases due

to the PMT dark rate evolution

Fig. 9 Arrival time of photons of all PMTs for an injected light signal

using the reflectivity monitor (red) and a single diffuser ball (blue). The

solid lines show the best-fit model for both distributions. The bottom

panel shows the residuals of the fit

events from radioactivity which are expected to be constant

in time. Thus, all runs were accepted for SR0. The decreasing

event rate is accounted for in the WIMP search by computing

a time-dependent livetime loss due to the event rate in the NV.

The optical properties of the NV were also monitored during

SR0. The size and time distribution of the recorded Cheren-

kov signals not only depends on the PMT performance, but

also on the total active photosensor area, water transparency,

and wall reflectivity. The latter two are monitored employing

the systems described in Sect. 2.2. Figure 9 shows the arrival

time distribution of photons, summed over all PMTs, for the

reflectivity monitor and diffuser ball setups.

In the diffuser ball setup, total internal reflection within the

glass fiber, with a length of 30 m, leads to a second light emis-

Fig. 10 Evolution of the average time parameter in reflectivity monitor

runs as a function of time, during SR0 and beyond. During SR0, only

Channel 4 was acquired. The spread between the four channels in 2022

was used to estimate the systematic uncertainty

sion after about 300 ns. The shape of the leading edge of both

distributions depends slightly on the respective setup. Once

photons are diffusely reflected by the ePTFE walls, both dis-

tributions follow a featureless exponential distribution with

slightly different average-time parameter. Both distributions

are chi-square-fitted using an exponential function on top of

a constant background. Due to the internal light reflection,

the fit of the diffuser ball data is divided into two regions. The

average-time parameter of the optical photon signal for the

diffuser balls (at λ = 448 nm) is τDB = (63.9 ± 0.5) ns. The

average time parameter for the reflectivity monitor setup (at

λ = 375 nm) is slightly shorter τRM = (57 ± 1) ns, where

the uncertainty is dominated by the systematic uncertainty

obtained from the spread of the results in the four channels.

The time stability of the reflectivity monitor measure-

ments is shown in Fig. 10, where no significant change in

τRM was found over one year of operations, demonstrating

the stability of the light collection efficiency in the NV. It

should be noted that during SR0 only data with channel 4 of

the reflectivity monitor was recorded for the whole run. The

average time parameter measured with the reflectivity moni-

tor setup τRM is slightly lower than for the diffuser balls τDB ,

which is interpreted as being due to different water trans-

parency at the two laser’s wavelengths. The “center time” of

Cherenkov signals in the WIMP-search and calibration data

suggests a time parameter consistent with the average value

of the reflectivity monitor.
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6 Neutron veto efficiency

The key characteristic of the NV is its ability to detect and

tag neutron signals. The detection efficiency determines the

efficiency of the NV to detect an emitted neutron, while the

tagging efficiency describes more specifically how efficiently

the NV tags those neutrons that perform a single-scatter

nuclear recoil (SSNR) in the region of interest for the WIMP

search. Both efficiencies were measured using neutrons from

an 241Am 9Be source (hereafter referred to as 241AmBe), also

used to calibrate the NR response of the TPC [8].

6.1 Calibration setup

During SR0, the TPC and NV were calibrated via external
232Th- and 241AmBe-calibration sources placed at differ-

ent positions around the TPC cryostat, utilizing the U-tubes

source delivery system shown in Fig. 1 and discussed in [6].

The 232Th-source was used to test the calibration and source

deployment procedure by mapping the spatial NV response

of the emitted γ -rays when moving the source.
241AmBe calibration data was taken at three different loca-

tions close to the cryostat, at two different heights. A fourth

position further away from the cryostat, close to the halfway

radial position between the cryostat and NV walls, was used

to further validate the NV response. The spatial distribution

of the reconstructed NV events for one of the calibration

source position close to the cryostat is shown in Fig. 11.

An 241AmBe source emits neutrons via the reaction
9Be(α, n)12C, ending either in the ground or first excited

state of 12C. This is an attractive feature for a calibration

source as the emitted γ -ray from the first excited state can

be used to cleanly identify and label neutron interactions in

the NV or the TPC. This approach was also successfully

used in the calibration of other water Cherenkov detectors

[17,18]. The first excited state has an energy of 4.44 MeV,

and the neutron follows a continuous energy distribution with

an average kinetic energy of about 4.5 MeV [30]. Addition-

ally, the source can emit neutrons with lower energy via a

neutron-breakup reaction [31]

9Be(α, α′)9Be∗ → 8Be + n. (3)

The branching ratio between the different decay modes and

final states of 12C depends on the kinetic energy of the α-

particle impinging on 9Be and therefore on the manufacturing

details of the source [30,31]. In the literature, the branching

ratio for the first excited state of 12C is reported to be around

60% [30] ranging down to about 50% [32]. Studies of the

branching ratio performed during SR0 also indicate a branch-

ing ratio of about 50% for the source used in XENONnT [33].

However, for the calibration of the NV performance, a pre-

cise knowledge of the branching ratio is not required, as only

neutrons emitted in coincidence with a γ -ray are used in the

Fig. 11 Spatial distribution of the reconstructed NV events from an
241AmBe source located at the position indicated with the white dot.

The blue curve shows the projections of the spatial distribution on

the respective axes after a bin-wise background subtraction. The gray-

shaded region indicates the central 95% region for the background cor-

rected projections. The noticeable regular pattern of dots and lines is an

artifact of the position reconstruction algorithm, where the dots indicate

the positions of the PMTs. Both axes are shown in the reference frame

of XENONnT where Z = 0 cm corresponds to the position of the TPC

gate electrode

analysis. At the time of calibration, the source had a neutron

rate of (159 ± 4 neutrons/s) estimated based on the decay

rate measured in [34] and the half-life of 241Am.

Figure 12 compares the 241AmBe spectrum recorded by

the NV with background data for one of the calibration source

positions next to the cryostat. A set of data-quality cuts based

on the spatial distribution of the events and shape properties

of the Cherenkov signal are applied. Both the 2.22 MeV neu-

tron capture line on hydrogen and the 4.44 MeV γ -line are

clearly visible. The two signals are centered around 20 PE

and 65 PE, respectively. The tail of the distribution at large

energies arises from neutron captures on other isotopes like
56Fe in the stainless steel of the cryostat, which emits a cas-

cade of γ -rays with a total energy up to 7.64 MeV.

6.2 Neutron veto detection efficiency

The neutron detection efficiency is in general larger than the

tagging efficiency, since neutrons are not required to inter-

act inside the TPC before being captured by the surrounding

water. To count the number of emitted neutrons by the source,

the 4.44 MeV γ -ray recorded in the TPC is used as a trigger.

After applying a set of data-quality cuts, all 4.44 MeV γ -ray

signals within the 3 σ contour of the full-energy ellipse in the

corrected S1–S2 space were selected, as shown in panel E in

Figure 21 of [35]. As these signals are larger than any other
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Fig. 12 241AmBe spectrum for a single calibration source position.

The black and blue distributions show the background and calibra-

tion data, respectively. The red distribution shows the resulting binwise

background-subtracted distribution. The first peak centered around 20

PE corresponds to the 2.22 MeV γ -ray of the neutron capture on hydro-

gen. The second peak around 65 PE orginates from the 4.44 MeV γ -ray

from the de-excitation of 12C

background signal produced in the TPC by natural radioac-

tivity, the selection can be considered background-free.

To count the number of neutron capture events, NV events

were searched in a wide coincidence window of [−1000 µs,

2000 µs] between TPC and NV, given the capture time of

neutrons in demineralized water being 200 µs [17,18]. The

resulting time distribution is shown in Fig. 13a), and was

fitted over the whole range with an exponential distribution

on top of a uniform background, using an extended unbinned

maximum-likelihood method.

The region between [−0.1 µs, 0.1 µs] was excluded from

the fit to avoid any bias due to the observed elevated rate. MC

simulations suggest that this increase is caused by inelastic

scatters of O(MeV) neutrons which lead to the emission of

prompt γ -rays in the NV, in coincidence with the 4.44 MeV

γ -ray in the TPC, followed by an additional neutron capture

signal in the NV. For radiogenic neutrons, which are softer in

energy than those emitted by 241AmBe, the number of these

inelastic interactions is subdominant. The decay constant of

the exponential distribution τC, which represents the neutron

capture time, is (194 ± 4)µs. This is slightly smaller than

the expected value of 200 µs for a demineralized water tar-

get. The difference originates from radiative neutron capture

on other isotopes like 56Fe, which are part of the cryostat

materials. The observed effect becomes even stronger when

estimating the neutron tagging efficiency, where the neutron

is required to enter the TPC. This was further confirmed by a

systematic comparison of the decay constant and changes in

the tail of the 241AmBe energy distribution shown in Fig. 12,

while varying the distance between the source and the TPC

Fig. 13 Distribution of the time difference between NV events and the

respective trigger signal recorded in the TPC. The red line shows the

best fit of the time distribution. The top panel (a) shows the neutron

capture time distribution when the 4.44 MeV γ -ray recorded by the

TPC is used as a trigger signal, to study the detection efficiency of

the NV. The bottom panel (b) shows the time distribution when single

scatter NR signals are used as triggers, to obtain the tagging efficiency.

The purple and orange areas indicate the region of interest (ROI) and

background reference regions explained in the text. The black histogram

shows a binned representation of the data, whereas the gray-coloured

part indicates bins excluded from the fit region. The bottom part of each

plot shows the residuals of the best fit with the binned data

cryostat. More details can be found in [33], where a neu-

tron capture time of (202.1 ± 0.2)µs was measured when

the source is positioned far away from the TPC cryostat, in

very good agreement with the values measured by other water

Cherenkov detectors [17,18].

The detection efficiency is computed as the number of cap-

ture events, determined by subtracting the number of events

found inside the purple neutron capture region by the orange

reference region depicted in Fig. 13a), over the number of
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selected 4.44 MeV γ -ray trigger signals recorded by the

TPC. This results in a detection efficiency of (62 ± 1)% for a

250 µs long capture time window, which becomes (82 ± 1)%

for a longer 600 µs window. The uncertainty only includes

the statistical one. The estimated detection efficiency only

represents a lower limit, as it is not corrected for the fraction

of neutrons captured inside the non-sensitive volumes of the

TPC and the cryostat, which do not release any energy in the

NV. Despite this, it is the highest neutron-detection efficiency

ever measured in a water Cherenkov detector [17,18].

6.3 Neutron veto tagging efficiency

In contrast to the detection efficiency, the tagging efficiency

requires in addition that the emitted neutrons interact first

inside the TPC producing an SSNR, before exiting and being

captured in the NV. The SSNR events were selected by requir-

ing a coincidence between the 4.44 MeV γ -ray signal, in this

case detected in the NV, and the NR S1 signal detected in the

TPC. This coincidence uses a much tighter window of 400 ns

and selects well-reconstructed NR S1 signals with >99.9%

purity. Additional data-quality cuts are applied to the TPC

events, and only SSNR events within the 90% contour of the

NR band (shown in Fig. 1 of [36]) are selected.

To estimate the tagging efficiency, the number of SSNR

is compared against the number of neutron capture events

detected by the NV. The procedure is similar to the one

used for the detection efficiency. Neutron capture events are

selected by requiring the same wide coincidence window of

[−1000 µs, 2000 µs] between NV events and the selected

SSNR S1 signals. The relative time difference between the

coincident events is shown in Fig. 13b).

In contrast to the detection efficiency, the peak centered

around zero is much more prominent. It comes from the 4.44

MeV γ -ray events recorded by the NV, used to select the

SSNR S1 signals. The number of neutron capture signals is

again computed by subtracting events inside the purple signal

region [30 µs, 630 µs), by events found in the orange refer-

ence region. The area distribution of both regions is shown

in Fig. 14.

The region between 0 µs and 30 µs is excluded from the

computation of the number of capture events as it exhibits a

higher NV background rate induced by the 4.44 MeV γ -rays.

This includes not only the triggering 4.44 MeV γ -rays them-

selves, but also an elevated rate of NV background events

caused by PMT afterpulses following the 4.44 MeV signals.

Thus, to estimate the NV tagging efficiency, the background-

subtracted number of neutron capture signals must be cor-

rected for this chosen offset in the time window, as the veto

window applied in the science data differs. The correction

factor ǫTW can be estimated by taking the ratio between the

fraction of the exponential distribution covered by the pur-

ple time window in Fig. 13b) and the respective veto win-

Fig. 14 Event area distribution for the signal (purple) and background

reference region (orange), shown respectively in purple and orange in

Fig. 13b). The error bars indicate the statistical uncertainties

dow applied in science data. Thus, the correction is solely

characterized by the decay constant τC of the exponential

distribution. The fit was performed similarly to the detection

efficiency, but excluding a larger region between [−0.1 µs,

30 µs]. The neutron capture time of the exponential distribu-

tion τC is (180 ± 8)µs. The resulting time window correc-

tion factor ǫTW for a 250 µs and 600 µs long veto window is

0.92 ± 0.02 and 1.18 ± 0.01 respectively. A study was per-

formed by varying the length and offset of the purple time

window, confirming that the chosen method did not introduce

any systematic bias [33].

Given that the 241AmBe calibration was only conducted at

a finite number of positions around the TPC cryostat, and that

the neutron energy distribution of 241AmBe and background

neutrons are slightly different, an additional relative geomet-

rical correction factor ǫgeo was determined through Geant4

[37] simulations. This correction factor takes into account

the spatial distribution and yield of radiogenic neutrons from

the detector materials [38]. The correction is computed by

taking the ratio between the simulated tagging efficiency for

background neutrons with respect to the simulated tagging

efficiency for 241AmBe calibration. While the latter is found

to be slightly higher than the one observed in the data, both

results are still consistent within their respective statistical

uncertainties. From MC simulation, a tagging efficiency of

(71 ± 1)% is expected for an infinitely long tagging window,

which compares to a value of (70 ± 3)% in data using a 1200

µs long tagging window, which contains 99.8% of the signal.

The relative geometrical correction factor for radiogenic neu-

trons is ǫgeo = (1.01 ± 0.02), which is negligible compared

to the correction of the time window. According to MC sim-

ulations, the 30% of tagging inefficiency comes from the

following main contributions: 15% are neutrons captured
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Fig. 15 Tagging efficiency of the NV in SR0, as a function of the

threshold in event area. The black and blue data show the tagging effi-

ciency for a 250 µs and 600 µs veto-window, respectively. In both cases,

it was required that at least 5 PMTs contribute to an NV event. All the

corrections explained in the text are applied

in water, but with the γ -ray absorbed in the cryostat or in

the insensitive parts of the TPC; about 5% are events whose

Cherenkov light emission happens mostly outside of the NV;

and about 10% are neutrons captured in passive materials like

the LXe skin around the TPC or the cryostat.

Figure 15 shows the final tagging efficiency after applying

all corrections as a function of the event area threshold.

For SR0, a neutron-tagging window of 250 µs with an

event area threshold of 5 PE, and a 5-fold PMT coincidence

requirement was used, leading to a tagging efficiency of

(53 ± 3%). The background rate in the NV with these selec-

tions is 64 Hz, inducing a loss in the TPC live time of 1.6%.

A 600 µs long window would increase the tagging efficiency

to (68 ± 3)%, but was disfavored before unblinding due to

the larger live time loss of 3.8%.

7 Impact of the NV in SR0 and conclusion

In SR0, the WIMP ROI was defined between [0 PE, 100 PE]

in cS1 and [100 PE, 104 PE] in cS2, where the “c” indicates

that the signals were corrected for detector dependent effects

[35]. In Fig. 16, all TPC events within the WIMP ROI are

shown, highlighting those events tagged by the NV. In total

three multi-scatter and one single-scatter events were found

in the blinded region, which is consistent with the expected

multi-to-single-scatter ratio for neutron signals of about 2.2

obtained from MC simulations, and validated with the MS/SS

ratio observed in the 241AmBe calibration [8,36]. In addition,

three events outside of the blinded region were tagged by the

NV, which is consistent with the expectation from an acciden-

tal tagging of (2.5 ± 0.2) events given the background rate

in the NV. All four events within the blinded region show

a high likelihood of being neutron-induced signals in terms

of deposited energy inside the NV, and their time correla-

tion with the TPC signals, as shown in Fig. 17. One of the

multi-scatter signals, identified by the red dot, is tagged by

two different neutron veto events. The first event is within

the 50% contour of neutron capture signals with a time dif-

ference between NV and TPC S1 signal of less than 1 µs.

The second event, delayed by 200 µs, corresponds to a much

larger energy deposit of several MeV which might originate

from the deexcitation of a daughter nucleus if the tagged

neutron was emitted during a spallation process, or a neutron

capture on 56Fe, if the first signal was induced through an

inelastic scatter. Also, all four events show a spatial correla-

tion between NV and TPC as shown in Fig. 18, which is an

additional indication of neutron-induced signals. Given these

four tagged events, the neutron background expectation for

SR0 was estimated to be (1.1+0.6
−0.5) events [8,36].

In conclusion, in this work we presented the commission-

ing and first results of the XENONnT water Cherenkov

NV, the world’s first water Cherenkov detector dedicated

to tag neutrons through the low-energy emission of their

capture in water. Throughout the first science run of -

XENONnT, the NV showed a robust PMT performance, con-

stant background rate and stable water transparency, with

variations inside 2%. The efficiency for detecting neutrons

was determined based on a coincidence technique between

TPC and NV, exploiting the fact that neutrons emitted by an
241AmBe source are often accompanied by a 4.44 MeVγ -

ray. The measured neutron-detection efficiency is (82 ± 1)%,

the highest neutron-detection efficiency ever measured in

a water Cherenkov detector. This high detection efficiency

also results in a high efficiency for tagging WIMP-like neu-

tron signals inside the TPC. For the first science run of

XENONnT, a reduced tagging window of 250 µs was used,

setting the tagging efficiency to (53 ± 3)% and the overall

livetime loss to 1.6%. A wider tagging window of 600 µs can

increase the neutron tagging efficiency up to (68 ± 3)%, at a

cost of a higher live time loss of 3.8%. One WIMP-like neu-

tron signal was tagged by the NV, highlighting its importance

for the WIMP dark matter search.

Also in the second science run of XENONnT, started

in 2022 the neutron veto was operated with demineralized

water showing a similar excellent performance as during

SR0. Afterward, at the end of 2023, the water in the tank

was doped with gadolinium, the element with the highest

neutron capture cross-section. The Gd was added through

Gd-Sulphate-Octahydrate, at a concentration of 0.05% in salt

mass [39,40]. This improves the performance of neutron tag-

ging thanks to the increased capture cross-section, the related

decrease in capture time, and the increase in the total amount

of energy released by the neutron capture on Gd, which is
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Fig. 16 NV-tagged events in the WIMP ROI of the SR0 science data.

The round marker represents the three tagged multi-scatter events, while

the diamond indicates the tagged single-scatter signal. The color code

of the markers encodes the event Id and it is the same as in Figs. 17

and 18. The gray-shaded region indicates the blinded region of SR0

where neutrons and WIMPs are expected. The gray dots indicate all

events within the WIMP ROI, but outside of the blinded region, while

black dots show all events inside. The dash-dotted lines indicate the

iso-energy contours of NRs. Events tagged by the NV outside of the

blinded region are indicated by colored triangles

Fig. 17 Area of NV tagged events as a function of time delay between

S1 and NV signal. The dashed lines indicate the threshold and the tag-

ging window length used in SR0. The black contours and gray horizontal

lines indicate the 50%, 70%, 90% and 95% quantiles for NV neutron

capture and background signals, respectively. The events are identified

by the same color and marker as in Fig. 16

about 8 MeV [41]. A new plant dedicated to dissolving the

Gd salt in water and continuously purifying the Gd-water

solution has been installed and it is currently operating at

LNGS. The Gd-water Cherenkov detector concept and the

purification of the Gd-water solution, have been designed

following the expertise developed in the EGADS and Super-

Fig. 18 Spatial correlation between the TPC and NV events. The

marker size indicates the position of the largest and second-largest S2

signal of the given event. The color-shaded wedges indicate the recon-

structed azimuthal angle of the NV events. The angular coverage of the

wedges corresponds to the average 1σ contour of the 241AmBe calibra-

tion distributions as shown in Fig. 11. The red event shows two wedges,

one for each NV event in Fig. 17. The black circle indicates the bound-

ary of the TPC. The events are identified by the same color and marker

as in Fig. 16. Events outside the blinded WIMP region are omitted

Kamiokande experiments [39,40,42]. First measurements of

the Gd-doped NV performance show an improvement in tag-

ging efficiency consistent with expectations, reducing the

neutron background by a factor of 2 compared to SR0. These

results will be described in a dedicated work, which is under

preparation.
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