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While dual-phase xenon time projection chambers have driven the sensitivity toward weakly interacting

massive particles at the GeV=c2 to TeV=c2 mass scale, the scope for sub-GeV=c2 dark matter particles is

hindered by a limited nuclear recoil energy detection threshold. One approach to probe for lighter

candidates is to consider cases where they have been boosted by collisions with cosmic rays in the

Milky Way, such that the additional kinetic energy lifts their induced signatures above the nominal

threshold. In this Letter, we report first results of a search for cosmic ray-boosted dark matter (CRDM) with

a combined 4.2 metric ton=yr exposure from the LUX-ZEPLIN experiment. We observe no excess above

the expected backgrounds and establish world-leading constraints on the spin-independent CRDM-nucleon

cross section as small as 3.9 × 10−33 cm2 at 90% confidence level for sub-GeV=c2 masses.

DOI: 10.1103/nr92-jvt3

Compelling astrophysical and cosmological evidence

strongly supports the existence of dark matter (DM) in

the Universe [1–4]. Despite numerous experimental efforts

[5–20] seeking to directly observe DM via scatters with

nuclei, its detection has remained elusive [21–23]. Searches

are complicated by a plethora of proposed candidates,

spanning many orders of magnitude in mass. For the

favored weakly interacting massive particle (WIMP)

hypothesis, dual-phase xenon time projection chambers

(TPCs) have achieved unprecedented sensitivity for masses

at the GeV=c2–TeV=c2 scale, down to DM-nucleon cross

sections below ∼10−46 cm2 [16,19,20].

As experimental constraints on WIMP-nucleon inter-

actions approach the neutrino fog [24], attention has

increasingly shifted toward exploring lower-mass DM

candidates. However, as the kinetic energy of lighter

DM particles—especially below the GeV=c2 scale—

becomes insufficient to produce detectable recoils on xenon

nuclei, this parameter space remains less explored. Alter-

native detection channels have been considered in order to

overcome this limitation, including ionization-only analy-

ses [25–29], the Migdal effect [30–32], and inelastic

scattering with associated photon emission [33,34].

One intriguing avenue to access sub-GeV=c2 DM

involves leveraging boosted populations, where sufficient

kinetic energy is imparted to generate detectable signals. It

has been posited that cold DM particles in the Galactic halo

could become relativistic through collisions with cosmic

rays (CRs), producing a subpopulation of cosmic ray-

boosted DM (CRDM) [35]. In this description, the upscat-

tering of DM involves the same DM-nucleus interaction

mechanism as expected for direct detection experiments,

thus requiring minimal model-dependent assumptions.

Various theoretical works have built upon this idea

*
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[36–49], and experimental CRDM searches have been

conducted or proposed with PROSPECT [50], PandaX-II

[51], CDEX [52], Super-Kamiokande [53], and NEWSdm

[54], reporting constraints or sensitivities on spin-

independent DM-nucleon contact interaction cross sections

down to ∼10−32 cm2, thereby demonstrating the capability

of terrestrial experiments to explore this new region of

parameter space.

In this Letter, we utilize the combined 4.2 metric ton=yr
exposure collected by the LUX-ZEPLIN (LZ) experiment

thus far, as described in Ref. [20], to probe for interactions

with sub-GeV=c2 CRDM. We incorporate the latest theo-

retical models for the upscattered CRDM flux as estab-

lished in Refs. [35,42,43] and comprehensive Monte Carlo

simulations of Earth attenuation effects [42] to extend the

sensitivity of LZ down by several orders of magnitude in

mass. These results serve to further solidify the position of

LZ at the forefront of DM direct detection experiments.

The model of CRDM signatures in the LZ detector

begins with a calculation of the CRDM flux at the surface

of Earth. To keep things generic, we follow Ref. [35] to

consider a contact interaction between DM particles and

nucleons with a constant cross section up to a form factor,

which could arise from a heavy mediator. We adopt the

procedure established in Refs. [35,42] to obtain the differ-

ential CRDM flux at the surface, which can be expressed as

dΦloc
χ

dTχ

¼
ρlocχ

mχ

X
i

F2
i ðQ

2Þσχi

Z
∞

Tmin
i

ðTχÞ

KiðTiÞ

Tmax
χ ðTiÞ

dΦloc
i

dTi

dTi;

where ρlocχ is the local DM density, mχ is the DM particle

mass, Tχ and Ti denote the initial state kinetic energy of

DM and CR particles, respectively, σχi is the spin-inde-

pendent DM-nucleus scattering cross section, F2
i ðQ

2Þ
represents the nuclear form factor of CR nuclei as a

function of the momentum transfer Q2, and i denotes

different CR species. The inhomogeneity of the primary

CR distribution in the Galaxy and the Navarro-Frenk-White

DM profile [55] are accounted for by means of incorpo-

rating energy-dependent KiðTiÞ factors as defined in

Ref. [42]. The differential local interstellar CR flux

dΦloc
i =dTi is adopted from the tabulated results in

Refs. [56,57], originally obtained using the GALPROP-

HELMOD framework [57–59]. For the nuclear form factor

Fi, following Refs. [35,42], we assume the dipole form

factor [60,61] for hydrogen and helium, and the Helm form

factor [62,63] for heavier elements. CR isotopes with

atomic numbers from 3 (lithium) up to 28 (nickel) are

included in the calculation of CRDM flux, which constitute

approximately half of the total CRDM flux beyond just

hydrogen and helium [42]. It is also assumed that DM

particles are pointlike, such that a DM form factor is not

required for the calculation.

Since the cross sections associated with CRDM inter-

actions are at a significantly larger scale than those in

conventional WIMP searches, the rock overburden of

underground experiments introduces some attenuation to

the CRDM flux [35,42,43]. Previous studies have demon-

strated that, while different treatments of attenuation effects

generally yield similar lower bounds for the excluded

region of parameter space, upper bounds can vary by

several orders of magnitude depending on the assumed

attenuation model [43,51,53].

In this Letter, we employ the DARKPROP Monte Carlo

simulation framework outlined in Ref. [42] to model the

attenuation of CRDM as it traverses Earth’s crust. This

approach enables stepwise simulation of the propagation,

scattering, and angular deflection of DM particles within

Earth’s crust, incorporating different nuclear form factors to

ensure accurate propagation of attenuation effects. Here,

Earth is modeled as a homogeneous sphere that accounts

for the chemical composition of the crust in evaluating the

attenuated CRDM flux at the 4850 ft depth of the LZ

detector.

An alternative approach is the analytical energy-loss-

based model proposed in Ref. [35], which omits the angular

deflection and nuclear form factors for simplicity. As

nuclear form factors soften the attenuation effect and

consequently lead to an overestimated underground

CRDM flux, this simplification would generally lead to

more conservative constraints [42,43]. The surface and

underground fluxes predicted by both attenuation models

for mχ ¼ 1 MeV=c2 and a CRDM-nucleon cross section

σχn ¼ 10−29 cm2 are shown in the top panel of Fig. 1. In the

analytical approach, the predicted underground flux exhib-

its a truncation at the high-energy tail, while the low-energy

region remains largely unaffected. This feature arises from

the fact that the energy loss rate per unit distance scales

with ðT2
χ þmχTχÞ [35,42]. A more detailed discussion of

the analytical attenuation model is available under Sec. III

of Ref. [42]. On the other hand, the Monte Carlo approach

predicts an underground flux that is suppressed at mid-to-

high energies compared to the surface, but enhanced at

lower energies due to energy loss and downscattering of

originally more energetic CRDM particles at the surface.

Higher cross sections lead to a more distorted underground

CRDM flux in the Monte Carlo model and a lower-energy

cutoff in the analytical model. The impact of DM mass on

the attenuation is more complicated: as the total cross

section—and, consequently, the energy loss rate—is pos-

itively correlated withmχ [42], heavier CRDM particles are

generally more attenuated by the overburden. Nonetheless,

results from both methods are in good agreement with

calculations in Ref. [42].

Following the formalism established in Refs. [35,42],

which assumes the same mechanism for CRDM scatters

with xenon nuclei as in the initial boosting stage, the

underground CRDM flux dΦUG
χ =dTχ obtained from
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simulations at the depth of the LZ detector can be translated

into a nuclear recoil energy spectrum according to

dΓ

dTXe

¼ N

Z
∞

Tmin
χ ðTXeÞ

σχn
F2

XeðQ
2ÞA2

Xe

Tmax
Xe ðTχÞ

μ2χXe

μ2χp

dΦUG
χ

dTχ

dTχ ;

where N is the number of target atoms per unit mass

(4.585 × 1024 kg−1 for xenon), and μχXe ¼ mχmXe=ðmχ þ
mXeÞ denotes the reduced mass of a two-body elastic

scatter between DM and a xenon nucleus of mass

mXe ∼ 122 GeV=c2. The differential rate therefore depends
on mχ and σχn, which set the recoil spectra used as inputs

for the signal simulations. The bottom panel of Fig. 1

illustrates this by displaying differential rates correspond-

ing to the flux profiles shown in the top panel. The LZ

simulations chain [65] samples the recoil spectra and

utilizes NEST [66], as tuned to the LZ detector response

with calibration data, to generate observables for the

signal model.

The LZ experiment is situated 4850 ft underground

within the Davis Cavern at the Sanford Underground

Research Facility in Lead, South Dakota, USA. With a

rock overburden equivalent to 4300 m of water, the

experiment benefits from a factor of 3 × 106 reduction in

the cosmic muon flux [67,68], though this shielding now

has the added relevance of CRDM flux attenuation.

As detailed in Refs. [20,69–71], the LZ detector consists

of a nested structure of both passive and active materials. At

its core, the detector consists of a cylindrical dual-phase

xenon TPC with an active volume containing 7 metric tons

of liquid xenon (LXe). Two anticoincidence veto systems

augment the detector: an instrumented 2-metric-ton LXe

“skin” surrounding the TPC is used to tag γ rays and an

outer detector (OD) holding 17.3 metric tons of gadolin-

ium-loaded liquid scintillator in a near-hermetic seal

around the cryostat enables the rejection of neutron back-

grounds [72]. The entire apparatus is shielded from ambient

radiation within a tank filled with 238 metric tons of

ultrapure water.

Energy depositions in the LXe target generate vacuum

ultraviolet prompt scintillation photons (S1) and ionization

electrons. An applied electric field drifts the electrons

upward, where they are extracted into a gaseous xenon

phase by a stronger field and produce a delayed electro-

luminescence signal (S2). Both signals are detected by

arrays of photomultiplier tubes mounted at the top and

bottom of the TPC. The S2 hit pattern on the top array

enables transverse ðx; yÞ position reconstruction, whereas

the depth (z) is informed by the drift time between the S1
and S2. Moreover, the ratio of the two signals allows for

discrimination between backgroundlike electron recoils

(ERs) and signal-like nuclear recoils (NRs). Dispersed

monoenergetic calibration sources such as 83mKr are

deployed to normalize the detector response with respect

to position, yielding corrected signals labeled as S1c and

S2c [73]. Furthermore, tritium β decays and deuterium-

deuterium neutrons are used to calibrate the ER and NR

detector response, respectively.

For this analysis, we utilize the same final dataset from

the combined 4.2 metric ton=yr LZ exposure as covered in

Ref. [20], depicted in Fig. 2. These events were distilled

from two separate runs: a 60 live-day exposure from the

first LZ science run (WS2022), collected between

December 2021 and May 2022, and a longer 220 live-

day run (WS2024) spanning from March 2023 to April

2024. The two campaigns are primarily distinguished by

their differing detector conditions; the drift (extraction)

FIG. 1. The modeled CRDM flux for mχ ¼ 1 MeV=c2 and

σχn ¼ 10−29 cm2 (top) and corresponding nuclear recoil energy

spectra in liquid xenon (bottom). The outcomes of two ap-

proaches for modeling the attenuated underground (UG) flux are

shown for comparison: from Monte Carlo (MC) simulations

(red), and with an analytical calculation using an energy loss

method (blue). These are shifted toward lower energies with

respect to the flux at Earth’s surface (dashed black). To illustrate

the impact of boosting on the overall shape of each distribution,

curves associated with a 3 GeV=c2 WIMP (dotted green) are

overlaid in both panels; the halo DM flux is scaled by a factor of

10−3 for visibility. For conventional WIMP searches, this mass is

where sensitivity becomes limited as set by the recoil energy

detection threshold [64].
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field was lowered from 193 V=cm (7.3 kV=cm) for

WS2022 to 97 V=cm (3.4 kV=cm) for WS2024, though

with little overall impact on discrimination [74].

Furthermore, a number of new features were successfully

demonstrated in WS2024: a “salting” infrastructure to

mitigate analyzer bias, a refined model of recombination

enhancements in extremely rare double electron capture

(DEC) decays of 124Xe [75,76], and a novel “radon tag” that

targets 214Pb decays by means of tracking flow vectors of

xenon as it circulates [77].

The statistical inference in this Letter follows an identical

procedure to that in Ref. [20]. Fits to the data were

performed with a two-sided unbinned profile likelihood

ratio test statistic [78], conducted simultaneously on six

mutually exclusive subsamples. One of these is the

finalized WS2022 selection, unchanged from the first LZ

result [71], whereas the rest are attributed to the WS2024

exposure and describe events: (1) in a high-mixing circu-

lation state; (2) in a low-mixing circulation state with an

inactive radon tag; in a low-mixing circulation state that are

either (3) radon tagged or (4) radon untagged; and

(5) tagged by the skin or OD vetoes. We adopt the same

background model, such that the sole distinction is the

choice of signal model, swapped fromWIMPs to CRDM as

per the treatment described previously. As listed in Table I,

the best-fit counts are nearly identical to those obtained in

the recent LZ WIMP search. More details on the back-

ground model can be found in Refs. [20,71,79].

Figure 3 presents the observed 90% confidence level

upper limit on the spin-independent CRDM-nucleon cross

section as a function of mass, contextualized with recent

experimental limits and sensitivity projections. Following

the conventions set by the community in Ref. [80], the limit

FIG. 2. Final set of events (black points) passing all cuts for the

0.9 metric ton=yr WS2022 exposure (top) and the 3.3 metric ton/

yr WS2024 exposure (bottom). Gray and purple shaded regions

highlight the 1σ and 2σ contours for ER backgrounds and

1 MeV=c2 CRDM, respectively. Contours are also drawn for

distinct background sources: 37Ar from cosmogenic activation

(navy), which is completely depleted by the start of WS2024;

double electron captures of 124Xe (green) that dip toward the NR

band due to enhanced recombination; and modeled accidental

coincidence backgrounds (orange) in both runs. A red band

marks the median NR response corresponding to the detector

conditions in each dataset, along with 10% and 90% quantiles.

Subtle differences can be seen for equivalent contours between

WS2022 and WS2024, which reflect changes in the detector

conditions and their subsequent modeling (akin to the Supple-

mental Material of Ref. [20]), as well as the impact of changes in

cut tunings.

TABLE I. The prefit expectation and best-fit counts for all

considered sources in the combined WS2022þWS2024 expo-

sure, for a CRDM mass of 1 MeV=c2. Although β-decay

contributions were split up in WS2024 likelihood terms, they

have been combined here for ease of comparability. 37Ar is not

present in WS2024 as it will have been depleted since the 60 live-

day WS2022 campaign. Similarly, there is no atmospheric (Atm.)

neutrino component under WS2022 due to the short exposure

time.

Source Expectation Fit result

WS2022 β decaysþ det γ’s 215� 36 222� 16

Solar ν ER 27.1� 1.6 27.2� 1.6
136Xe 2νββ 15.1� 2.4 15.2� 2.4

125Xeþ 127Xe EC 9.2� 0.8 9.3� 0.8
124Xe DEC 5.0� 1.4 5.2� 1.4
8B ν NR 0.14� 0.01 0.14� 0.01

37Ar [0, 288] 52.7þ9.5
−8.9

Accidental coincidences 1.2� 0.3 1.2� 0.3

WS2024 β decaysþ det γ’s 1026� 91 1017� 32

Solar ν ER 102� 6 102� 6

136Xe 2νββ 55.6� 8.3 55.8� 8.2
125Xeþ 127Xe EC 3.2� 0.6 2.7� 0.6

124Xe DEC 19.4� 3.9 21.4� 3.6
8Bþ hep νNR 0.06� 0.01 0.06� 0.01

Atm. ν NR 0.12� 0.02 0.12� 0.02

Accidental coincidences 2.8� 0.6 2.6� 0.6

Detector neutrons 0.0þ0.2 0.0þ0.2

1 MeV=c2 CRDM � � � 0.0þ0.7

Total 1539� 107 1535� 36
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is power constrained to 1σ below the median at all masses

considered. This is due to the fact that all CRDM spectra

overlap with background sources that are noted to have

underfluctuated: 37Ar in WS2022 [71] and accidental

coincidences in WS2024. Nevertheless, the fitted nuisance

parameters obtained here are in excellent agreement with

those obtained in the WIMP search analysis. The best-fit

number of CRDM events for all masses tested between

100 keV=c2 and 1 GeV=c2 is zero. The data are thus

consistent with the background-only hypothesis, with the

goodness of fit assessed across a range of metrics such as

reconstructed energy and distance to the ER band median,

as well as in fS1c; log10ðS2cÞg space. The model-data

agreement is further verified using a Holm-Bonferroni

test [81], with all samples passing at a significance level

of 0.05.

The range of CRDM masses evaluated here spans

between 100 keV=c2 and 1 GeV=c2. In principle, lighter

masses could be considered [41], though their existence

would present additional implications. For one, it has been

argued that the abundance of low-mass DM would have

influenced the production of light elements in the early

Universe, except this is model dependent and only applies

when standard model decay modes exist [43,51].

Another constraint stems from the Pauli exclusion princi-

ple, requiring that fermionic DM cannot be lighter than

0.1 keV=c2 [82]. On the other hand, truncating the CRDM

mass at 1 GeV=c2 reflects the degree of certainty asso-

ciated with the signal model. In particular, the total DM-

nucleus cross section σχN saturates at the geometric cross

section of the nucleus 4πr2A, where rA is the radius of the

nucleus, for higher CRDM masses [48,83]. In turn, this

invalidates the A2μ2 coherent enhancement to the cross

section for σχn > 4 × 10−28 cm2 and mχ > 1 GeV=c2 in

the context of xenon-based experiments [83,84].

Throughout this Letter, it is assumed that the

DM-nucleon interaction cross section is energy indepen-

dent up to a form factor, which can be described with a

contact interaction or a heavy mediator in a low momentum

transfer limit [43,83]. This leads to more conservative

constraints than energy-dependent approaches, especially

for smaller DM masses [38]. Alternatively, large total cross

sections above the geometric size limit can be realized

through light mediators, though their interactions with

standard model fermions are subject to stringent but

model-dependent limits from monojet searches, meson

decays, and stellar cooling [43,47,84], with vector

mediators typically facing stronger constraints than scalars

[37,85]. These constraints primarily arise from couplings to

quarks, while alternative interaction portals, including

Higgs and gluons, may lead to different phenomenological

constraints [86,87].

We report an improvement in the upper limit on the

CRDM-nucleon cross section by over one order of magni-

tude relative to recent limits [50–53]. This can be ascribed

to a larger accumulated exposure, significantly lower

background rates, the implementation of novel techniques

such as the radon tag, and the treatment of contributions

from heavier CR species beyond hydrogen and helium. In

recent studies [35,43,50–52], an explicit upper bound on

the excluded parameter space is often included. However,

this is heavily dependent on the attenuation model, as

covered in recent theoretical and experimental works

[43,51,52]. We also note that the distribution of the primary

CR itself begins to change at σχn > 10−27 cm2, causing

high-rigidity CR spectra to deviate from experimental data

[40,88]. Moreover, CRDM models with such large σχn can

saturate the total DM-nucleus cross section [83], while only

being moderately attenuated in the overburden, as per our

simulations and Ref. [53]. As a result, we follow Ref. [53]

in refraining from quoting an official upper bound from a

statistical treatment. Instead, we provide a reference

analytical bound in Fig. 3, which is calculated from the

analytical energy loss method formulated in Refs. [35,42]

while ignoring the nuclear form factor of elements in

FIG. 3. Observed upper limit on the spin-independent CRDM-

nucleon cross section at 90% confidence level as a function of

CRDM mass from the combined 280 live-day WS2022þ
WS2024 exposure. The limit prior to the application of a power

constraint is shown as a gray dot-dashed line. The median

expected sensitivity for background-only experiments is drawn

with a dashed black line, with corresponding 1σ and 2σ levels

shaded as green and yellow bands, respectively. A dotted black

line marks the upper bound on the cross section, derived

analytically based on expectations of the CRDM flux attenuation.

It should be emphasized that the region between this analytical

upper bound and the observed upper limit forms the excluded

parameter space. Along with the WS2022-only limit, relevant

upper limits and excluded regions are also shown from PandaX-II

[51], CDEX-10 [52], PROSPECT [50], and Super-Kamiokande

[53], as well as a recast for XENON1T [35] and projected

sensitivity for NEWSdm [54].
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Earth’s crust. This produces a more conservative upper

bound than any other treatment [42,43].

In conclusion, we present first results from a search for

CRDM in LZ with the accumulated 4.2 metric ton=yr
exposure employed in the recent WIMP search analysis

[20]. No significant excess over the expected background

levels is observed, and a world-leading limit is set on spin-

independent CRDM-nucleon cross sections over a range of

sub-GeV=c2 masses.
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