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A B S T R A C T 

Searches for supernovae (SNe) progenitors have relied on a direct detection of the star in fortuitous pre-explosion images. 
We propose an alternative method, using a combination of photometric stellar population fitting alongside integral-field-unit 
(IFU) spectroscopic analysis of the ionized gas to fully explore the SN environment and constrain the progenitor properties. 
Isochrone fitting of Hubble Space Telescope ( HST )/WFC3 observations reveals the environment of iPTF13bvn contains two 

stellar populations with unique age ( τ = log t years ) and extinction ( A V ) values, with the closest agreement found between 

past progenitor studies of iPTF13bvn and our oldest stellar population (P2): τP 2 = 6 . 97 
+ 0 . 06 
−0 . 06 , a corresponding initial mass 

M initial ,P 2 = 20 . 0 M ⊙ and A V ,P 2 = 0 . 53 
+ 0 . 10 
−0 . 08 mag . Further analysis with VLT/MUSE IFU-spectroscopic observ ations re veals 

no bright H II regions associated with iPTF13bvn, suggesting no immediate ongoing star formation. Extinctions derived from 

the ionized gas are a minimum of ∼ 2 . 5 times higher than the resolved stellar population values, assisting in building a 3D 

picture of the environment. An analysis of the distribution of spax el e xtinctions rev eals increased variability in the environment 
of iPTF13bvn, on the edge of a spiral arm. Our study highlights the complex relationship between stars, gas, and dust, and 

how, when used in a holistic environmental analysis, they can begin to resolve degeneracies that have plagued past progenitor 
investigations. Specifically for iPTF13bvn, our results support a binary progenitor and a growing consensus for binarity as the 
predominant mass-loss mechanism for Type Ib SNe progenitors. 

Key words: methods: statistical – supernovae: general – supernovae: individual: iPTF13bvn. 

1  I N T RO D U C T I O N  

Massive stars with initial masses M initial � 8 M ⊙ will end their lives 
as core-collapse supernovae (CCSNe; Smartt et al. 2004 ). Compared 
to the thermonuclear detonation of white dwarfs observed as Type 
Ia supernovae (SNe), CCSNe have a variety of progenitors with 
div erse pre-e xplosion histories. The observational classifications 
of CCSNe are distinguished by spectral and light-curve features, 
initially separated by the presence (Type II) or absence (Type Ib) 
of hydrogen. Further classifications are defined as follows: a lack 
of H and He lines (Type Ic); prominent and narrow H (Type IIn) 
or He (Type Ibn) lines generated by the interaction of the SN 

ejecta with dense circumstellar material (CSM); broad-lined spectral 
features (Type Ic-BL) due to high e xpansion v elocities (see e.g. 
Filippenko 1997 ). Bridging the gap between Type II and Type Ib, 
Type IIb SNe initially show signatures of H that quickly vanish and 
evolve to resemble a Type Ib. It is widely accepted that distinctions 
between these classifications are the product of a myriad of stellar 
evolution channels, greatly impacted by the initial mass of the 
progenitor and its mass-loss history (Smartt et al. 2009 ; Eldridge 
et al. 2013 ). Mass-loss occurs in massive stars through two main 
channels: strong stellar winds or binary interactions, with the former 
showing a strong metallicity dependence in single stars (Heger et al. 

⋆ E-mail: AJSingleton1@sheffield.ac.uk 

2003 ). During later phases of nuclear burning, ho we ver, massi ve 
stars can experience pulsations and eruptions as alternative forms 
of mass-loss (Smith 2014 ). Building up the ‘progenitor tree’ is 
crucial for disentangling whether all SNe are the result of the same 
explosion mechanism and how various factors (metallicity; initial 
mass; mass-loss; CSM; binarity; stellar environment) give rise to 
different explosion characteristics. 

The ‘gold standard’ for progenitor detections requires deep pre- 
explosion archi v al images, typically sourced from the e xtensiv e 
Hubble Space Telescope ( HST ) data archiv e. Later, post-e xplosion 
images are required to conclusively claim that the progenitor can- 
didate has disappeared from the SNe site. In the last two decades, 
the search for the progenitors of Type II SNe has converged on 
red supergiants (RSG; Maund et al. 2004 ; Smartt et al. 2004 , 2009 ; 
Smartt 2009 ), which aligns well with theoretical predictions of stellar 
evolution (Paczy ́nski 1970 ). SN 1993J (Nomoto et al. 1993 ; Aldering, 
Humphreys & Richmond 1994 ; Woosley et al. 1994 ) and SN 2011dh 
(Maund et al. 2011 ; Bersten et al. 2012 ; Ergon et al. 2015 ) are 
examples of well-studied Type IIb SNe with direct detections of 
their progenitors. The first was identified as a non-variable RSG of 
13 –20 M ⊙ and the second a 13 M ⊙ yellow supergiant (YSG), both 
with binary companions responsible for e xtensiv e stripping of their 
H envelopes prior to explosion. Detections of Type Ibc progenitors 
have remained the most elusive, with respect to Type II. iPTF13bvn 
was the first Type Ib SN with a possible progenitor detection, 
followed by Type Ic SN 2017ein (Kilpatrick et al. 2018 ; Van Dyk 
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Published by Oxford University Press on behalf of Royal Astronomical Society. This is an Open Access article distributed under the terms of the Creative 

Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), which permits unrestricted reuse, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
ra

s
/a

rtic
le

/5
4
0
/4

/3
2
0
4
/8

1
5
7
9
2
4
 b

y
 g

u
e
s
t o

n
 2

3
 J

u
n
e
 2

0
2
5



The environment of iPTF13bvn 3205 

MNRAS 540, 3204–3220 (2025) 

et al. 2018 ; Xiang et al. 2019 ) and Type Ib SN 2019yvr (Kilpatrick 
et al. 2021 ; Sun et al. 2022 ). These studies suggest an assortment 
of possible progenitors: RSGs, YSG, helium giants, luminous blue 
v ariables, massi ve binaries (Wolf-Rayet or B stars), or cool and 
inflated stars in close binaries. Often the best-estimate properties 
of a progenitor produces a dichotomy in its proposed evolution, as 
it cannot be determined whether the system is singular or binary. A 

growing consensus in the past decade suggests that binary interaction 
represents a significant (if not the predominant) mass-loss channel 
for the progenitors of stripped envelope supernovae (SESNe). The 
winds of single stars cannot independently reproduce the rates and 
diversity of SESNe (Smith 2014 , 2019 ). Relying solely on the ‘gold 
standard’ method of constraining the properties of SNe progenitors 
yields few direct detections annually. Moreo v er, initially proposed 
progenitors can be false and later ruled out by late-time imaging 
(Zhao et al. 2025 ). 

The first examples of environmental studies of SNe investigated 
correlations between the host galaxy morphology and the clas- 
sifications of observed SNe (then only Type I versus Type II). 
This found that CCSNe occur e xclusiv ely in late-time, star-forming 
galaxies (Baade & Zwicky 1934 ; Reaves 1953 ; van den Bergh 
1959 ). With instrumental advancements and the expansion of the 
SNe classification scheme, later studies could begin to examine 
the local environments of CCSNe. van Dyk ( 1992 ) studied the 
distances of SNe (now T ype Ia, T ype Ibc, and T ype II) explosion 
sites to the nearest H II region, finding that CCSNe show a strong 
association with H II regions and therefore high-mass progenitors. 
Further studies (Bartuno v, Tsv etko v & Filimono v a 1994 ; v an Dyk, 
Hamuy & Filippenko 1996 ) found similar results. In the twenty-first 
century, the introduction of larger SN (and extragalactic) catalogues 
prompted statistical analyses and, as Anderson et al. ( 2015 ) outline 
in a re vie w, there has historically been three branches of analysis: 

(i) Host galaxy pixel statistics. 
(ii) Radial distributions. 
(iii) H II region metallicities. 

A popular approach to pixel statistics is Normalized Cumulative- 
Rank (NCR) method, used by James & Anderson ( 2006 , 2008 ) 
to investigate the spatial association of SNe types with ongoing 
star formation (SF), using H α as a proxy, in their host galaxies. 
These studies probe median physical sizes on the order of 300 pc, 
meaning individual H II regions become grouped into larger star- 
forming regions. James & Anderson ( 2006 ) is also an example of 
a radial distribution study, investigating where within their host 
galaxies different SNe explosion sites fall. H II region metallicity 
studies (Modjaz et al. 2008 ; Anderson et al. 2010 ; Taddia et al. 2013 ; 
Kuncarayakti et al. 2013a , b ) generally find that Type Ibc SNe have 
higher metallicities than Type II (although this difference is small or 
undetected in some studies). The spectroscopic data in these studies 
suffer from a biased association to the nearest bright H II region, as 
emission lines directly from the SNe sites are too weak. 

Recent studies (Maund & Ramirez-Ruiz 2016 ; Maund 2017 ; Sun 
et al. 2021 ; Ganss et al. 2022 ; Sun, Maund & Crowther 2023 ) 
considered individual stars or ionized gas in the SN environment 
to constrain the progenitor age, extinction, and metallicity. Maund 
& Ramirez-Ruiz ( 2016 ) used a Bayesian approach with Nested 
Sampling to fit the surrounding stellar populations, providing age 
and extinction estimates of 23 stripped-envelope SNe (Types IIb 
and Ibc). Their characteristic ages support a substantial number 
of high-mass ( M initial > 30 M ⊙) progenitors for Type Ibc SNe. Sun 
et al. ( 2021 ) expanded upon this analysis by including integral-field- 
unit (IFU) spectroscopy to model the ionized gas component of two 

SNe environments (2004dg[II-P] and 2012P[IIb]), revealing a star- 
forming complex that has photo-ionized a giant H II region within 
NGC 5806. Sun et al. ( 2022 ) repeated a similar analysis for the Type 
Ib SN 2019yvr. In this paper, we will adapt this approach to studying 
the environments of CCSNe, utilizing the high spatial information 
of HST and MUSE data to combat the limitations of past studies. 

The SN iPTF13bvn was discovered by Cao et al. ( 2013 ) and 
reported by the intermediate Palomar Transient Factory (iPTF) on 
2013 June 16.238 UT , in the galaxy NGC 5806. An early-time spectral 
and photometric series classified iPTF13bvn as a Type Ib SN. Cao 
et al. ( 2013 ) observed iPTF13bvn at radio wavelengths; synchrotron 
self-absorption modelling produced mass-loss parameters consistent 
with a Wolf-Rayet progenitor. Conversely, Bersten et al. ( 2014 ) were 
the first to claim an interacting binary progenitor for iPTF13bvn 
through bolometric light-curve fitting to hydrodynamic models. 
Subsequent studies have formed a growing consensus for the binary 
progenitor (Eldridge et al. 2015 ; Kuncarayakti et al. 2015 ; Eldridge 
& Maund 2016 ). Errors in the initially quoted progenitor photometry 
for iPTF13bvn were identified and corrected by Eldridge et al. ( 2015 ). 
Their reanalysis agreed with a range of binary models, but ruled out 
typical Wolf-Rayet models. A late-time study by Eldridge & Maund 
( 2016 ) confirmed that the identified progenitor had disappeared, as 
well as providing constraints on the suspected companion. 

This paper is outlined as follows. First, we describe the methods 
of processing and analysing our photometric and spectroscopic data 
(Section 2 ). This includes our Bayesian approach to isochrone fitting 
for the stars in the environment of iPTF13bvn (Sections 2.1.1 and 
2.1.2 ), as well as our spectroscopic fitting algorithm to study the gas 
(Sections 2.2.1 and 2.2.2 ). A shorter, intersectional study between 
both data sets is described in Section 2.3 . The results of all parts of 
our environmental analysis are then presented separately in Section 3 . 
Finally, the implications, limitations and context of our results, with 
respect to past studies of iPTF13bvn, are discussed in Section 4 , 
followed by our conclusions and future work (Section 5 ). 

For this study, we use the foreground Galactic extinction in 
the V band (Schlafly & Finkbeiner 2011 ), quoted from the 
NASA/IPAC Extragalactic Database (NED) 1 towards NGC 5806 of 
A V = 0 . 139 mag . We adopt the Tully–Fisher distance to NGC 5806 
of 22.5 Mpc (Tully et al. 2009 ), corresponding to a distance modulus 
μ = 31 . 76 ± 0 . 36 mag for consistency with Eldridge et al. ( 2015 ). 

2  OBSERVATI ONS  A N D  M E T H O D S  

Our analysis of the environment around iPTF13bvn consists of 
two components: (1) a photometric study of resolved stars in the 
environment that relies on long-exposure, high-spatial-resolution 
images of the host galaxy and (2) a comparative study of the 
gas/dust/stars across a broader environment of iPTF13bvn, using 
IFU spectroscopic data. 

2.1 HST /WFC3 

2.1.1 Astrometry and photometry 

HST archi v al data for NGC 5806 were retrieved from the Mikulski 
Archive for Space Telescopes, 2 as detailed in Table 1 . Three long- 
exposure observations taken with the Wide Field Camera 3 (WFC3) 
with the Ultraviolet-Visible (UVIS) channel were obtained with the 

1 https:// ned.ipac.caltech.edu/ 
2 https:// archive.stsci.edu/ missions- and- data/hst
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Table 1. HST /WFC3 and VLT/MUSE data for the site of iPTF13bvn used in this study. 

Program ID Date (UT) Instrument Filter/mode Exposure time (s) m lim 
j (mag) σ lim 

j (mag) 

15152 a 2019-06-25 HST /WFC3/UVIS F555W 5437.00 27.96 + 0.56 
15152 a 2019-06-25 HST /WFC3/UVIS F438W 5408.00 27.78 + 0.58 
13822 b 2015-06-30 HST /WFC3/UVIS F225W 8865.00 25.95 + 0.52 
12888 a 2013-09-02 HST /WFC3/UVIS F555W 300.00 – –
097.B–0165 c 2016-04-07 VLT/MUSE/LIFU WFM 3600.00 – –

a PI: S. D. Van Dyk. 
b PI: G. Folatelli. 
c PI: D. M. Carollo. 

Figure 1. Left: A false colour HST image of NGC 5806 using the F555W and 
F438W images. A cyan box highlights the extracted region of the VLT/MUSE 

IFU datacube, a gold cross marks the location of iPTF13bvn. Right: A close- 
up of MUSE region in all three HST filters: (a) F555W, (b) F438W, (c) F225W. 
A dotted cyan circle (radius = 300 pc) highlights the environment definition 
used to resolve stellar populations. 

F225W (30 June 2015), F438W, and F555W (25 June 2019) wide- 
band filters. The wavelength coverage spans the visible through UV. 
WFC3/UVIS has a pixel scale of 0.04 arcsec and a 160 × 160 arcsec 2 

field of view (FoV). This data set contains most of NGC 5806 
(see Fig. 1 ) and no residual light from iPTF13bvn. An additional 
WFC3/UVIS F555W (2013 September 2) subarray image of the 
site of iPTF13bvn, centred on the SN, was obtained for localizing 
the SN position. Each download contains the raw files after charge 
transfer efficiency corrections ( ∗ flc.fits ) and the combined file 
corrected for cosmic-rays and distortion ( drc.fits ) using the 
ASTRODRIZZLE package. The world coordinate system (WCS) of 
the three ( drc.fits ) files were aligned using TWEAKREG and 
TWEAKBACK from the DRIZZLEPAC package, with the F438W image 
used as the reference for the WCS. 

Point-spread-function (PSF) photometry was then performed us- 
ing DOLPHOT (Dolphin 2000 ) with the recommended input parame- 
ters and the F555W image (2019) used as the reference image, since 
this resulted in the largest number of common objects between all 
three WFC3 images. Resolved objects were filtered using DOLPHOT 

PSF output parameters according to the following criteria: 

(1) Type of source, TYPE = 1 (corresponding to ‘star’); 
(2) photometry quality flag, FLAG ≤ 3; 
(3) source crowding, CROWD ≤ 2; 
(4) source sharpness, −0 . 5 ≤ SHARP ≤ 0 . 5; 
(5) signal-to-noise ratio (SNR) ≥ 5. 

An object was retained in the final photometric catalogue if it 
met these quality checks in a minimum of one WFC3 image. When 
an object did not meet the abo v e criteria in all three images, non- 
detections were substituted with a detection limit and corresponding 
error. Detection limits were found using artificial star tests within 
DOLPHOT . For each discrete magnitude value spanning a 22 –33 mag 
range, in increments of 0 . 5 mag , 15 artificial stars were inserted 
into the image and the detection threshold was assessed by the 
success rate of the reco v ery of the artificial stars. The number of 
reco v ered artificial stars across this range was fit with a cumulative 
normal distribution function, and the corresponding ‘50 per cent 
reco v ered’ magnitude was taken to be the detection limit. Non-linear 
least squares regression optimized the error function parameters, 
providing a standard deviation about the detection limit, and values 
for the detection limit in each HST /WFC3 image are listed in Table 1 . 

A post-explosion HST image of iPTF13bvn, acquired in 2013 
(see Table 1 ), was used to locate the SN on the later HST images. 
Photometry of the 2013 HST WFC3/UVIS F555W image, with 
DOLPHOT , was used to derive the positions of 25 common stars, 
that were used to find a coordinate transformation to determine 
the location of the SN on the 2019 HST WFC3/UVIS F438W 

image. The location of iPTF13bvn was transformed with a precision 
of ( ±0 . 18 , ±0 . 26) HST /WFC3 pixels. The stellar environment of 
iPTF13bvn was defined as a circular region of 300 pc, centred on 
the SN position. The 300 pc region (corresponding to 68.761 F555W 

image pixels) is represented by the dotted cyan circle in Fig. 1 , with 
the environment displayed in each HST /WFC3 filter long-exposure 
image on the right panel. 

2.1.2 Bayesian approach to stellar population fitting with nested 

sampling 

The Bayesian approach for determining the parameters ( x ; e.g. age, 
extinction, etc.) of a stellar environment from a given set of data ( D ) 
can be considered using Bayes’ theorem as 

p ( x | D ) = 
p ( D | x ) p ( x ) 

p ( D ) 
. (1) 
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The posterior probability distribution, p( x | D ), is comprised of the 
likelihood function, p( D | x ), prior probability, p( x ), and evidence, 
p( D ). Following the methods employed by Jørgensen & Lindegren 
( 2005 ), Maund & Ramirez-Ruiz ( 2016 ), and Sun et al. ( 2021 ), we 
use a hierarchical Bayesian mixture model for estimating the age 
( τ = log 10 t yr ) and extinction ( A V ) of N m stellar populations. The 
‘mixture model’ allows us to build our model out of underlying 
subpopulations (i.e. multiple stellar population ages; single star 
and binary contributions), where final probabilities are taken as 
the sum of weighted probabilities from these subpopulations. For 
the i th star in a data set, D i , the distance modulus, μ

′ 
, and stellar 

mass, M i , are marginalized o v er as nuisance parameters, since any 
observed data from individual stars could suggest a range of masses. 
Assuming these parameters are independent, the prior probability for 
the stellar mass follows a Salpeter ( 1955 ) initial mass function (IMF) 
normalized o v er the mass range of our stellar evolution model and 
with an IMF exponent of −2 . 35. A Salpeter ( 1955 ) IMF is sufficient, 
as we are handling massive stars in star-forming regions. In this case, 
we use the PARSEC stellar isochrones (Girardi et al. 2002 ) as our stellar 
evolution model with the metallicity fixed at solar (Section 3.2 ). For 
each star the likelihood function is a product of normal distributions 
which directly compare the observed apparent magnitude in the j th 

filter, m j (with error σj ), to the predicted absolute magnitude of 
a star with mass M i on an isochrone of age τ and extinction A v , 
m j ( τ, A V , M i ), taking the form: 

p( D i | τ, A V , μ
′ 
, M i ) = 

∏ 

j 

1 
√ 

2 πσj 

× exp 

⎧ 

⎨ 

⎩ 
−

1 

2 

( 

m j − m j ( τ, A V , M i ) − μ
′ 

σj 

) 2 
⎫ 

⎬ 

⎭ 
. (2) 

The exception to this is a substitution for stars missing photometry 
in a specific filter. In this case, the detection limits ( m 

lim 
j , σ lim 

j ) of the 
filter are characterized by a cumulative normal distribution, giving 

p( m 
lim 
j , σ lim 

j | τ, A V , μ
′ 
, M i ) = 

1 

2 

×

{ 

1 + erf 

( 

m 
lim 
j − m j ( τ, A V , M i ) − μ

′ 

√ 
2 σ lim 

j 

) } 

. (3) 

This allows us to include multiple filters in our analysis even 
when the photometry is partially complete. Flat priors are used for 
both τ and A V and a normalization condition is implemented on 
the likelihood function, such that it integrates to unity over the prior 
ranges of τ and A V . At this stage in equations ( 2 ) and ( 3 ), τ and A V 

represent the predicted age and extinction of individual stars not the 
o v erall stellar population estimates. 

Implementation of the mixture model allows us to simultaneously 
include contributions from non-interacting binaries, as well as a 
mixture of N m populations (temporally separated epochs of SF). 
Probability distributions are treated as the sum of the single and 
binary case weighted by the binary fraction P bin , where P bin = 0 . 5 is 
a fixed value throughout our analysis. A hierarchical approach uses 
each star separately to probe the distributions within the parameter 
space, and then uses the collection of stellar properties to fit a 
distribution to the entire population. We assume a normal distribution 
for the age and extinction when fitting for the collection of stars inside 
the selected environment to produce estimates for the o v erall stellar 
populations. For a complete formulation of this Bayesian approach 
and other considerations, the reader is directed to Maund & Ramirez- 
Ruiz ( 2016 ). The determination of the likelihood functions for each 
star uses the same approach further described in Sun et al. ( 2021 ). 

In order to determine the Bayesian evidence (or marginal like- 
lihood; Z) and posterior distribution from our predetermined like- 
lihoods, we apply the Nested Sampling algorithm (Skilling 2004 ) 
through the open-source code ULTRANEST (Buchner 2021 ). Maund 
& Ramirez-Ruiz ( 2016 ) discuss two important considerations when 
using Nested Sampling, which are as follows: 

(i) Due to the interchangeable nature of the distribution labels 
in our model, the evidence is o v erestimated by a factor of N m ! 
which can easily be corrected for. This means we allow the Nested 
Sampling algorithm to explore all modes of our mixture model, 
including mirror modes, requiring the results to then be sorted into 
N m components. 

(ii) We use the Jeffreys’ scale (Jeffreys 1961 ) to inform how Z 

indicates the number of age components that provide the best-fitting 
model to the data. An increase in the corrected evidence ( ln [ Z/N m !] ) 
greater than ∼ 30 is deemed ‘strong evidence’ in support of that 
model. 

2.2 VLT/MUSE 

2.2.1 Datacube analysis 

For the second phase of our environmental analysis, spatially 
resolved IFU spectroscopic data is required. The Multi-Unit Spec- 
troscopic Explorer (MUSE) mounted on the Very Large Telescope 
(VLT) acquired IFU spectroscopy of NGC 5806 on 7 April 2016 
(see Table 1 ). Operating in the wide-field mode (WFM) provides 
a 1 × 1 arcmin 2 F oV with 0 . 2 arcsec spatial sampling co v ering a 
spectral range of 4750–9350 Å with 1.25 Å sampling. Once processed 
through the standard pipeline, the IFU datacube is publicly available 
through the European Southern Observatory (ESO) Archive Science 
Portal. 3 Manipulation of the datacube was achieved with the MPDAF 

(Piqueras et al. 2019 ) and IFUANAL (Lyman et al. 2018 ) packages. 
Following the alignment procedure presented in Section 2.1.1 , 8 
common objects between the MUSE datacube and WFC3 images 
produced transformed coordinates for iPTF13bvn in the MUSE field. 
To impro v e the SNR of spectra across the datacube, 2 × 2 spaxels 
were resampled into single spaxels and their errors added in quadra- 
ture. This approach was chosen o v er the commonly used Voronoi 
tessellation approach for resampling IFU data, where spaxels are 
grouped into tiles of varying shape and size to ensure uniform spectral 
SNRs. Although spectral SNR is still an important consideration 
within this work, it was more valuable for us to retain the spatial 
information within the environment of iPTF13bvn. A 30 × 30 spaxel 
(along the spatial axes) cube, centred on transformed coordinates of 
iPTF13b vn, was e xtracted and is highlighted by the cyan squares in 
Fig. 1 . Within this extracted cube the exact position of iPTF13bvn is at 
the binned spaxel position (14 . 17 ± 0 . 08 , 14 . 19 ± 0 . 11). Given that 
(14,14) occurs at the centre of the spaxel, we can confidently conclude 
that iPTF13bvn falls inside this spaxel. Hereafter, references to the 
MUSE datacube or individual spaxels refer to this new, resampled, 
30 × 30 spaxel datacube. The original, full FoV datacube of NGC 

5806 can be found in figs 1–4 of Sun et al. ( 2021 ). 
With IFUANAL , the datacube was de-redshifted and dereddened 

assuming values of z = 0 . 00449 and E( B − V ) = 0 . 044 mag (as- 
suming a Galactic Cardelli, Clayton & Mathis 1989 reddening 
law with R V = 3 . 1). The galactic rotational velocity across this 
environment was found using a summed spectrum of the entire 
datacube, and a single Gaussian fitting to the Balmer H α emission 

3 http://archive.eso.org 
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line. Subtraction from the rest-frame peak wa velength ga ve an 
av eraged rotational v elocity of v rot = 70 . 6 km s −1 . This estimate for 
our extracted region agrees with the corresponding values in the ro- 
tational velocity map of NGC 5806 by Sun et al. ( 2021 ). Differential 
rotation across the extracted MUSE datacube is minimal, with the 
maximum discrepancy to our average v rot value corresponding to a 
�λ = 2 . 5 Å (i.e. two spectral bins). A description of how we account 
for these minor central wavelength shifts is provided in Appendix A . 

2.2.2 Continuum and emission line fitting algorithm 

Strong nebular lines within the data set include the Balmer hydrogen 
recombination lines ( H α λ6563 and H β λ4861) and the collision- 
ally excited [N II ] λλ6548 , 6584 doublet. As expected, the λ6548 
line is much weaker than the λ6584 line. Other weak lines that 
appear include: H I λ5876, He I λ6678, [O III ] λλ4959 , 5007, [O I 

λλ6300 , 6363 and [S II ] λλ6717 , 6731. Since the flux in our 2 × 2 
binned spaxels can reach relatively low levels (mean continuum flux 
= 54 × 10 −20 erg Å 

−1 s −1 cm 
−2 ), we focus on the H α λ6563 and H β

λ4861 lines in this study. 
Due to the relatively low spectral resolution of the MUSE data, 

an elementary approach to fitting was fa v oured. Function fitting to 
continua or nebular lines was performed using optimize.curve fit() 
in the SCIPY package and subsequent reduced-chi-squared ( χ2 

r ) com- 
parisons. All 900 spectra in the datacube had their continua fit with 
a third order polynomial spanning the full 4750–9350 Å wavelength 
range, and a mean value taken to represent the continuum flux level 
of each spectrum. Narrow wav elength re gions were e xtracted before 
fitting emission lines: 6520–6640 Å and 4780–4940 Å for H α and 
H β, respectively. Once the lines were masked, including the [N II] 
lines either side of H α, the remaining data points were linearly fit 
and continuum subtracted. The remaining emission was then fit with 
a series of functions: 

(1) ‘Weak’ Double : Weak signal spectra fit with a double 
Gaussian, accounting for both emission and absorption. 

(2) ‘Strong’ Double: Strong signal spectra fit with a double 
Gaussian, accounting for both emission and absorption. 

(3) ‘Weak’ Single: Weak signal spectra fit with a single Gaussian, 
accounting solely for emission. 

(4) ‘Strong’ Single: Strong signal spectra fit with a single 
Gaussian, accounting solely for emission. 

(5) Absorption: Single Gaussian fit to pure absorption feature. 
(6) Continuum: Linear fit to featureless spectra. 

Here, distinctions between ‘Weak’ and ‘Strong’ correspond to 
different starting values for the optimization of the Gaussian curves: 
initial emission amplitudes are ×12 larger for (2) and (4) compared 
to (1) and (3); initial absorption amplitudes are ×2 . 5 larger for 
(2) compared to (1). Out of these six options, the corresponding 
minimum χ2 

r is subjected to a series of comparisons before being 
selected as the optimum fitting. For example, the difference between 
the minimum χ2 

r and the linear continuum (6) χ2 
r must surpass 100 to 

maintain ‘optimum’ status. Other χ2 
r comparisons between ‘Double’ 

and ‘Single’ Gaussian fits are included to a v oid o v erfitting of the 
lowest flux emission lines, and a discussion surrounding the choice of 
a Gaussian fit to any absorption features is provided in Appendix A . 
An SNR ≥ 15 is required for any emission line to be considered 
for a double Gaussian fitting. Spectral features are only considered 
emission if the peak exceeds 3 σ above the mean continuum flux 
level. The series of χ2 

r comparison criteria were deduced through 
trial and error; although an e xtensiv e list is not provided, further 
conditions were included to minimize o v erfitting to spectral noise 

Table 2. Values substituted into equation ( 4 ) to convert HST image electron 
counts into surface brightness magnitudes: backgrounds, zero-points, and EE 

corrections. 

Filter Background Zero-point EE Corrections 
10 −3 (e −/s) (mag) [r = 0.20’] 

F555W −8.95 25.823 0.85435 
F438W −5.54 24.990 0.85247 
F225W −2.76 22.646 0.78 

or remaining artefacts from the MUSE data pipeline. Post-filtering, 
the surviving χ2 

r for fitting types (1) through (6) is labelled as 
the ‘best fitting’ and used to derive physical values: integrated 
flux, full width at half-maximum (FWHM), equi v alent width (EW), 
and V- band extinction ( A V ). Emission flux errors were estimated 
by performing 1000 random draws from a multi v ariate normal 
distribution of the optimized Gaussian parameters and corresponding 
covariance matrix. Each randomly drawn Gaussian is integrated and 
the standard deviation of the resulting sample is taken as the final 
flux error. Some examples of H α and H β line fitting are given in 
Appendix A . With this o v erall approach to spectral fitting, we are not 
fitting for the underlying stellar spectral energy distribution (SED) 
as is standard when running STARLIGHT under the IFUANAL package 
(Lyman et al. 2018 ). Instead, we extract pure emission features by 
accounting for detectable absorption features in individual spaxel 
spectra. Our chain of comparisons for the reduced-chi-squared fitting 
metric a v oids fitting to non-physical spectral features and handles 
statistical noise within each spectrum. We are, ho we ver, unable to 
predict any remaining features of the data reduction pipeline that 
may plague some spectra. 

Ionized gas extinctions were found through the Balmer 
decrement method, utilizing a set of intrinsic flux ratios 
( I [ H α] /I [ H β] = 3 . 42 , 3 . 10 , 2 . 86 , and 2 . 69) from Osterbrock & 

Ferland ( 2006 ), with corresponding gas temperatures ( T = 

2500 , 5000 , 10 000 , and 20 000 K , respectiv ely). Conv ersions to V - 
band extinctions ( A V ) used the Cardelli et al. ( 1989 ) extinction law 

with R V = A V /E( B − V ) = 3 . 1. 

2.3 Resampling HST to MUSE 

For an intersectional study between the two data sets, we 
resample the HST images into maps of surface brightness 
on the same spatial pixel scale as MUSE. We follow the 
guidelines on https:// www.stsci.edu/ hst/ instrumentation/ wfc3/ data- 
analysis/ photometric-calibration/ uvis-encircled-energy to convert 
pixel count rates into Vega magnitudes with 

m Vega = zero-point − 2 . 5 log 

×( counts − background ) − 2 . 5 log (1 / EE ) . (4) 

Values substituted for zero-points and encircled energy (EE) correc- 
tions are listed in Table 2 for our three main HST images. All EE 

corrections are for an aperture of radius = 0 . 20 arcsec , equi v alent to 
a single MUSE spaxel. Also in Table 2 are newly found background 
estimates for our F555W , F438W , and F225W images. Processed 
images from the HST archives are background subtracted with a 
single value, corresponding to a peak in a histogram of dark pixels. 
Our new background estimates were found by averaging across 
dark pixels; their low (10 −3 ) negative values could imply a slight 
o v ersubtraction of the background in the HST /WFC3 pipeline. 
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3  R ESU LTS  

3.1 Stellar populations and the environment of iPTF13bvn as 

seen through HST /WFC3 

As can be seen in Fig. 1 , iPTF13bvn is located in one of the spiral 
arms of NGC 5806 where massive SF would be e xpected. iPTF13b vn 
appears to be situated on the edge of the spiral arm, such that the west 
portion of the environment is less populated. In this lower density 
region, a dark filament feature appears in all three of the WFC3 
filters that wraps around the site of iPTF13bvn and could imply a 
gas/dust structure along the line of sight. Performing PSF photometry 
with DOLPHOT yields 138 ‘good quality’ stars in the environment 
of iPTF13bvn (cyan dashed circle in Fig. 1 ). The majority of 
magnitude detection limit substitutions occur for the F225W filter (93 
substitutions), followed by F438W (54 substitutions) and minimal for 
F555W (4 substitutions). Given that our definition of the environment 
( r = 300 pc) encloses a relatively large volume when considering 
regions of SF, 138 resolved stars implies a sparse population of 
massive stars. 

When applying our Bayesian approach the k th stellar population 
has three free parameters: log ( age yr ) ( τk ), extinction ( A V ,k ), and 
extinction dispersion ( δA V,k ) which relates to the standard deviation 
of the normal distribution through σA V ,k = 0 . 05 × 10 δA V ,k . Likeli- 
hood functions were obtained for each of the 138 stars, following 
the formulation described in Section 2.1.2 . PARSEC isochrones were 
downloaded o v er the logarithmic age range of 6 . 0 ≤ τ ≤ 8 . 0 in steps 
of 0.01 and a fixed metallicity fraction of 0.02 (solar; Section 3.2 ). 
The photometry used in the likelihood calculations was corrected for 
fore ground galactic e xtinction with a value of A 

MW 
V = 0 . 139 mag 

(NED; Schlafly & Finkbeiner 2011 ) and a standard extinction law 

with R v = 3 . 1. 
Sourcing the posterior probability distributions of our free param- 

eters through ULTRANEST requires simple function definitions for 
the expected form of our log-likelihoods and priors, alongside the 
pre-determined likelihood distributions for each star, to perform the 
Nested Sampling algorithm. The log-likelihoods were assumed to 
follow a multivariate normal distribution, N ( τk , A V ,k , στk , σA V ,k ), for 
each stellar population. Modelling two or more stellar populations 
requires the weight ( ω k ) of each distribution to be included as free 
parameters. For N m populations, only N m − 1 weights that obey 
a Dirichlet distribution need to be defined in the ULTRANEST log- 
likelihood functions. This assists in reducing the number of free 
parameters in our model and speeds up each run. The final weight 
is simply calculated using the normalization condition 
 

k 
ω k = 1. 

Flat priors are imposed on τk , A V ,k and ω k with the following 
ranges: 6 . 00 ≤ τ ≤ 8 . 00, 0 . 00 ≤ A V ≤ 2 . 00, 0 . 00 < ω k < 1 . 00. To 
further reduce the computational expense when trying to fit for 
a high number of population components (i.e. N m = 4) initial 
ULTRANEST runs fit for N m age components, but only a single 
internal extinction component and fixed age/extinction dispersions: 
σA V ,k , στk = 0.05. With the abo v e implementation, ULTRANEST runs 
with 400 live points were separately performed on models with 
1, 2, 3, and 4 age components. Bayesian evidence was collected 
and corrected for (as described in Section 2.1.2 ) following each 
run, the results of which are presented in Fig. 2 . Also included 
as a subplot is the evolution of the evidence accumulation with 
increasing iterations, showing that the evidence converges towards a 
limit in each case. Following the interpretation by Jeffreys ( 1961 ), 
the largest relative jump in evidence is seen between the N m = 1 
and N m = 2 age component models. Therefore, we can conclude 
that the photometry from the environment of iPTF13bvn is best- 

Figure 2. Main plot: Corrected Bayesian evidence values for 1, 2, 3, and 4 
age component ULTRANEST runs. Subplot: Evolution of evidence collection 
during nested sampling algorithm for each ULTRANEST run. 

fit by two populations of stars representing distinct epochs of 
SF. 

Following this, a secondary ULTRANEST run was performed with 
unique extinction estimations for each population. Log-likelihood 
and prior functions follow the same initialization as described abo v e, 
except we almost double the number of free parameters in this 
comprehensive model: τ1 , τ2 , A V , 1 , A V , 2 , σA V , 1 , σA V , 2 . Prior ranges 
for each free parameter were informed by the results of the original 
two age component model: 6 . 20 ≤ τk ≤ 7 . 20, 0 . 40 ≤ A V ,k ≤ 1 . 20, 
0 . 00 ≤ δA V ,k ≤ 1 . 00 (corresponding to 0 . 05 ≤ σA V ,k ≤ 0 . 50). The 
extinction was chosen to have a unconstrained dispersion since this 
is a physical parameter that we could expect to see variation between 
populations, as well as a spread within each population. Inversely, 
we expect population ages to be tightly constrained; therefore, the 
age dispersion remains fixed, but is slightly relaxed to a value of 
στk = 0 . 10. 

Fig. 3 shows the results from this model run, which has suc- 
cessfully resolved two stellar populations with significantly dif- 
ferent extinctions. Best-fitting values for the age, extinction, and 
corresponding dispersion are τ1 = 6 . 59 + 0 . 04 

−0 . 05 , A V , 1 = 0 . 95 + 0 . 07 
−0 . 06 mag, 

σA V , 1 = 0 . 346 and τ2 = 6 . 97 + 0 . 06 
−0 . 06 , A V , 2 = 0 . 53 + 0 . 10 

−0 . 08 mag, σA V , 2 = 

0 . 097 for population 1 (P1) and population 2 (P2), respectively. 
Doubling the age dispersion resulted in differing peak posterior 
values for the population ages between our original simplified model 
and those seen in Fig. 3 . Ho we ver, the P1 ages agree within 2 σ and the 
P2 ages within 1 σ ; given the small errors of our age estimates, such 
a minimal shift in values implies that relaxing the age dispersion 
has negligible effect on the final result. Our two population ages 
correspond to ∼ 3 . 89 + 0 . 38 

−0 . 42 million years for P1 and ∼ 9 . 33 + 1 . 38 
−1 . 20 

million years for P2, temporally separating the epochs of SF by 
∼ 5 . 44 million years. The respective PARSEC isochrones for P1 and 
P2 are displayed in Fig. 4 , o v erlaid on the photometry of the resolved 
stars (grey data points) within the r = 300 pc environment. Taking 
the maximum mass of the corresponding age PARSEC isochrone to 
be our best estimate of the progenitor mass for single star evolution, 
we obtain the following initial (zero-age main sequence) and final 
masses: 

M initial,P1 = 65 . 4 M ⊙. 
M final,P1 = 20 . 1 M ⊙. 
M initial,P2 = 20 . 0 M ⊙. 
M final,P2 = 17 . 8 M ⊙. 
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Figure 3. ULTRANEST results using two age, τk = log ( age k ), and extinction, A V ,k , components, with a fix ed age dispersion of στk = 0 . 10. The e xtinction 
dispersion parameter δA V ,k , where σA V ,k = 0 . 05 × 10 δA V ,k , is left as a free parameter to be fit. Posterior distributions are plotted as histograms with the 
corresponding contour plots. Red lines show the best-fitting values and grey dashed lines represent the 16 per cent and 84 per cent quantiles. 

PARSEC final masses reflect mass-loss across advanced evolution- 
ary phases, as late as central carbon ignition (Chen et al. 2015 ). 
Since this does not model rapid mass-loss in the final centuries 
of massive stars, nor mass-loss through binary interaction, the 
final masses do not represent pre-explosion masses. Designating a 
population age and mass to the progenitor of iPTF13bvn is subject 
to interpretation and is discussed further in Section 4.1 . In short, 
although we cannot conclusively assign a natal stellar population, 
the collective environmental information for iPTF13bvn moti v ates 
a statistical comparison to other Type Ib CCSNe, as well as other 
classifications in a future sample study. 

3.2 The environment of iPTF13bvn as seen through 

VLT/MUSE 

Running the algorithm described in Section 2.2.2 , fitting the contin- 
uum and H α/ β Balmer lines of individual spaxels in our 30 × 30 
datacube, produced a myriad of parameter maps displayed in Fig. 5 . 
From the top row of plots (mean continuum; H α flux; H β flux), 
we can see the distribution of white-light sources against numerous 
bright H II regions. Ho we ver, the immediate site of iPTF13bvn is 
comparatively dark despite being coincident with the spiral arm; 
instead it is encircled by H II regions. Where we suspect there is a 
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Figure 4. Colour–magnitude diagrams (CMDs) of the 138 stars (black data points) in the environment of iPTF13bvn, using three colours from the HST 

filters: F555W , F438W , F225W . Best-fitting PARSEC isochrones from the results of the two age/extinction component ULTRANEST run are plotted o v er the data; 
population 1 (pop1; blue) uses τ1 = 6 . 59, A V , 1 = 0 . 95 mag; population 2 (pop2; orange) uses τ2 = 6 . 97, A V , 2 = 0 . 53 mag. Both isochrones account for 
foreground galactic extinction; A MW 

V = 0 . 139 mag. The gold star in plot (a) shows the apparent magnitudes of the iPTF13bvn progenitor, found by Eldridge 
et al. ( 2015 ). 

dust lane arching around the site of iPTF13bvn from a dark feature in 
Fig. 1 coincides with a drop in signal in the MUSE data, specifically 
where we see missing spaxels inside the spiral arm (Fig. 5 c). Looking 
at rows 2 and 3 of the first column of Fig. 5 , our ‘best fitting’ numeric 
(outlined in Section 2.2.2 ) shows contrasting results for both Balmer 
lines. Fitting of H α fa v ours the ‘weak’ single Gaussian (3) function, 
with only the brightest H II regions optimized by the ‘strong’ single 
Gaussian (4). Comparatively, fitting of H β applies the full range 
of (1) → (6) fitting functions, producing identifiable regions and 
borders within the datacube environment. Mainly, the spiral arm 

becomes visible and is o v erwhelmingly fit with either ‘weak’ or 
‘strong’ double Gaussian functions (1 and 2), whilst some spaxels 
on the arm-edge are enforced with ‘weak’ single Gaussian fittings (3) 
due to decreasing SNR. Whilst the dual absorption-emission features 
across the spiral arm are correlated with cospatial stars and gas, the 
‘pure absorption’ (5) fitting seen in the top left corner indicates 
dense (likely older) stellar populations external to the spiral arm. 
The remaining spaxels are mostly fit with a featureless ‘continuum’ 
(6). 

Giv en the observ ed correlation between EW(H α) and the specific 
star formation rate (sSFR; M ́armol-Queralt ́o et al. 2016 ), we see 
that the brightest H II regions correspond to the highest sSFR. 
Overall, we can summarize the environment of iPTF13bvn to be: 
within a spiral arm of NGC 5806; lacking in ongoing star forma- 
tion; comparatively deficient in hard radiation from massive star 
populations. 

Additionally, a gas-phase metallicity estimate for the environ- 
ment of iPTF13bvn (‘13bvn-outer’ in Fig. 5 ) was found using a 
strong-line diagnostic, specifically the O3N2 calibration by Marino 
et al. ( 2013 ). From the summed spectrum within this aperture, 
emission line fluxes for the [O III ] λ5007 and [N II ] λ6584 lines 
were estimated from a single Gaussian fit (H α and H β fluxes are 
estimated as standard by the fitting algorithm). Through the [O III ] 
λ5007/H β and [N II ] λ6584/H α line ratios, we find an abundance 
estimate of 12 + log ( O/H ) = 8 . 69 ± 0 . 18 dex. This matches the 
current solar value (8.69 dex; Asplund et al. 2009 ); therefore, 
all prior assumptions of a solar metallicity in our analyses are 
valid. 

3.3 Extinctions from MUSE spectral analysis 

Implementation of the Balmer decrement method to acquire extinc- 
tion estimates across the environment of iPTF13bvn was applied 

to individual spaxels, as well as the summed spectra of spaxels 
contained within a defined region. Since the electron density and 
temperature are not constrained in this study, any single extinction 
estimate comprises a set of four values to co v er the full temperature 
range (2500–20 000 K) with independent intrinsic I [ H α] /I [ H β] ra- 
tios from Osterbrock & Ferland ( 2006 ). Fig. 6 shows the distribution 
of single spaxel extinctions ( T = 10 000 K) throughout the datacube, 
where the majority of spaxels are constrained between A V = 0 . 5 mag 
and A V = 3 . 0 mag. Propagating our flux error estimates produces 
reasonable extinction errors for most of this distribution, even in the 
low ( < 15) SNR regime. The few exceptions to this, with large errors, 
highlight the limitations of our fitting algorithm where low H β flux 
results in poorly constrained Gaussian fits. Further confidence in the 
performance of our fitting algorithm can be gained by the smoothly 
varying nature of the spatial map of extinctions in Fig. 5 (j). For the 
single spaxel containing the position of iPTF13bvn, the extinction 
estimate (assuming T = 10000 K) is shown as a golden data point in 
Fig. 6 and corresponds to a value of 

A V , 13bvn-single = 1 . 92 ± 0 . 13 mag. 

Given our pair of population results from the photometric- 
isochrone fitting, an equi v alent environment definition (circular 
aperture; r = 300 pc ; centred on iPTF13bvn) was applied to the 
MUSE datacube. All spaxels which fall inside this aperture had 
their spectra summed and the fitting algorithm was applied to the 
product. The resulting extinction estimate can be interpreted as a 
single averaged value across the environment (env): 

A V , 13bvn-env = 1 . 74 ± 0 . 05 mag. 

To test the reliability of our single spaxel extinctions we find a 
weighted mean ( Ā V ) for the sample within the r = 300 pc environ- 
ment, with the expectation that this should reproduce the summed 
environmental value. This allows us to gain a new parameter, the 
standard error ( σĀ V ), representing the dispersion about this weighted 
mean. For our photometric-equi v alent ( r = 300 pc) environment, this 
produces: 

Ā V , 13bvn = 1 . 463 mag. 
σĀ V , 13bvn = 0 . 005 mag. 

The abo v e set of e xtinctions are significantly different, the only 
agreement can be found between A V , 13bvn-single and A V , 13bvn-env to 
within 2 σ . The individual spaxel distributional mean ( Ā V , 13bvn ) does 
not reproduce the stacked spectrum estimate ( A V , 13bvn-env ) across the 
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Figure 5. Maps of derived spectral observables for our extracted 30 × 30 rebinned spaxel MUSE datacube (Fig. 1 ). These include (a) mean continuum 

flux; (b)/(c) emission line flux of H α/ β, respectively; (d)/(g) ‘best fitting’ numeric (Section 2.2.2 ) for H α/ β respectively; (e)/(f) emission line EW for H α/ β
respectively; (h)/(i) emission line FWHM for H α/ β, respectively; (j) Balmer decrement extinctions ( A V ) with I [ H α] /I [ H β] = 2 . 86, T = 10 000 K and 
R V = 3 . 1; (k)/(l) emission line SNR for H α/ β, respectiv ely. Ov erlaid are circular apertures for ‘13bvn inner’ (radius = 3.5 spaxels) and ‘13bvn outer’ (radius 
= 6.5 spaxels), as well as comparison environments (A, B, C, and D) with radii = 3.5 spaxels (refer to Table 3 ). The site of iPTF13bvn lies at the centre of the 
image (14,14) and is labelled in gold. 
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Figure 6. Main plot: Balmer line (H α and H β) emission fluxes of individual 
rebinned spaxels from our extracted MUSE datacube, and corresponding error 
estimates. Grey-scale colourbar on data points represents the H α line SNR. 
Spaxel (14,14) in Figs 5 and 7 , containing the location of iPTF13bvn, is 
highlighted as a golden data point. Subplot: zoom-in of bottom left corner of 
main plot. 

r = 300 pc environment of iPTF13bvn. We would not expect this 
disagreement between Ā V , 13bvn and A V , 13bvn-env unless there was a 
sharp drop off in flux within the spaxels that comprise the r = 300 
pc aperture. This prompts an investigation into whether this result 
is systematically observed across the MUSE datacube or unique. 
Although varying the electron temperature shifts these extinctions 
values (discussed further in Section 4.2.2 ), the disagreement between 
these two values remains. 

3.4 Comparison environments 

The ensemble of extinction estimates for the environment of 
iPTF13bvn requires context within the larger environment around 
iPTF13bvn. Selected comparison environments are shown in Fig. 
5 , where regions A, B, and C are the nearest H II regions (A & 

B are considerably brighter than C) and region D was selected for 
its likeness to the environment of iPTF13b vn. These re gions were 
selected based on the ionized gas H α and H β flux, centred on the 
brightest spaxels of the MUSE data. An additional region within the 
environment of iPTF13bvn was created, ‘13bvn-inner’, that provides 
an equi v alent aperture to the comparison environments (A, B, C, 

and D). Our photometric-equi v alent environment is now labelled 
as ‘13b vn-outer’. Re gion D and ‘13bvn-inner’ both lie on the edge 
of the spiral arm, with relatively low flux levels in continuum and 
emission. The smaller of the apertures have radii of 3.5 rebinned 
MUSE spaxels ( ∼ 150 pc), whereas the ‘13bvn-outer’ aperture has 
r = 6.5 rebinned MUSE spaxels ( ∼ 300 pc). 

Values for A V , env , Ā V , and σĀ V were determined for every defined 
region in Fig. 5 , the results of which are summarized in Table 3 . 
Notably, all regions besides ‘13bvn-outer’ find good agreement, 
within 1 σ , between their environmentally stacked spectrum estimate 
and their single spaxel distributional mean estimate. Following 
the question raised in Section 3.3 this result for ‘13bvn-outer’ is 
unique to the comparison environments, implying that the larger 
aperture (increased number of spaxels) of’13bvn-outer’ results in 
the disagreement between A V and Ā V . Furthermore, the weighted 
mean standard error, σĀ V , for ‘13bvn-inner’ and region D are twice 
what is found for the remaining environments. 

3.5 H II region ages with STARBURST99 

Following the standard practice to estimate the ages of our bright H II 

regions using the EWs of their H α profiles, we directly compare our 
measurements to the STARBURST99 1999 tabular data set (Leitherer 
et al. 1999 ). The STARBURST99 models synthesize instantaneous SF 

(i.e. a singular stellar population) and implement stellar evolution 
models by the Gene v a group (Maeder 1990 ; Schaller et al. 1992 ; 
Charbonnel et al. 1993 ; Schaerer et al. 1993a , b ) across a range of 
discrete metallicities ( Z = 0 . 040 , 0 . 020 , 0 . 008 , 0 . 004 , and 0 . 001). 
The EWs were derived from the summed spectra of the defined 
apertures in Section 3.4 , for the three closest bright H II regions to 
the site of iPTF13b vn: Re gions A, B and C. These were compared 
to the instantaneous SF STARBURST99 model with Z = 0 . 02 (their 
analogue to Z ⊙), a Salpeter ( 1955 ) IMF with a power-la w e xponent 
α = 2 . 35 and steps of 100 000 yr. Our EW values are listed in Table 3 , 
along with the STARBURST99 model ages for the closest matching 
EW. Since they consider Z ⊙ = 0 . 02, which is higher than current 
day best-estimates ( Z ⊙ = 0 . 0134; Asplund et al. 2009 ), we also 
compare to the Z = 0 . 008 models, but the difference in resulting 
age estimates is negligible for the purposes of this comparison. The 
corresponding τenv = log ( age years ) are τA = 6 . 80, τB = 6 . 81 and 
τC = 6 . 86; here each τenv value represents a unique age estimate from 

independent H II regions (refer to Fig. 5 ). Errors are not stated, as 
our EW errors land inside the age resolution of the STARBURST99 
models. All three ages fall between our photometrically derived 
stellar population values ( τP1 and τP2 ; Section 3.1 ). 

Table 3. Summary of extinction results for all environments (iPTF13bvn and comparisons) defined in Fig. 5 including the single extinction estimate of the 
summed spectrum for each region ( A V , env ), the weighted-mean of the distribution of single spax el e xtinction estimates within each region ( ̄A V ) and the 
corresponding standard error of each weighted-mean ( σĀ V ). Projected distances to iPTF13bvn are found from the SN site spaxel (14,14) to the central spaxel 
of each region, it is worth noting that regions A through D have aperture radii of ∼ 152 . 6 pc (3.5 MUSE spaxels). The final column sho ws the EW equi v alent 
log ( age years ) for STARBURST99 models (instantaneous; Z = 0 . 02); errors are not included as our EW errors are outside the resolution of the models. 

Region 
Aperture radius 
(pc) (spaxels) 

A V , env (mag) 
( T = 10 kK) Ā V (mag) σĀ V (mag) 

Projected distance 
to iPTF13bvn (pc) H α EW ( Å) 

STARBURST99 
log (age yr ) 

iPTF13bvn outer 283 (6.5) 1 . 738 ± 0 . 052 1.467 0.005 0.0 13 . 5 ± 1 . 5 7.04 
iPTF13bvn inner 153 (3.5) 1 . 479 ± 0 . 060 1.423 0.011 0.0 12 . 5 ± 1 . 5 7.05 
A 153 (3.5) 1 . 832 ± 0 . 109 1.760 0.005 394.8 78 . 6 ± 19 . 0 6.80 
B 153 (3.5) 1 . 399 ± 0 . 061 1.384 0.004 455.2 41 . 5 ± 5 . 9 6.81 
C 153 (3.5) 1 . 361 ± 0 . 047 1.407 0.006 402.0 23 . 4 ± 2 . 4 6.86 
D 153 (3.5) 1 . 770 ± 0 . 065 1.775 0.016 554.9 11 . 3 ± 1 . 4 7.05 
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3.6 Additional information from resampled HST -to-MUSE 

data 

Given the advantageous 0.04 arcsec pixel scale of the HST /WFC3 
data, we can see how resolved stars and clusters transform on to the 
larger (0.2 arcsec) pixel map of the VLT/MUSE datacube. Conversion 
of electron counts into surface brightness allows us to visualize these 
resampled images as magnitude and colour maps, presented in Fig. 7 . 
The ability of our fitting numeric (Fig. 5 ; ‘best H β fitting’) to outline 
the galactic spiral arm is traced, almost one to one, by the brightest 
UV (F225W) sources. Despite being brightest in pixels cospatial 
with our brightest H α flux (H II regions in Fig. 5 ), the UV flux is 
observed across the entire spiral arm. This F225W Vega magnitude 
map also reconfirms the harsh edge in ionizing sources close to the 
site of iPTF13bvn. 

4  DISC U SSION  

4.1 Host resolved population ( HST ) 

Identifying the host population of iPTF13bvn from our resolved 
stellar populations (P1 & P2) remains inconclusive. Sun et al. 
( 2023 ) used the same approach to population fitting, but in the 
cases where more than one population were reco v ered the youngest 
population was preferentially selected, as these populations represent 
the greatest contributors to the UV flux at the centre of their study. 
Since our data extends across a larger wavelength coverage, the 
same assumption will not be made. The probabilities of each star 
belonging to either resolved stellar population in the environment of 
iPTF13bvn were found in an attempt to spatially distinguish the two 
populations. As was found by Maund ( 2018 ; see their fig. 10) for SN 

1993J, we find an even blend of stars belonging to both populations 
across the environment of iPTF13bvn; therefore, it is not viable to 
spatially separate either population as an approach to identifying a 
host population. A growing consensus in binary interaction being 
the predominant mass-loss channel for stripped envelope SESNe 
(Smith 2014 , 2019 ) may advocate for the older population to be the 
stronger choice; binary mass exchange allows lower mass (longer 
lived) progenitors to successfully explode and the IMF fa v ours lower 
mass progenitors. 

In the case of iPTF13bvn, we are afforded the luxury of a rea- 
sonably well-constrained progenitor from o v er a decade of studies. 
The results of which are condensed into Table 4 and can assist in 
constraining a host population. Maund ( 2018 ) and Sun et al. ( 2023 ) 
are past results that employed the same Bayesian methodology as 
in this paper. A key difference is that Maund ( 2018 ) used three 
HST /ACS/WFC1 filter (F435W; F555W; F814W) images, with com- 
parativ ely short e xposure times and a wav elength co v erage mostly 
contained to the visible. Sun et al. ( 2023 ) focused their study on the 
UV data of SESNe with two HST /WFC3/UVIS filter (F300X and 
F475X) images for iPTF13bvn. Our wavelength range encompasses 
those of both studies and our images achieve deeper detection limits. 
Of the two stellar populations reco v ered by Maund ( 2018 ), the 
youngest most closely resembles our P1 result, particularly their 
estimate for the extinction ( A V = 0 . 98 ± 0 . 02 mag). The single 
young population found by Sun et al. ( 2023 ) agrees with our P1 
age estimate (within 3 σ ). Their extinction ( A V = 0 . 78 ± 0 . 13 mag) 
estimate falls in-between P1 and P2, but their relatively large error 
means it is within 2 σ of both values. This supports the need to 
prescribe two distinct stellar populations to the environment of 
iPTF13bvn in order to produce well-constrained extinction estimates. 

Excluding Maund ( 2018 ) and Sun et al. ( 2023 ), the remaining stud- 
ies rely on two extinction estimates: Cao et al. ( 2013 ) E( B − V ) = 

0 . 0437 ( A V ≈ 0 . 14 mag) and Bersten et al. ( 2014 ) E( B − V ) = 0 . 17 
( A V ≈ 0 . 53 mag). Furthermore, the progenitor converges on a binary 
system with a primary initial mass within the range of 10 –20 M ⊙, 
ending its life as a low-mass helium star. This aligns with our re- 
sults for P2: A V ,P 2 = 0 . 53 + 0 . 10 

−0 . 08 mag; M initial ,P 2 = 20 . 0 M ⊙ (zero-age 
main sequence); M final ,P 2 = 17 . 8 M ⊙ (post advanced evolutionary 
stages; Section 3.1 ). Maund ( 2018 ) finds an older population with 
τ = 7 . 38 + 0 . 01 

−0 . 06 , which does not agree with our P2 result. Although 
their corresponding progenitor mass estimate (10 + 1 . 0 

−0 . 7 M ⊙) still falls 
within the 10 –20 M ⊙ predicted mass for iPTF13bvn. It is worth 
noting that the PARSEC stellar evolution tracks are computed for 
single stars. Although the final mass estimates incorporate mass-loss 
throughout the main sequence and final evolutionary stages, mass lost 
to binary interaction is neglected. Including binary stripping of the 
primary star would result in a much lower final mass, as is concluded 
by Bersten et al. ( 2014 ) through hydrodynamical modelling of the 
light curve of iPTF13bvn (best fit by a ≈ 3 . 5 M ⊙ helium star). Our P2 
extinction also agrees with the Bersten et al. ( 2014 ) value, which they 
estimated by comparing their ( B − V ) colours (corrected for Milky 
Way reddenning) to an intrinsic colour law derived from a sample 
of SESNe observed by the Carnegie Supernova Project. Overall, the 
results of this paper are able to reproduce the populations found by 
Maund ( 2018 ) and Sun et al. ( 2023 ), as well as a new population 
that agrees with the progenitor constraints for iPTF13bvn from the 
remaining studies in Table 4 . Despite this implying that P2 should be 
considered the host population for iPTF13bvn, we still do not have 
an independent check for applications to other CCSNe environments 
in the future. 

Plotting a CMD of the objects and isochrones corresponding to 
the resolved populations in the environment of iPTF13bvn, shown 
in Fig. 4 , allows us to see which stars contribute to each fitting. 
This can highlight the strength of each population fitting. For P2 
in plots (b) and (c) of Fig. 4 , only a handful of data points with 
complete photometry (in all filters) constrain this older population 
in the region where the isochrones part. The majority of sources that 
assist the fitting here are detection limit substitutions. It makes sense 
that the older (cooler) stars appearing in the F555W and F438W 

images are missing from F225W, but it must be acknowledged 
that they are weaker probes of this portion of the CMD. It also 
follows that Sun et al. ( 2023 ) does not find an older population 
when solely using UV images. Besides the differences in our 
studies discussed abo v e, Maund ( 2018 ) also found detection limits 
for individual stars to account for variations in background and 
cro wding. This dif ference in method should not massi vely impact 
how our older populations are fit, instead the main driving force 
behind the difference in our age estimates is likely the choice of 
HST images and filters. Since these cooler stars al w ays lie close to or 
below detection limits, the choice of band-width, central wavelength, 
throughput and image depth (exposure time) all greatly impact how 

many of these objects are detected. In this sense, our Bayesian 
approach is more sensitive to fitting younger populations compared to 
older. 

Eldridge et al. ( 2015 ) found apparent magnitudes of the detected 
iPTF13bvn progenitor candidate in HST /ACS/WFC F435W and 
HST /WFC3 F555W filters (VEGAMAG system; using DOLPHOT ): 
m F435 W = 25 . 81 ± 0 . 06 mag and m F555 W = 25 . 86 ± 0 . 08 mag. 
Considerable o v erlap between the F435W (WFC) and F438W 

(WFC3) band-widths and throughputs allow us to substitute the 
former for the latter; both magnitudes are included in plot (a) of 
Fig. 4 . Reassuringly, it falls upon the space occupied by the brightest 
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Figure 7. Row by row stages of transforming HST images into Vega magnitude and colour–colour maps with the same spatial sampling as our 30 × 30 rebinned 
spaxel MUSE datacube. Columns correspond to a given filter: F225W (left), F438W (central), and F555W (right). First row: HST ( drc.fits) images. Second 
row: Raw spatially resampled images. Third row: Electron counts have been converted into Vega magnitudes (Section 2.3 ). Fourth row: Colour–colour maps. 
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Table 4. Summary of results from past studies of iPTF13bvn. 

Reference Distance (Mpc) Age ( log ( t years ) ) Local extinction Progenitor Methods 

Cao et al. ( 2013 ) 22.5 – E( B − V ) = 0 . 0437 
( A V ≈ 0 . 14 mag a ) 

Single; Wolf-Rayet Extinction: EW of Na ID line. 
Progenitor: pre-explosion 
detection limits, mass-loss 
estimate from radio data. 

Bersten et al. ( 2014 ) 25.54 – E( B − V ) = 0 . 17 
( A V ≈ 0 . 53mag a ) 

Binary; ∼ 3 . 5 M ⊙
pre-explosion low-mass helium 

star; initial mass ∼ 20 M ⊙. 

Extinction: comparing 
corrected E( B − V ) colours to 
an intrinsic colour law derived 
from a sample of SESNe. 
Progenitor: hydrodynamical 
modelling of lightcurve. 

Eldridge et al. ( 2015 ) 22.5 – E( B − V ) = 

0 . 0437 − 0 . 17 
Binary; low-mass helium star; 
initial mass ∼ 10 –20 M ⊙. 

Extinction: previous studies. 
Progenitor: revised 
photometry, SED model fitting. 

Kuncarayakti et al. ( 2015 ) – – – Binary; oxygen mass 
≤ 0 . 7 M ⊙, initial mass 
≤ 15 –17 M ⊙

Progenitor: spectroscopic 
emission line fluxes and ratios. 

Eldridge & Maund ( 2016 ) 22.5–26.8 – E( B − V ) = 

0 . 0437 –0 . 17 
Binary; initial mass 
10 − 12 M ⊙ helium giant. 

Extinction: previous studies. 
Progenitor: SED fitting to 
BPASS models. 

Folatelli et al. ( 2016 ) 25.8 – E( B − V ) = 0 . 17 Binary; non-definitive. Extinction: previous studies. 
Progenitor: obtained deep HST 

photometry in nebular phase, 
fit SED to models. 

Maund ( 2018 ) 26.10 τ1 = 6 . 74 ± 0 . 02 
τ2 = 7 . 38 + 0 . 01 

−0 . 06 

A V = 0 . 98 ± 0 . 02 Initial mass 
10 . 5 + 1 . 0 −0 . 7 − 36 + 9 −6 M ⊙

Extinction and age: 
hierarchical Bayesian mixture 
model fitting. 

Sun et al. ( 2023 ) 27.0 τ = 6 . 71 ± 0 . 04 A V = 0 . 78 ± 0 . 13 Initial mass 39 . 9 + 6 . 9 −5 . 2 M ⊙ Extinction and age: 
hierarchical Bayesian mixture 
model fitting. 

This work 22.5 τ1 = 

6 . 59 + 0 . 04 
−0 . 05 τ2 = 

6 . 97 + 0 . 06 
−0 . 06 

A V , 1 = 0 . 95 + 0 . 07 
−0 . 06 

A V , 2 = 0 . 53 + 0 . 10 
−0 . 08 

Initial mass 20 . 0 − 65 . 4 M ⊙ Extinction and age: 
hierarchical Bayesian mixture 
model fitting. 

a Conversion from E( B − V ) to A V assumes an R V = 3 . 1. 

stars within the field, but o v erlaps with the isochrones of both P1 and 
P2. 

4.2 Sources of variation in extinction (MUSE) 

4.2.1 Systematic uncertainities 

When interpreting the extinctions produced through our analysis 
of the MUSE IFU spectroscopy data, it is important to consider the 
sources of uncertainty and any assumptions. Systematic uncertainties 
include 

(i) distance to NGC 5806; 
(ii) inclination; 
(iii) metallicity; 
(iv) spectral resolution; 
(v) integrated flux of emission lines; 
(vi) temperature dependence of extinction; 
(vii) and choice of R V . 

As introduced in Section 2.2.2 , the ionized gas temperature is not 
assumed to be a singular value across the spiral arm of NGC 5806. 
Instead, we consider the full Osterbrock & Ferland ( 2006 ) range 
spanning T = 2500–20 000 K. We can expect different extinctions 
to be found when studying the stars in the environment compared 
to the ionized gas, as both can act as probes at varying depths 

through the galactic plane. In this sense, agreement or disagreement 
between values found with these independent probes can inform the 
3D structure along our line of sight (LoS). Inclination also affects 
the angle of incidence between our LoS and the galactic plane, 
increasing the cylindrical volume of the galaxy that we observe along 
any LoS with decreasing inclination. This effect is more dramatic 
for galaxies approaching edge-on. In the case of NGC 5806, its 
inclination of i = 60 . 4 deg negates this effect and so is considered 
negligible. All quoted distances within NGC 5806 stated in this 
paper are projected distances, not corrected for inclination. Our 
choice of a 22.5 Mpc distance to NGC 5806 has negligible effect 
on our spectroscopic analysis, as the induced wavelength shift from 

varying this distance value is minuscule. Distance estimates to NGC 

5806 reported on NED extend to 27.4 Mpc, the effects of which are 
explored by Eldridge & Maund ( 2016 ). To summarize, increasing 
the distance to NGC 5806 would have the greatest impact on our 
resolved stellar population analysis in Section 3.1 . Increasing this 
distance would increase the absolute magnitudes of individual stars 
and our progenitor mass estimate (decrease our stellar population 
age). This increase in progenitor mass would be small, nevertheless 
it suggests our 20 . 0 M ⊙ estimate should be treated as a lower limit. 
Uncertainty in the integrated flux of emission lines produced by our 
fitting algorithm are minimized by the various methods described 
in Section 2.2.2 to discourage o v erfitting an y spectra. Where it is 
necessary (mainly in the low SNR regime) we account for stellar 
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absorption in order to better approximate the emission flux. In the 
rare case that the fitting algorithm catastrophically fails, mainly 
when attempting to fit the lowest flux emission, we can identify 
them through their unphysical error estimates and reject the data 
accordingly. The main limitation of our deriv ed flux es stems from 

the resolution of the MUSE spectra. 

4.2.2 Temperature dependence of extinction law 

Intuitively, we should expect there to be variation in gas temperature 
when considering the ∼ 1 . 7 kpc 2 surface area of NGC 5806 in our 
extracted MUSE datacube (Fig. 5 ). The ionized gas electron tem- 
perature can be estimated with the [O I] ( λ6300 + λ6363) /λ5577 or 
[N II ]( λ6548 + λ6584) /λ5755 ratios. Unfortunately, neither the [O I ] 
λ5577 nor the [N II ] λ5755 lines are detected in the single spaxel or 
summed spectra of iPTF13b vn; indicativ e of low temperatures. Our 
environmental and single-spax el e xtinction estimates for iPTF13bvn 
approach our resolved stellar population values with decreasing 
gas temperature. Even when a 2500–5000 K temperature range is 
assumed, these values still significantly differ within their respective 
errors and the greatest discrepancy corresponds to the single-spaxel 
of iPTF13bvn. Although there are various interpretations (Sec- 
tion 4.2.1 ) of where this disagreement between estimates for the ex- 
tinction derived from the ionized gas and resolved stellar populations 
originates, the factor of ∼ 3 jump in A V between our single-spaxel 
(IFU; gaseous) and P2 (photometric; stellar) extinctions is significant. 
Evidence in support of a lower ( < 6000 K) temperature environment 
includes: the lack of bright H II regions within an ∼ 400 pc radius of 
the SN site; limited emission lines in the MUSE spectra (e.g. [O I ] 
λ5577 and [N II ] λ5755 are not detected); low flux levels in spectra; 
relati vely lo w number of bright ionizing stars; lack of large stellar 
clusters or star-forming comple x es; and a dark dust lane intersecting 
the environment. This could direct us away from measured (Peimbert 
1967 ; Dennefeld & Kunth 1981 ; Caswell & Haynes 1987 ) or assumed 
(Galbany et al. 2016 ) typical values of T e � 6000 K for Galactic and 
e xtragalactic H II re gions. Further complicating this case is our lack of 
constraint o v er the electron density ( n e ) of the ionized gas. Madsen, 
Reynolds & Haffner ( 2006 ) and McClymont et al. ( 2024 ) find higher 
T e with decreasing n e for diffuse ionized gas in the ISM of spiral 
galaxies. 

4.2.3 Interpreting the 3D structure and iPTF13bvn’s extinction 

Sun et al. ( 2021 ) gave an indepth interpretation of the environments of 
SNe 2004dg and 2012P, which also show a factor of ∼ 2 –3 increase 
when looking at the ionized gas extinctions compared to the mean 
stellar population extinctions. Their schematic diagram attributes 
this to stellar groups with lower (higher) mean population extinctions 
being situated in the foreground (background) relative to the observer. 
Moreo v er, the highest extinctions that are observed in the ionized 
gas would place these gaseous structures behind an y resolv ed stellar 
populations. Sun et al. ( 2021 ) also acknowledged that this distance 
interpretation can only be applied to mean population extinctions, but 
not on the scale of single stars where this interpretation breaks down 
and local variation is observed in the ISM. When finding the mean 
population extinctions within our Bayesian approach, we account 
for this local variation by fitting for the dispersion hyperparameter 
( δA V ; see Section 3.1 ). Transforming these back to a linear scale 
( σA V ,k = 0 . 058 × 10 δA V ,k ), we find σA V , 1 = 0 . 35 ± 0 . 04 mag and 
σA V , 2 = 0 . 10 + 0 . 06 

−0 . 04 mag. These results imply increased dispersion 

about our mean population extinctions for P1 compared to P2, 
perhaps as a result of seeing P1 through P2. 

SNe 2004dg and 2012P (Sun et al. 2021 ) also occurred in NGC 

5806, but in the denser central region of another spiral arm and either 
within (2012P) or nearby ( ∼ 200 pc; 2004dg) a bright star-forming 
comple x. Within this comple x, the ongoing SF and young stellar 
populations clear (in the direction of the observer) a ‘bubble’ in the 
gas that accumulates in the traversing density wave of the spiral 
arm. The ionized gas observed in the background is compressed and 
potentially triggers further SF. 

Within the context of the environment of iPTF13bvn, the same 
interpretation can be applied. P2 ( A V = 0 . 53 mag) would sit in the 
foreground (along our LoS), followed by P1 ( A V = 0 . 95 mag) and 
then a background source of ionized gas. Yet, unlike SNe 2004dg and 
2012P, iPTF13bvn is situated on the edge of the spiral arm. Given that 
region D and ‘13bvn-inner’ share similarly positioned environments, 
them having σĀ V values 2–4 times that of the remaining comparison 
environments could suggest increased variations in extinction. This 
could be increased variation in extinction from local (foreground) 
sources, background sources or a combination of both; the source 
of increased variation could originate from a loss of a smoothly 
varying ionized gas background, replaced by clumpy gas-and-dust 
formations. Given that we see a sharp drop-off due to a dust lane in 
Fig. 7 (in particular, the F225W images), the background source of 
compressed photo-ionized gas proposed by Sun et al. ( 2021 ) seems 
like a less likely scenario on the edge of a spiral arm (iPTF13bvn). 

Looking to the single spaxel of iPTF13bvn, regardless of con- 
straints o v er the gas temperature, we only see disagreement between 
the MUSE- versus HST -derived extinctions. With the arguments 
laid out abo v e, an y contribution from local variations to the single 
spax el e xtinction of iPTF13b vn could imply a significantly higher 
extinction than the value we previously assigned (P2; A V = 0 . 53 
mag). Although this is not definitive, it does still suggest that 
smoothed population parameters (such as extinction) are poten- 
tially underestimating the true values for individual stars and 
misrepresent the implied progenitor properties. Furthermore, the 
inability of our ‘13bvn outer’ (Fig. 5 ) A V , env to be recreated by 
Ā V and comparatively higher levels of dispersion ( σĀ V ) about the 
weighted mean extinction (seen for both ‘13bvn inner’ and Region 
D) suggests certain environments (i.e. the edges of spiral arms) are 
poor environments to assume smooth singular values for population 
parameters. 

4.2.4 Association with nearby H II regions? 

As presented by Crowther ( 2013 ), Type II SNe are more weakly 
associated with H II regions than Type Ib/c. This has been interpreted 
as typical Type Ib/c progenitors being higher in mass than Type 
II, but there are past examples of both showing no association to 
any nearby H II regions. For iPTF13bvn, our study finds no strong 
association between the SN site and nearby H II regions (Table 3 
and Fig. 5 ), which further justifies the choice of P2 being its natal 
stellar population. Since we still have no diagnostic for choosing 
a natal population when more than one is resolved in a given SN 

environment, future studies may want to use H II region association as 
the indicator (i.e. choosing the oldest population when no association 
is found). Finally, the lack of association between iPTF13bvn and 
any bright H II region highlights the danger of the ‘nearest H II 

region’ approach used in past environmental studies. In this case, 
using the age estimates of the nearest H II regions would lead to an 
o v erestimation of the progenitor mass. 
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Following the scenarios for SNe association with H II regions by 
Crowther ( 2013 ) (Section 2.3), iPTF13bvn w ould f all under Class 
2 or 3. As required by Class 2, iPTF13bvn is not coincident with 
a detectable star cluster and a H II region is absent , fa v ouring an 
older birth cluster and therefore lower mass progenitor ( < 20 M ⊙). 
We cannot rule out the scenario of a dynamically ejected progenitor 
(Class 3), given a minimum distance of ∼ 400 pc from the nearest 
H II region to the site of iPTF13b vn. F or a typical ejected velocity 
of 50 km s −1 , the progenitor would require a lifetime � 8 Myr and 
corresponding initial mass � 23 M ⊙ to traverse this distance. Both 
‘cases’ again align with our P2 result for iPTF13bvn. In active SF 

galaxies like NGC 5806, H α emission and UV trace SF one to one 
(Salim et al. 2007 ). It then follows that observing bright UV emission 
across the site of iPTF13bvn (and broader spiral arm; Section 3.6 ), 
but a lack of H II region association, indicates lo wer le vels of older 
( < 100 Myr) continuous SF, more aligned with the explosion of a 
lower mass progenitor. 

Probing stellar population ages using the instantaneous starburst 
model (Section 3.5 ) for the H II regions surrounding iPTF13bvn 
creates viable estimates for their individual stellar populations. By re- 
taining high spatial resolution in our MUSE data, we have shown that 
iPTF13bvn cannot be conclusively linked to any of these H II regions 
and presuming association to the nearest bright H II region would 
miss the two unique stellar populations that we observe in Section 3.1 . 
If the case of the environment of iPTF13bvn were to repeat in the sites 
of other CCSNe, then studies that apply ‘nearest H II region’ (Dyk 
1992 ; Bartunov et al. 1994 ; Dyk et al. 1996 ), Voronoi tessellation 
(Lyman et al. 2018 ; Sun et al. 2022 ) or NCR pixel statistics (Anderson 
& James 2008 ; Kuncarayakti et al. 2018 ; Ransome et al. 2022 ) 
approaches may swallow-up this spatial information into single 
pixels or apertures in an attempt to improve the data quality when 
deriving natal population properties. Although improving the data 
quality (i.e. spectral SNR) this way is good practice, it can remo v e 
finer details that would otherwise reveal a more complex environment 
at the sites of CCSNe capable of assisting in breaking the de generac y 
when high- and low-mass population progenitors are simultaneously 
observed. 

4.3 Context within other Type Ib superno v ae 

Well observed and studied Type Ib supernovae are still rare objects, 
slowing our investigation into the potentially shared or se gre gating 
properties between SESNe and Type II SNe. A question at the 
forefront of SESNe research is the fractional contribution of single 
star versus binary system progenitors. An investigation by Yoon 
et al. ( 2012 ) suggests that progenitor bolometric luminosities do not 
provide enough information to probe the single-binary partition. The 
limited number of highly studied Type Ib SNe are inclined towards 
binary interaction as the mass-loss mechanism, compared to the 
strong-winds single massive star model. 

SN 2019yvr (Sun et al. 2022 ), SNe 2016bau and 2015ap (Aryan 
et al. 2021 ), and SN 2014C (Sun et al. 2020 ) all have identified 
or suspected lower mass ( M ZAMS � 30 M ⊙) binary progenitors. An 
environmental analysis of SN 2019yvr by Sun et al. ( 2022 ) found 
three temporally separated episodes of SF within an active star- 
forming region. As we find for iPTF13bvn, SN 2019yvr is spatially 
offset from the stellar surface density and gaseous nebular emission. 
A low ejecta mass suggests SN 2019yvr belongs to their oldest 
stellar population, corresponding to a progenitor initial mass of 
10 . 4 + 1 . 5 

−1 . 3 M ⊙. Aryan et al. ( 2021 ) find that both SN 2016bau and 
2015ap are best fit by a 12 M ⊙ model, too low to be explained 
by single star evolution. Through SED fitting, Sun et al. ( 2020 ) 

find a cluster age of 20 . 0 + 3 . 5 
−2 . 6 Myr for SN 2014C, and binary 

stellar evolution models estimate a progenitor mass of ∼ 11 M ⊙. 
SN 2014C was, ho we ver, a peculiar case having transitioned from 

a Type Ib to IIn classification. Alternativ ely, Schwe yer et al. ( 2025 ) 
recently studied the progenitor of SN 2019odp. Pseudo-bolometric 
light-curve modelling found an ejecta mass of M ej ∼ 4 –7 M ⊙ and 
nebular spectroscopy modelling found an oxygen mass > 0 . 5 M ⊙, 
implying a pre-explosion mass > 18 M ⊙ that best resembles a 
single massive star, likely a Wolf-Rayet progenitor. Our progenitor 
mass estimate for iPTF13bvn ( M initial ,P 2 = 20 . 0 M ⊙) substantiates 
its binary classification and amplifies the case that the majority of 
local Type Ib SNe are stripped through binary interaction. Although 
a 20 . 0 M ⊙ single star is potentially explodable (Sukhbold & Adams 
2020 ), it would lack sufficient mass-loss (via strong-winds) across 
its lifetime to result in a Type Ib SN. Beasor, Davies & Smith ( 2021 ) 
find that single stars with initial masses < 30 M ⊙ will not explode as 
H-poor SNe, which validates why iPTF13bvn was not observed as a 
Type IIn or transitional Ibn SN. 

Extinctions for Type Ib SNe progenitors encompass a broad range 
of values that go beyond our relatively high value ( A V ,P 1 = 0 . 95 + 0 . 07 

−0 . 06 

mag) for the youngest stellar population that we resolve in the 
environment of iPTF13bvn. Aryan et al. ( 2021 ) found a relatively 
high extinction of E( B − V ) host = 0 . 566 ± 0 . 046 for SN 2015ap, 
and similarly Kilpatrick et al. ( 2021 ) find E( B − V ) = 0 . 51 + 0 . 27 

−0 . 16 for 
the site of SN 2019yvr, suggesting our P1 value is not extreme for 
Type Ib SNe. 

5  C O N C L U S I O N S  

We hav e e xamined the environment of the Type Ib SN iPTF13bvn 
with archi v al photometric ( HST /WFC3) and IFU spectroscopic 
(VLT/MUSE) data. Using a Bayesian approach to fitting stellar 
populations to all detected stars within 300 pc of iPTF13bvn 
produced updated estimates of the SN progenitor age, mass and 
extinction. Although two unique stellar populations are found, we 
find the greatest agreement between past progenitor constraints 
for iPTF13bvn and our oldest resolved stellar population: age 
∼ 9 . 33 + 1 . 38 

−1 . 20 million years, a corresponding initial mass M initial ,P 2 = 

20 . 0 M ⊙, and extinction A V ,P 2 = 0 . 53 + 0 . 10 
−0 . 08 mag. Spectroscopically 

examining the same environment and beyond, we find a minimum 

factor of ∼ 2 . 5 increase in extinction when derived from the ionized 
gas, potentially higher depending on the environmental temperature. 
Ho we ver, v arious signatures (lack of nebular lines, sparse population 
of massive stars, no associated bright H II region) point towards 
a lower temperature ( ≤ 6000 K) ionized environment. Comparing 
extinction results between individual MUSE-IFU spaxel distributions 
and the summed spectrum of spaxels within a given aperture, we find 
evidence for increased variability in extinction in the environment 
of iPTF13bvn, compared to the central, smoothly varying regions 
of the extragalactic spiral arm. The same variability is found in 
an equi v alent comparison en vironment, with both en vironments 
falling on the edge of the spiral arm of the host galaxy NGC 5806. 
Although this result cannot be definitively interpreted, it suggests that 
previously used assumptions in the environmental analysis of CCSNe 
(i.e. Voronoi tessellation in low signal-to-noise environments, using 
single stellar population properties to constrain progenitors) may 
fail in environments like iPTF13bvn’s and any similar. Future work 
e xpanding this inv estigation to a catalogue of nearby CCSNe with 
high-quality photometric and IFU spectroscopic data will reveal if 
our findings for iPTF13bvn are replicated in other SN sites and if they 
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are connected to their environmental properties, SN classification or 
stand alone. 
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APPENDIX  A :  DETA ILS  O F  SPECTRAL  

FITTING  A L G O R I T H M  

An example of each function (with a corresponding 1 → 6 function 
numeric) for our fitting algorithm is presented in Fig. A1 . All 
examples are of the H β line. When fitting Gaussians to emission 
features, the central wavelength value is allowed to vary within 
the boundary of ±3 Å to account for the observed differential 
rotational velocities across the extracted MUSE datacube described 
in Section 2.2.1 . 

When fitting a Gaussian to any observed absorption features, we 
acknowledge that this is a simplified approach that does not represent 

the underlying physics. In reality complex line blending and blurring 
factors are present, ho we ver we are limited in our ability to detect 
this due to the low spectral resolution of the MUSE data. A more 
sophisticated approach could fit for the underlying stellar continuum 

and subtract off to reproduce pure nebular features. Our moti v ation 
for not doing so stems from the assumptions that have to be made 
about the population of stars comprising the stellar continuum. This 
introduces more model parameters that could accurately constrain 
the stellar continuum, but poorly recreate the observed absorption. 
There is also the factor that this approach is easier where there 
are collections of bright stars to constrain the stellar population, 
which is not the case across the MUSE datacube. Assumptions about 
which stars are grouped into which stellar population model are 
often unjustified. Given that our main goal is to remo v e an y ab- 
sorption features to better estimate the emission integrated flux (and 
subsequent extinction estimates), a simple Gaussian seems adequate. 
In the cases of the’double Gaussian’, (1) and (2) in Section 2.2.2 , we 
only prescribe an absorption fitting when a significant impro v ement 
to the reduced-chi-squared is observed. The pure absorption fitting, 
(5) described in Section 2.2.2 is only utilized to show us where in 
the MUSE maps we observe stellar populations lacking in nebular 
emission. 

Figure A1. Examples of fitting algorithm performance across the H β line range, with our ( 1 ) → ( 6 ) function numeric labelled in the top right of each subplot 
(Section 2.2.2 ). Black lines correspond to the MUSE data, red lines show the o v erall function fit and shaded blue regions show the error range of the emission 
line Gaussian for the rele v ant cases. 
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