
This is a repository copy of An implementation of neural simulation-based inference for 
parameter estimation in ATLAS.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/227712/

Version: Published Version

Article:

Aad, G., Aakvaag, E., Abbott, B. et al. (97 more authors) (2025) An implementation of 
neural simulation-based inference for parameter estimation in ATLAS. Reports on 
Progress in Physics, 88 (6). 067801. ISSN 0034-4885 

https://doi.org/10.1088/1361-6633/add370

eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/

Reuse 

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence 
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the 
authors for the original work. More information and the full terms of the licence here: 
https://creativecommons.org/licenses/ 

Takedown 

If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 



            

PAPER • OPEN ACCESS

An implementation of neural simulation-based
inference for parameter estimation in ATLAS
To cite this article: The ATLAS Collaboration 2025 Rep. Prog. Phys. 88 067801

 

View the article online for updates and enhancements.

You may also like

High-precision large-aperture single-frame
interferometric surface profile
measurement method based on deep
learning
Liang Tang, Mingzhi Han, Shuai Yang et
al.

-

Research and Application of Drilling and
Completion Technologies on Large-size
Injection-production Well
Jiangkuan Wang, Bo Wang, Yongfeng
Gong et al.

-

Diagnosis assistant for liver cancer
utilizing a large language model with three
types of knowledge
Xuzhou Wu, Guangxin Li, Xing Wang et al.

-

This content was downloaded from IP address 2.124.211.34 on 11/06/2025 at 11:32



Reports on Progress in Physics

Rep. Prog. Phys. 88 (2025) 067801 (31pp) https://doi.org/10.1088/1361-6633/add370

An implementation of neural
simulation-based inference for
parameter estimation in ATLAS

The ATLAS Collaboration

E-mail: atlas.publications@cern.ch

Received 3 December 2024, revised 31 March 2025
Accepted for publication 2 May 2025
Published 27 May 2025

Corresponding editor: Dr Paul Mabey

Abstract
Neural simulation-based inference (NSBI) is a powerful class of machine-learning-based
methods for statistical inference that naturally handles high-dimensional parameter estimation
without the need to bin data into low-dimensional summary histograms. Such methods are
promising for a range of measurements, including at the Large Hadron Collider, where no single
observable may be optimal to scan over the entire theoretical phase space under consideration,
or where binning data into histograms could result in a loss of sensitivity. This work develops a
NSBI framework for statistical inference, using neural networks to estimate probability density
ratios, which enables the application to a full-scale analysis. It incorporates a large number of
systematic uncertainties, quantifies the uncertainty due to the finite number of events in training
samples, develops a method to construct confidence intervals, and demonstrates a series of
intermediate diagnostic checks that can be performed to validate the robustness of the method.
As an example, the power and feasibility of the method are assessed on simulated data for a
simplified version of an off-shell Higgs boson couplings measurement in the four-lepton final
states. This approach represents an extension to the standard statistical methodology used by the
experiments at the Large Hadron Collider, and can benefit many physics analyses.

Keywords: machine learning, likelihood-free inference, neural simulation-based inference,
parameter inference, frequentist statistics

Contents

1. Introduction 2
2. NSBI 3

2.1. Classifiers as probability density ratio estimators 3
2.2. A simple µS+B model 3
2.3. Search-oriented mixture model 4
2.4. Robust estimators with ensembles 4

3. Example use case: off-shell Higgs boson production 5

Original Content from this work may be used under the
terms of the Creative CommonsAttribution 4.0 licence. Any

further distribution of this work must maintain attribution to the author(s) and
the title of the work, journal citation and DOI.

3.1. Input features 6
3.2. Network architecture and training 6
3.3. Systematic uncertainties 6

4. Diagnostics 6
4.1. Reweighting closure 6
4.2. Calibration closure 8
4.3. Spread in ensemble predictions 8
4.4. Additional diagnostics 8

5. Systematic uncertainties 9
5.1. NPs in the likelihood ratio function 9
5.2. The profile log-likelihood ratio 10
5.3. Effects from the limited size of simulated

samples 10
5.4. Calculation of pulls and impacts 11

6. Neyman construction 12
6.1. Generating pseudo-experiments 12

1 © 2025 The Author(s). Published by IOP Publishing Ltd



Rep. Prog. Phys. 88 (2025) 067801 The ATLAS Collaboration

6.2. Overcoming negative weights 12
6.3. Confidence intervals 12

7. Comparison of sensitivity 13
7.1. Comparison to histogram-based methods 13
7.2. Impact of systematic uncertainties 14

8. Conclusions and outlook 14
Data availability statement 16
Acknowledgments 16
Appendix. Interpolation function 17
References 30

1. Introduction

Precision measurements of theoretical parameters are a core
element of the scientific program of experiments at the Large
Hadron Collider (LHC). Such measurements typically rely
on the method of maximum likelihood, which assesses the
likelihood of the observed data for a range of parameter val-
ues [1, 2]. While the likelihood cannot be calculated analytic-
ally, it can be estimated from high-fidelity simulations of data
under varying parameter values [3]. As the space of observa-
tional measurements grows to higher dimensionality, density
estimation becomes challenging and is often preceded by data
reduction, which compresses the relevant information into a
low-dimensional summary statistic, often a single observable,
allowing for simple probability density estimation methods,
such as histogramming, to be used [1]. While significant effort
goes into both the design of this summary observable and
the choice of histogram binning, these simplifications may
nonetheless result in a loss of sensitivity. This is of particu-
lar concern for problems where the differential cross-sections
and the observed kinematic distributions of different physics
processes have a non-linear dependence on the parameter of
interest (POI). In non-linear cases, no single observable may
contain all the information required to maximize the sensit-
ivity of the analysis over the full range of the theory para-
meter under consideration [4–6]. Examples of analyses for
which this can have significant consequences for the sensit-
ivity include the off-shell Higgs boson production measure-
ments and effective field theory (EFT) measurements, where
quantum interference introduces a non-linear dependence on
the POI.

While histograms cannot effectively scale to high dimen-
sions, neural networks (NN) were shown to perform high-
dimensional, unbinned density estimation in the context of
parameter estimation at the LHC [4, 7–10] without the need
to collapse information to a single observable. Referred to as
neural simulation-based inference (NSBI), these methods can
dramatically enhance sensitivity in analyses where the simpli-
fications coming from using histograms of a single summary
statistics are unwarranted.

NSBI techniques are of interest to a wide range of sci-
entific fields for parameter estimation in cases where likeli-
hoods are either intractable or computationally expensive to
evaluate. When high-fidelity simulators can provide samples

drawn from these likelihoods, NNs are capable of learning the
underlying density of these simulated samples and can be used
to approximate a likelihood ratio [7], the likelihood itself [11],
or, in the context of Bayesian inference, the posterior [12].
These techniques have several potential applications in the
physical sciences [3, 4] and can be used, for instance, to study
galaxy clustering [13], probe the interior of neutron stars from
telescope data [14], probe the equation of state of neutral
stars [15], explore the QCD phase structure [16], or analyze
data from gravitational wave detectors [17]. A comprehensive
summary of the use of NSBI methods in sciences can be found
in [3].

For the application of NSBI to analysis of experimental
particle physics data, crucial questions remain unanswered.
How can a large number of nuisance parameters (NPs) be
incorporated? How can the uncertainty from limited Monte–
Carlo (MC) simulated samples be quantified? CanNNproduce
robust likelihood ratios and confidence intervals when applied
in a realistic experimental context, and how can their reliabil-
ity be effectively tested? This paper answers these questions
and, thereby, enables the construction of a complete NSBI
framework, together with diagnostic tools to address these
questions.

The developed framework is an extension of an estab-
lished statistical method at the LHC [1, 2], to be usable
with unbinned, multidimensional data, where NNs are used to
estimate likelihood ratios between hypotheses. It accounts for
both linear and non-linear dependence of physics observables
as a function of theory parameters, which is crucial to building
optimal test statistic functions. The challenge ofmodel misspe-
cification in NSBI, where the simulations have systematic dif-
ferences from real data, is addressed by the introduction ofNPs
representing systematic uncertainties, and by testing the mod-
eling of these systematic uncertainties themselves, in a similar
way to how it is done for traditional analysis techniques in
particle physics [18]. This method can leverage an analytical
factorization of contributions from different physics processes
to the full likelihood, which is possible in many analyses at
the LHC. To show the power and applicability of the method,
an example use case is described using samples describing
the gluon fusion processes simulated for the ATLAS off-shell
Higgs boson production measurement in the four-lepton final
states [19]. The example will be compared to an equivalent
histogram-based analysis, defined as one where the likelihood
ratio is given by a multinomial distribution based on the his-
togram of a single observable. The improvement in sensitivity
compared to a histogram-based analysis, while accounting for
systematic uncertainties, comes from the optimization of the
analysis over the entire range of the theory parameter, which
cannot be achieved with the use of only a single observable for
all regions of the theory space, and from the unbinned nature
of the method. The robustness tests that are needed to build a
reliable likelihood ratio model using NNs are also shown.

Recently, the ATLAS experiment has also demonstrated
the ability to unfold differential cross-sections in high-
dimensional observable space and without binning [20] using
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a technique that also relies on the ability of classifiers to estim-
ate probability density ratios. The goals of unfolding are dif-
ferent from parameter estimation from experimental data, and
the two approaches are complementary.

Since this paper builds upon established statistical meth-
ods at the LHC, it focuses on the tools and concepts neces-
sary to extend these to a high-dimensional and unbinned NSBI
analysis. The paper is organized as follows. Section 2 reviews
the concepts of NSBI and modifications that are developed for
a practical application at the LHC. Section 3 introduces the
context of the off-shell Higgs boson production measurement,
which is the example analysis used to demonstrate the method
developed. Section 4 then describes the diagnostic tools used
to validate the trained models, section 5 extends the method to
incorporate systematic uncertainties, section 6 describes how
to build confidence intervals for NSBI, and section 7 assesses
the gain in sensitivity. The conclusion is presented in section 8
with a discussion of opportunities and challenges.

2. NSBI

This section reviews the core principles of classifier-based
NSBI and discusses a framework in which the method can be
made robust and numerically stable. NPs are introduced into
this framework in section 5.

2.1. Classifiers as probability density ratio estimators

NN classifiers can be used to discriminate between two hypo-
theses µ0 and µ1 by minimizing the binary cross-entropy loss
function,

L [s] =− 1(∑N
i=1wi

)
N∑

i=1

wi · [yi logs(xi)+ (1− yi) log(1− s(xi))],

(1)

where the sum is over N events i sampled from probability
density functions p(xi|µ0) or p(xi|µ1) with weights wi and
assigned labels yi = 0 or yi = 1, respectively, and s(xi) is the
classifier decision function. Each event i is described by a vec-
tor of observables xi.

The optimal decision function (in the infinite sample limit,
i.e. as N→∞), which minimizes the binary cross entropy
function, is given by [7, 21]

s(xi) =
p(xi|µ1) · ν (µ1)

p(xi|µ0) · ν (µ0)+ p(xi|µ1) · ν (µ1)
, (2)

where ν(µ0) and ν(µ1) are the expected number of events for
each hypothesis.

In high-energy physics, training datasets are usually taken
from MC simulated samples generated according to the two
hypotheses. These simulated events are often weighted, and
the weights may take negative values. Typically, the weights
are scaled to perform the training with balanced samples, i.e.∑

y=0wi =
∑

y=1wi, which tends to improve the convergence
of the NN to the optimal classifier. When training a classi-
fier between two hypotheses, this choice simplifies the optimal

classifier to

s(xi) =
p(xi|µ1)

p(xi|µ0)+ p(xi|µ1)
. (3)

Equation (3) can be used to write the probability density
ratio of hypotheses µ0 and µ1 for a single event xi as [7, 22]:

r(xi|µ1,µ0) =
p(xi|µ1)

p(xi|µ0)
=

s(xi)
1− s(xi)

. (4)

The estimate r̂(x|µ1,µ0) for the ratio r(x;µ1,µ0) is obtained
by substituting the optimal decision function s(x) with its NN
estimate ŝ(x). This relation enables the probability density
ratio of two values of POIs for individual events to be estim-
ated without the need for dimensionality reduction or histo-
grams. The probability density ratio for the dataset is construc-
ted by taking the product of probability density ratios for indi-
vidual events to compute the test statistic comparing the two
hypotheses µ0 and µ1. This trick has, for instance, been used
to obtain per-event probability density ratios, in data-driven
background models [23] and unfolding [20] in the ATLAS
experiment.

The task of parameter estimation is a composite hypothesis
test, but can be performed by comparing the likelihood for
two values of a parameter at a time. While it may appear that
parameter estimation would require training a separate clas-
sifier for each pair of hypotheses being compared, in practice
there are more elegant solutions. A single parametrized net-
work may be trained to learn a conditional decision function
that varies with the hypothesis under consideration (i.e. the dif-
ferent values of the theory parameter) [7, 24]. If the paramet-
ric dependence of a test statistic can be expressed analytically
in terms of the POIs and a finite number of likelihood ratios
estimated from binary classifiers, the need for a network to
learn the parametric dependence is eliminated.

2.2. A simple µS+B model

The measurement of the signal strength µ of a process with no
interference with the background processes is defined by the
mixture model,

p(xi|µ) =
µνS p(xi|S)+ νB p(xi|B)

µνS + νB
, (5)

where S represents the signal processes, B the background pro-
cesses, νS the expected signal yield, and νB the expected back-
ground yield. One can train a classifier to estimate a decision
function separating signal from background events using bal-
anced class weights,

s(xi) =
p(xi|S)

p(xi|B)+ p(xi|S)
, (6)

and then compute the per-event probability density ratio,

r(xi|S,B) =
p(xi|S)
p(xi|B)

=
s(xi)

1− s(xi)
. (7)
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This can be scaled as required to construct the likelihood ratio,

p(xi|µ)
p(xi|µ= 0)

=
1

(µνS + νB)

µνS p(xi|S)+ νB p(xi|B)
p(xi|B)

=
1

(µνS + νB)
(µνS r(xi|S,B)+ νB) , (8)

where νS and νB are estimated from simulation. The output of
a single µ-independent classifier is a sufficient summary stat-
istic, meaning that it contains all the information necessary to
do hypothesis tests over a range of µ. This is guaranteed by the
Neyman–Pearson lemma, which states that the likelihood ratio
is the optimal observable when comparing two hypotheses. To
use this classifier output directly as an estimate of the prob-
ability density ratio, stringent requirements would need to be
placed on the quality of this estimate. Alternatively, the output
of the classifier can be treated as a high-level observable partic-
ularly sensitive to µ. For this reason, it is often used as the final
observable in histogram-based signal strength measurements.
In such analyses, the likelihood is traditionally computed in
each bin of a histogram using amultinomial probabilitymodel,
where the fraction of events in each bin is obtained from sim-
ulation and the observed number of events from data [1]. In
non-linear problems, no single observable is a sufficient sum-
mary statistics. The next section developes a formalism to gen-
eralizes the procedure presented above.

2.3. Search-oriented mixture model

When the hypotheses being tested can be decomposed into
components of a mixture model, the learning task can be
factorized into a series of simpler classification tasks [7]. If
the only parameters to be estimated can be written as sig-
nal strengths, the individual classifiers no longer need to be
parametrized as a function of the POIs, since the relation is
explicitly known. This analytical decomposition reduces the
burden of validating the test statistic from testing its interpol-
ation performance over the full theory parameter space to val-
idating the performance of a small number of classifiers with
fixed hypothesis. If every classifier is well-trained and well-
calibrated, then their combination may be expected to remain
well-behaved, although this must be explicitly verified.

For the description of a general signal strength measure-
ment at the LHC based on final state that receives contribu-
tions from multiple physics processes, the probability density
can be described as a mixture model:

p(xi|µ) =
1

ν (µ)

Cproc∑

J

fJ (µ) νJ pJ (xi) , (9)

where index J enumerates the Cproc different physics process,
pJ(xi) is the probability density for the event i corresponding
to the process J, νJ the expected yield for that process with µ at
the StandardModel value, and ν(µ) =

∑
J fJ(µ) νJ. Hereµ can

either represent a single theory parameter or a vector of the-
ory parameters, and the formalism accommodates both cases.
The functions fJ(µ) describe how each process scales with the
parameters of interest and are determined by the theory model.

The mixture model can be rewritten as a function of probab-
ility density ratios between the different Cproc processes and a
single reference,

p(xi|µ)
pref (xi)

=
1

ν (µ)

Cproc∑

J

fJ (µ) νJ
pJ (xi)
pref (xi)

. (10)

The probability density ratios, pJ(xi)/pref(xi), can be estim-
ated by using a finite number of µ-independent classifiers. In
measurements of signal strengths, the dependence onµ is com-
pletely captured by the coefficients fJ(µ). If the dependence
of p(xi|µ)/pref(xi) on the POIs µ is not known analytically, a
parametrized network can be trained instead [7].

As will be shown in section 5.2, the reference probability
density pref is arbitrary. Neither the parameter estimate nor the
confidence intervals depend on the choice of pref. It is just
introduced to rewrite the model as a function of probability
density ratios. The reference probability density has to satisfy
pref(x)> 0 throughput the phase space of the analysis for the
ratio to be well-defined. In order to satisfy this constraint, this
paper defines a search-oriented reference process, built as a
combination of all signal processes,

pref (xi) =
1

∑Csignals

K νK

Csignals∑

J

νJ pJ (xi) , (11)

with Csignals as the number of signal processes. This defini-
tion ensures that the denominators in equation (10) is larger
than zero over the entire signal region of an analysis, which is
the region that is sensitive to the signal processes. Here, pref is
defined to be independent of µ, which allows the construction
of the final profile likelihood ratio that is independent of pref
(see section 5). The term pref contributes to a constant offset
towards logp(xi|µ), which can be ignored in the maximization
of the likelihood.

The search-oriented mixture model overcomes issues that
may arise in alternative formulations of the reference sample.
If probability density ratios pJ(x)/pref(x) are used to estimate
the likelihood ratio in regions of phase-space with pref(x)≈
0, the final estimate will depend on a fine-tuned cancella-
tion of large numbers, which is numerically unstable. A pre-
selected signal region for the analysis must be defined that
ensures pref(xi)> 0 throughout the region. This definition of
pref ensures that all signal-sensitive regions of the phase space
can remain in the pre-selection region. This choice of pref also
aids in the sample-efficient training of the individual classi-
fiers. Finally, it may be convenient to define pref such that it
can be represented using simulated samples with only posit-
ive weighted events. This simplifies the procedure to construct
confidence intervals, which are described in section 6.

2.4. Robust estimators with ensembles

In a traditional analysis where a classifier is employed solely
for constructing a sensitive observable and where probability
density estimation is performed with a histogram, an imper-
fect training leads to a suboptimal observable and a slightly
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less sensitive analysis. However, it does not lead to an ill-
behaved test statistic, introduce inaccuracies in the measured
confidence intervals, or introduce biases in the maximum like-
lihood estimate of the POIs. These undesirable behaviors are
absent because the likelihood of event counts per bin in a his-
togram can be computed exactly using the Poisson probability
density function. In NSBI, the probability density ratios are
instead estimated using NNs, making the high quality of these
estimates imperative. Since an individual classifier may not
perfectly estimate the decision function s(xi), a series of steps
is described to ensure that the estimator ŝ(xi) is well-behaved
(as determined by the diagnostic tests described in section 4).

One possibility is to calibrate ŝ(xi) using simulated
samples [7], however, achieving accurate and continuous cal-
ibration in practice can be technically challenging. Instead, an
ensemble of networks is trained [25] on bootstrapped samples
of the training data, and their average response used to con-
struct a robust estimate of likelihood ratios. The bootstrap-
ping can be implemented either through resampling or using
Poisson perturbations to the event weights that correspond to
statistical fluctuations [26]. This approach helps account for
the variance between individual networks, originating from
the random initialization of weights and the finite number of
events of the training samples. A similar method has previ-
ously been used for neural-network-based data-driven back-
ground estimates [23] and unfolding of differential cross-
sections [20] in ATLAS. Examining classifier and ensemble
performance across different parts of the observable phase
space can guide decisions about NN architecture optimization
and data preprocessing. Furthermore, iterative optimization is
essential to achieve a high level of accuracy in likelihood-ratio
estimation.

Multiple diagnostic tests help determine whether the level
of precision desired from the ensembles is achieved, which are
discussed in section 4. Ultimately, the full test statistic must be
tested on simulated samples at different values of the POIs to
ensure that reliable results with the desired precision are con-
sistently produced over the entire parameter range. Since the
ensembles are trained on bootstrapped samples, it is possible
to use the spread in their predictions to assess the uncertainty
due to the finite training data.

3. Example use case: off-shell Higgs boson
production

The developed NSBI framework is demonstrated using a sub-
set of the samples originally generated in ATLAS for an off-
shell Higgs boson production measurement in the H→ ZZ→
4ℓ decay channel using a sample of proton–proton collisions
at

√
s= 13TeV corresponding to an integrated luminosity of

140fb−1. The original analysis is described in detail in [19],
only the details relevant to NSBI are summarized below. For
this demonstration only a subset of the physics processes and
systematic uncertainties from the original analysis are con-
sidered. The results of a complete implementation of NSBI
in the measurement of off-shell Higgs production are given in
[27].

When the quantum interference between signal and back-
ground processes is negligible, a single observable that optim-
ally separates signal from background contains all the inform-
ation necessary to perform optimal hypothesis tests over
the full range of signal strength values (see equation (6)).
However, this is no longer true when the interference cannot
be ignored, as is the case in the off-shell Higgs boson ana-
lysis. Large interference contributions cause the kinematic dis-
tributions to change non-linearly with the signal strength µ.
Ghosh [5] demonstrates that the use of NSBI can fully account
for these non-linear effects and recover the sensitivity that was
lost by the single observable test statistic approach.

The simulated samples used in the study include those for
the gg→ H∗ → ZZ→ 4ℓ signal-only (S) process, gg→ ZZ→
4ℓ background-only (B) process, and the combined simula-
tion including interference effects gg→ (H∗ →)→ ZZ→ 4ℓ
(SBI1), where the subscript indicates that µ= 1 was used for
the simulation. These samples, describing the gluon fusion
(ggF) production channel, are re-used for the demonstration
in this paper. The full probability model for the ggF produc-
tion can be expressed as1

pggF (x|µ) =
1

νggF (µ)

[
(µ−√

µ) νS pS (x)+
√
µνSBI1 pSBI1 (x)

+ (1−√
µ)νB pB (x)

]
, (12)

where νggF(µ) = (µ−√
µ)νS +

√
µνSBI1 +(1−√

µ)νB. The
contribution from the interference (I) is calculated as pI =
pSBI1 − pB − pS, and it is this inference effect that introduces
the non-linearity in µ. Following [19], the full probability
model pggF(x|µ) and νggF(µ) are functions of µ, while pSBI1(x)
and νSBI1 are not, and assume µ= 1. For simplicity, the ggF
subscripts are suppressed henceforth. The reference process
definition in equation (11) leads to pref = pS for this example,
and the search-oriented mixture model from equation (10)
becomes

p(x|µ)
pS (x)

=
1

ν (µ)

[
(µ−√

µ) νS+
√
µνSBI1

pSBI1 (x)
pS (x)

+ (1−√
µ)νB

pB (x)
pS (x)

]
. (13)

This density ratio can be constructed from two ensembles, one
for each probability density in equation (13), one to estim-
ate pSBI1(x)/pS(x) and another one to estimate pB(x)/pS(x).
The event selection strategy follows that of [19] and addition-
ally uses a multivariate discriminant, similar to the discrimin-
ant designed in [19], but used here only to define the signal
and control regions, i.e. parts of the data without sensitivity
to the POI. Control regions can be used to validate the back-
ground model and potentially fit background-related NPs. The

1 In principle, a coupling modifier parameter that scales the signal amplitude
is a complex number, and may lead to a phase contributing to the interference
term in the cross-section computation. This would require the measurement
of two independent parameters of interest. In this analysis, the modifier

√

µ is
assumed to be a positive real number, and therefore only the inference of one
POI µ is required.
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Table 1. List of input variables for the NN. For additional details,
see [19].

Variable Definition

Production kinematics

m4ℓ Four-lepton invariant mass
p4ℓT Four-lepton transverse momentum
η4ℓ Four-lepton pseudo-rapidity

Decay kinematics

mZ1 Z1 mass
mZ2 Z2 mass
cosθ∗ cosine of the Higgs boson decay angle
cosθ1 cosine of the Z1 boson decay angle
cosθ2 cosine of the Z2 boson decay angle
ϕ angle between Z1,Z2 bosons decay planes
ϕ1 Z1 decay plane angle

remainder of this section will describe the input features and
architecture for the networks trained for these tasks, and the
systematic uncertainty model used in this example.

3.1. Input features

With enough training events, deep NNs can learn from low-
level input features such as the four-momenta of all observed
final state particles, and can then capture all higher-level
correlations. However, in the regime of limited simulated
samples, as is often the case at LHC experiments, there is a
benefit to using a set of physics-motivated high-level observ-
ables that completely describe the observed final state.

The set of observables used to train the network in this
demonstration are described in table 1. The Higgs boson decay
into Z bosons is described with seven kinematic observables:
cosθ∗, cosθ1, cosθ2, ϕ1, ϕ,mZ1 andmZ2. These have tradition-
ally been used to construct a discriminant based on matrix-
element calculations, and contain all relevant information to
distinguish the Higgs boson signal process from the back-
ground [28]. Combined with the observables m4ℓ, p4ℓT and η4ℓ
for Higgs production, these can be used to calculate the four-
momenta of all final-state leptons in the ZZ→ 4ℓ decay chan-
nel. Further details on the observables and event selection can
be found in [19].

3.2. Network architecture and training

The classifiers trained in this demonstration are all feed-
forward dense networks and comprise five hidden layers with
1000 nodes each, and a swish activation [29], followed by
an output layer with a single node and a sigmoid activation.
The events were split into training and test sets using the
k-fold method with k= 10 [30], and a bootstrapped sample
was generated from the training set to train each network in
an ensemble. A weighted binary cross-entropy loss function
that accounts for event weights is used to train the networks

with the Nadam optimizer [31] in TensorFlow [32]. The train-
ing required large-scale graphics processing unit (GPU) infra-
structure [33], consisting of several hundred Nvidia T4 and
Nvidia A100 GPUs. The final networks used in this paper,
with 500 networks used in an ensemble, required approxim-
ately 4000 GPU hours to train. The training of the ML model
for the NSBI analysis can be parallelized since independent
NNs are used per process and per source of systematic uncer-
tainty [34]. An example of hyperparameter optimization and
training strategy used for a full NSBI analysis is provided in
[27].

3.3. Systematic uncertainties

At the LHC, systematic uncertainties in the modeling of phys-
ics processes are often considered in terms of their effect on
the shape of distributions and on the expected yields (the over-
all normalization). This separation can be carried forward to
NSBI, as it will be shown in section 5.1. Two systematic uncer-
tainties from the original study in [19] are implemented to
demonstrate the treatment of NPs that either modify both the
shape p(x|µ) and yield ν(µ) of distributions or only the yield
ν(µ). These are:

• Missing higher-order QCD uncertainty: the uncertainty
in the missing higher-order QCD corrections to the ggF pro-
cesses in perturbation theory, which modify both the shapes
of the kinematic distributions and expected yields.

• Luminosity uncertainty: the uncertainty in the integrated
luminosity measurement of ATLAS, affecting only the
expected yields.

These two uncertainties are used as examples in section 7 to
demonstrate how systematics uncertainties can be implemen-
ted in an NSBI analysis. They do not constitute a realistic sys-
tematic uncertainty model for an off-shell Higgs boson pro-
duction measurement, which can include over 100 different
sources in the H∗ → ZZ→ 4ℓ analysis [19].

4. Diagnostics

The precise estimate of likelihood ratios is crucial for a robust
final result, and therefore the classifiers used in the frame-
work described in section 2 require additional scrutiny com-
pared with classifiers used in traditional histogram-based ana-
lyses. In addition to traditional visualizations of classifier per-
formance, such as the receiver operating characteristic (ROC)
curve and the distribution of the classifier output, this section
describes a list of additional diagnostic tools that are essential
for the validation of the likelihood ratio estimate at the level
of detail required for NSBI analysis.

4.1. Reweighting closure

If an ensemble of NNs has estimated the likelihood ratio of
two classes A and B accurately, it can be used to reweight
samples from one class to another. The normalized distri-
bution of samples from B represented by per-event weights

6
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Figure 1. One-dimensional reweight closure diagnostic with m4ℓ (a) between the S and SBI1 samples and (b) between the S and B samples.
The same diagnostics, using a high-level observable that represents the squared matrix-element for the gg→ H→ ZZ→ 4l process from
reconstructed quantities computed using MCFM [35] (c) between the S and SBI1 samples and (d) between the S and B samples. The first
diagnostic is an example for an observable directly used in the network training, the second diagnostics is an example of the network’s
ability to learn high-level physics observables that are not used directly for training. The original reference sample (dotted blue line), is
reweighted (solid orange line) using the likelihood ratio estimated with ensembles of NNs to match the target (dashed green line). The lower
panels show the ratio of the reweighted reference sample and the original sample. The histograms shown here are examples of a larger
validation strategy which requires verifying the closure with many different distributions, possibly in more than one dimension.

wi, when reweighted as wi r̂(xi|A,B), where r̂(xi|A,B) is the
NN-based estimate of the likelihood ratio, should result in
per-event weights that reproduce the distribution of samples
from A

r̂(xi|A,B) p(xi|B)∼ p(xi|A) . (14)

Any discrepancies indicate a failure of the ensemble of NNs
to correctly estimate the likelihood ratio in some part of the
phase space. The normalization of the weights wi restricts the

test to differences in the shape of the distribution. Examples
of good reweight closure are shown in figure 1 to validate
the pSBI1/pS and pB/pS, using a one-dimensional histogram of
the m4ℓ observable. Additional comparisons can be made by
taking higher-dimensional projections of the full input phase
space, but the visualization is challenging for more than two
dimensions. The closure is also shown for high-level observ-
ables that were not explicitly used in the training, in this case,
a matrix-element-based observable that is known to be good
summary statistic [36].

7
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Figure 2. Calibration curves comparing ensemble estimated ŝ(xi) with the expected value from binned MC simulated samples, for the
validation of the (a) pSBI1/pref and (b) pB/pref probability density ratio estimations. The residuals, defined as the difference of the MC
estimate and the NN estimate, are shown in the bottom panels. The error bars indicate the uncertainty due to the finite number of simulated
events in the MC estimate of the density ratio.

An independent classifier, such as a deep NN or a boos-
ted decision tree, can be trained with the goal of separating
between events from class A and the reweighted events from
B to identify any high-dimensional mismatches between the
distributions [7]. A perfect reweighting would lead to the fail-
ure of this independent classifier to reach the goal, indicated
by an area under the ROC curve (AUC) of 0.5. Such classi-
fier tests provide a multi-dimension probe of the quality of
the classifier, albeit in a limited range of the complete phase
space [37, 38].

A related tool, the normalization closure,

∑

i∈A

wi
pB (xi)
pA (xi)

=
∑

i∈B

wi, (15)

should also be explicitly verified. This simple test can high-
light problems if the numerical precision of the training and
inference are insufficient to correctly describe events with
s(xi)≈ 0 or s(xi)≈ 1.

4.2. Calibration closure

Another useful visualization of the NN performance is the cal-
ibration curve. If the distribution of predicted relative probabil-
ity ŝ(xi) from the ensemble of NNs is binned, then the fraction
of events in each bin from the first class provides an empirical
MC estimate of themean s(xi) in that bin. For a well-calibrated
classifier, the binned estimate should match the estimate in
each bin. Figure 2 shows the calibration curves for the estim-
ators of pSBI1/(pS + pSBI1) and pB/(pS + pB) using ensemble
predictions. The calibration curves for a well-calibrated clas-
sifier is represented as a diagonal line.

4.3. Spread in ensemble predictions

An ensemble of networks is trained for each classification
task, as discussed in section 2.4. Large spreads in the predic-
tions for the same event reveals regions of phase space for
which the number of training events is a limitation, and this
can inform the optimization of the training strategy. Figure 3
shows ensemble distributions for a few example events where
wider distributions indicate larger uncertainties. The propaga-
tion of these uncertainties in the estimated probability density
ratios requires careful consideration of their correlated impact
on the final parameter estimate, and is described in section 5.3.

4.4. Additional diagnostics

Additional diagnostic plots may be used to assess the per-
formance of the method, motivated by analysis-specific con-
siderations. In addition to validating the individual estimated
probability density ratios pJ(xi)/pref(xi) that form the mixture
model, the combined probability density ratio p(xi |µ)/pref(xi)
can also be validated using the discussed diagnostic tools. The
inference can in addition be validated on independent samples
simulated at values of µ that were not used for training. The
probability ratio estimates should also be validated in data
using control regions. The final performance of the analysis
method can also be verified on simulated datasets, sampled
over a wide range of values of the POI to ensure that the cor-
rect maximum likelihood estimate is consistently obtained,
and this validation is shown in the companion physics analysis
paper [27].

As a further cross-check, the analysis method can be tested
on samples simulated with a different event generator, on
samples simulated with a shifted value of a NP, or with dif-
ferent injected POI values. This method provides additional
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Figure 3. The distribution of NN output for example events (in different colors), calculated from an ensemble of classifiers trained to
separate B from S samples, evaluated on (a) seven example events from B and (b) seven example events from S. A larger spread indicates a
larger uncertainty in the NN score for the event from the ensemble.

interpretable per-event quantities to examine, i.e. the estimated
probability density ratios between different theory hypotheses
for a given event. These quantities can be studied as func-
tions of several observables to understand the sub-category
of events that influence the overall test statistic in favor of
one hypothesis over another. A few examples are discussed in
section 7.

5. Systematic uncertainties

Amajor challenge in applyingNSBI to LHC data is addressing
systematic uncertainties. Each individual source of systematic
uncertainty is represented by a NPαk. Collectively the NPs are
represented by a vector α. The NPs may be constrained by an
auxiliary measurement which provides a nominal value ak and
an externally provided uncertainty δk on the nominal value.

In principle, classifiers can be conditioned on NPs in an
analysis to propagate uncertainties through to the final infer-
ence step [7, 39]. In practice, this is not feasible for all NPs
in an analysis. First, due to computational costs, as samples
are typically generated by varying a single NP at a time, with
no training samples available where multiple parameters vary
simultaneously. Second, because only three sets of samples are
typically available per NP: one at the nominal value α(0)

k = ak
and the others at variationsα(−)

k = ak− δk andα
(+)
k = ak+ δk.

These sets are insufficient for a network to learn the full para-
metric dependence. Finally, validating the interpolation capab-
ilities of a classifier across all regions of this high-dimensional
space of NPs would be challenging even if the classifier were
parametrized in all of them.

Instead, this paper extends the systematic uncertainty
framework already in place for histogram-based analyses to
an unbinnedmulti-dimensional setting, and incorporates it into
NSBI. While in a histogram-based analysis the impact of a NP
is estimated per bin, for NSBI it is estimated per event, and the
interpolation between NP values is also performed using tra-
ditional methods, rather than relying on the networks to learn

it. Moreover, the impact of systematic uncertainties from inde-
pendent sources is treated independently, following the stand-
ard practice at the LHC.

5.1. NPs in the likelihood ratio function

In a histogram-based analysis at the LHC, the impact of sys-
tematic uncertainties is typically propagated into the likeli-
hood using vertical interpolation [2]. The impacts of different
NPs on the measured yields are considered to be independent
of each other and of the POIs,

νJ (α) = νJ

(
α(0)

)Nsyst∏

k

GJ (αk) , (16)

for Nsyst NPs with GJ(αk) = νJ(αk)/νJ(α
(0)
k ). The functions

GJ(αk) are chosen to smoothly interpolate between their three
known values at the points α

(−)
k , α(0)

k and α
(+)
k , which are

determined from the available simulations [2]. The choice of
a differentiable interpolation function facilitates the computa-
tion of pulls and impacts, detailed in section 5.4.

Extending this formalism and the corresponding assump-
tions to a per-event approach, equation (10) can be updated to
incorporate NPs as

p(xi|µ,α)
pref (xi)

=
1

ν (µ,α)

Cproc∑

J

fJ (µ) νJ
pJ (xi)
pref (xi)

Nsyst∏

k

GJ (αk) gJ (xi,αk) ,

(17)

with ν(µ,α) =
∑Cproc

J fJ(µ) νJ
∏Nsyst

k GJ(αk). The contribution
to the per-event probability density ratio from each NP comes
from gJ(xi,αk) = pJ(xi,αk)/pJ(xi), where pJ(xi), fJ(µ), νJ and
pref(xi) are defined at α(0).

As with the functions GJ(αk), the functions gJ(xi,αk) are
chosen to interpolate between the three known values at α(0)

k

and for the alternate cases α(±)
k for each event, using the same

interpolation strategy. For the nominal case gJ(xi,α
(0)
k ) = 1,

9
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and for α(±)
k , the probability density ratios gJ(xi,α

(±)
k ) are

estimated per event by training ensembles of classifiers. These
classifiers are trained to separate nominal samples pJ(xi) from
systematic variation samples pJ(x,α

(±)
k ), with one ensemble

per physics process, per NP, and per variation.
Once the functions gJ(xi,α

(±)
k ) are determined, these can

even be used to replace the alternative simulations altogether
in an analysis. This method was used to describe modeling
uncertainties in the previous ATLAS analysis of the off-shell
Higgs boson production [19] and more recently in the meas-
urement of the WH and ZH production with Higgs boson
decays into bottom and charm quarks [40]. The diagnostic tests
described in section 4 are also useful tools to validate these
NNs, although they can be less illuminating if the systematic
variation is very small (leading to s(xi)≈ 0.5 for all events).

NSBI not only constructs a more sensitive analysis in the
entire phase space of the POIs µ, but also in the space of the
NPs α [39]. As with histogram analyses, it is important to
ensure that anNSBI analysis does not overconstrain aNP, i.e. it
does not constrain the uncertainty on NP beyond the extern-
ally prescribed uncertainty. Overconstraining might indicate
that the modeling of the systematic uncertainty is oversim-
plified or the fit is exploiting aspects of the systematic uncer-
tainty model that are not known well, for instance in the case
of two-point theory uncertainties [41]. An analysis of the pulls
on the NPs and impacts, described further in section 5.4, and
the use of alternative modeling of the systematic uncertainties,
such as splitting the NP into independent sub-components,
can reveal such issues. Furthermore, LHC experiments often
quantify the uncertainties in the systematic uncertainties them-
selves, and on models of correlation between different com-
ponents of systematic uncertainties [42, 43]. Such challenges
are often discussed in the context of model misspecification in
ML literature.

The parametrization presented here generalizes the model
used in traditional histogram-based analyses by introducing
NNs to describe the shape variation of each source of system-
atic uncertainties. Precision measurements can have a large
number of systematic uncertainties. In these cases, the full
NSBI model will have a large number of NNs, which need to
be evaluated for each event when evaluating the log-likelihood
ratio. The practical use of a NSBI analysis requires dedicated
computational and software infrastructure.

5.2. The profile log-likelihood ratio

The full test statistic, based on a profile log-likelihood
ratio [44], can be constructed from equation (17) by consider-
ing all events in the observed data, adding a Poisson termmod-
eling the total rate and including Gaussian constraint factors
for the NPs. If Ndata is the number of events in observed
data D,

Lfull (µ,α|D)

Lref (D)
= Pois(Ndata|ν (µ,α))

Ndata∏

i

p(xi|µ,α)
pref (xi)

×
∏

k

Gaus(ak|αk, δk) ,
(18)

where ak and δk are the values of the auxiliary measurements
and their associated uncertainty, which are used to constrain
the source of systematic uncertainty associated with the NP
αk. The likelihood corresponding to the reference probabil-
ity distribution can be written as Lref(D) =

∏Ndata

i pref(xi). If
a NP is unconstrained, the corresponding constraint factor is
suppressed. An important class of unconstrained NPs is data-
driven normalization parameters.

The profiling step involves an unconditional and a condi-
tional maximum likelihood estimation of equation (18),

(µ̂, α̂) = argmax
µ,α

Lfull (µ,α)

Lref
,

̂̂α(µ) = argmax
α

Lfull (µ,α)

Lref
,

(19)

where the dependence of Lfull on the data D is implicit, and
Lref is a constant that does not depend on µ or α. Hence, it
does not affect the position of the maxima. The test statistic is
constructed by taking the ratio of equation (18) at these two
points in the parameter space. The dependency on Lref cancels
out and the traditional profile log-likelihood ratio is recovered,

tµ =−2ln



Lfull

(
µ, ̂̂α(µ)

)

Lfull (µ̂, α̂)


 . (20)

The use of likelihood ratios instead of likelihoods does not pre-
vent the combination of NSBI and histogram-based analyses,
which can be written as

Lcomb (µ,α)

Lref
=
Lfull (µ,α)

Lref
Lhist (µ,α) . (21)

The corresponding test statistic is again independent of Lref

since it cancels in the profile likelihood ratio [27].

5.3. Effects from the limited size of simulated samples

When likelihood ratios are estimated with NNs, an uncer-
tainty may be introduced to account not only for the lim-
ited number of simulated training samples, but also for the
stochastic nature of the training algorithm. Training ensembles
on bootstrapped versions of the training data, as described in
section 2.4 provides a natural way to describe both of these
effects.

Since the estimator for the density ratio is computed as
the mean2 prediction from an ensemble of networks, the vari-
ance of that mean can be estimated by using the bootstrapping
technique. The mean of each bootstrapped ensemble is used
to estimate a best-fit value of the parameter(s) of interest µ̂,
and the variance of these estimates determines the variation
of the mean ∆µ̂ due the finite number of events in the train-
ing sample. The variance can be determined at different val-

2 The median, known to be robust to outliers, could also be used.
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ues of µ using different Asimov datasets3. Such datasets, at
any value of the POIs, can often be constructed from a set of
simulations at few basis points in this parameter space, using
various morphing techniques [8, 45]. The estimated ∆µ̂ is an
uncertainty in the modeling of the expected probability dens-
ity of the physics processes, and therefore, it can be intro-
duced as a systematic uncertainty following the spurious sig-
nal approach [46] frequently employed in unbinned LHC ana-
lyses. A NP αstat with a Gaussian constraint term is introduced
in equation (17) with the modification

fJ (µ)→ fJ (µ+αstat∆µ̂(µ)) . (22)

5.4. Calculation of pulls and impacts

While the unbinned nature of NSBI poses computational chal-
lenges to traditional statistical tools for evaluating and ana-
lysing the profile likelihood ratio, this framework enables the
direct application of modern computational tools that simplify
calculations. The full likelihood ratio (equation (18)) and the
test statistic (equation (20)) are differentiable functions. Their
dependence on the POIs µ and NPs α is introduced through
differentiable functions, either through smooth functions or
through NNs that are themselves differentiable. It is natural
to leverage auto-differentiation techniques [47] to calculate
the Hessian matrix of Lfull(µ,α). Auto-differentiation tools
can also be leveraged to perform profiling assisted by exact
gradients.

Local estimates of NP pulls and impacts rely on the calcu-
lation of the Jacobian and Hessian matrices. The local estim-
ate of pulls and impacts is known as the HESSE proced-
ure [48–50] in high-energy physics. The covariance estimates
it provides are a useful metric of the uncertainty during the
development of the analysis. The reported uncertainties of the
final analysis are calculated with the so-calledMINOS proced-
ure, which are based on profile likelihood ratio intervals in the
asymptotic approximation. In this section, procedures for the
local HESSE approximation based on the exact Jacobian and
Hessian matrices are derived. The construction of confidence
intervals will be described in section 6.

The HESSE covariance matrix is estimated using the
inverse of the Hessian matrix at the maximum likelihood
estimate (µ̂, α̂),

Vnm =

[
1
2

∂2λ

∂αn∂αm
(µ̂, α̂)

]−1

, (23)

where λ(µ,α) =−2ln(Lfull(µ,α)/Lref) and the POI is identi-
fied by the index m= 0 to simplify the notation. The calcula-
tion of the Jacobian and Hessian matrices can be parallelized
on computing clusters [34]. The pull of the NP α is defined as

α̂k−α
(0)
k√

Vkk
. (24)

3 An Asimov dataset is one for which the application of any unbiased estim-
ator for all parameters will provide the true values [44]. In unbinned analyses,
an approximation of such a dataset can be constructed using a large number
of simulated events with appropriate event weights.

The impact of a systematic uncertainty is an estimate of
the propagation of the uncertainty to the POI µ. Like in case
of estimation of pulls, the impact of a systematic uncertainty
can be approximated by a local expression based solely on the
Jacobian and Hessian matrices or by a more accurate, but com-
putationally more expensive, expression based on the max-
imum likelihood estimate calculated at different parameter
values.

The impact of a systematic uncertainty is tradition-
ally estimated by the difference ΓNP,(±)

k = ̂̂µ(α̂k±
√
Vkk)− µ̂

where ̂̂µ(α̂k±
√
Vkk) is the conditional maximum likelihood

estimate obtained by keeping the NP associated with the sys-
tematic uncertainty fixed at αk = α̂k±

√
Vkk. Recently [51],

an alternative definition has been proposed where the impact
is estimated with the difference ΓAO,(±)

k = µ̂(ak± δk)− µ̂(ak)
of the maximum likelihood estimates when the value of the
auxiliary observable (AO) ak representing the auxiliary meas-
urement is shifted by the externally provided uncertainty and
when it is kept at its nominal value. The latter definition has
been shown to allow for a consistent decomposition of system-
atic and statistical uncertainties.

Both definitions of the impact of a systematic uncertainty
have local definitions which can be calculated efficiently with
auto-differentiation. In the case of a single POI, a local estim-
ate of the impact ΓNP

k is given by

ΓNP
k =

∂µ̂

∂αk
×
√
Vkk =

[
∂2λ

∂2µ
(µ̂, α̂)

]−1
∂2λ

∂µ∂αk
(µ̂, α̂)×

√
Vkk,

(25)

considerably simplifying the analysis of the profile likeli-
hood ratio. The effect of pulls on the impact can be eval-
uated by calculating the so-called pre-fit impact, which is
obtained by replacing

√
Vkk → δk in equation (25). A local

estimate for the alternative definition of impact is given by
ΓAO
k = V0k(µ̂, α̂) [51], where the covariance matrix is defined

in equation (23). In non-linear likelihoods with multiple local
minima, the local definition also avoids ambiguities that
exist when estimating impacts based on finite differences.
Further details about these calculations for NSBI using auto-
differentiation techniques are described in [34].

Performing the maximization of the likelihood ratio in
unbinned analyses can be computationally challenging when
the number of selected events is large. In NSBI analyses, an
additional challenge stems from the need to perform inference
of many NNs to calculate the value of the likelihood ratio for
each value of the POIs and NPs.

In order to reduce the computational burden, the values
of the NNs can be pre-calculated in a trade-off between pro-
cessing time and memory usage. The time to perform a single
maximization in a modern CPU core and the memory used
vary between O(10) minutes and O(1) gigabytes (GB) for
regions with a few thousand events, and O(10) hours, and
O(100)GBs for regions with few million events. An alternat-
iveworkflowwhere theNNs are evaluated during eachmaxim-
ization step could be advantageous in high-performance com-
puting systems where several GPUs can be used in parallel
for a single process. In such workflows, memory usage would
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scale only with the number of features, and not with the num-
ber of events.

6. Neyman construction

In frequentist statistics, a confidence interval derived from a
measurement is expected to cover the true value with a spe-
cified probability (e.g. in 68% or 95% of experiments). The
procedure for building such confidence intervals, referred to as
the Neyman construction, involves the inversion of the hypo-
thesis tests. When the distribution of the test statistics is not
known, e.g. outside the asymptotic regime [44], or for non-
linear problems, this distribution can be estimated with the
help of a large number of pseudo-experiments generated based
on simulated samples [52].

In the case of NSBI, any residual bias in the estimated
probability density ratios may produce a test statistic that
does not follow a χ2 distribution, making this procedure all
the more crucial. The procedure for producing such pseudo-
experiments, often referred to as throwing toys, is well estab-
lished for histogram-based analyses, where the probability
density can be sampled as individual Poisson distributions
in each bin. This approach can be extended to an unbinned,
multi-dimensional NSBI analysis. The example of the off-
shell Higgs production analysis described in section 3 requires
a Neyman construction because of the double local minima
created by the quantum interference and because of the bias
created by the µ> 0 condition. These conditions are captured
by the simplified analysis presented in this paper andwill serve
as an example of the produced developed in this section.

6.1. Generating pseudo-experiments

Similar to events measured in an actual experiment, pseudo-
experiments consist of unweighted events. These can be gen-
erated by sampling simulated events with replacement, with
the probability of sampling an event determined by its ori-
ginal weight in the Asimov dataset, wAsimov

i . Since the same
simulated event can be chosen multiple times in a pseudo-
experiment, this count can be represented by a new integer
event weight, wtoy

i .4 For a computationally efficient generation
of these pseudo-experiments, each simulated event is assigned
a wtoy

i sampled from a Poisson random number generator with
a mean corresponding to the Asimov weight of the event,

wAsimov
i → wtoy

i = Poisson
(
wAsimov
i

)
. (26)

The generated weights wtoy
i are integers by construction. Since

wAsimov
i represent fractional weights, with a magnitude of

O(10−3) for the example described in section 3, most event
are assigned a weight of zero, and a smaller subset is assigned
integer weights. A very small fraction of events may be repres-
ented multiple times in a single pseudo-experiment (wtoy

i ⩾ 2),

4 While the integer weights wtoy
i are used for convenience, the constructed

pseudo-experiment still behaves effectively like an unweighted dataset.

similar to the scenario of generating samples via bootstrap-
ping. To generate such pseudo-experiments from a simulated
sample, the original number of simulated events must be much
larger than the number of events in an individual pseudo-
experiment.

6.2. Overcoming negative weights

The prescription for generating unweighted pseudo-
experiments requires the original weights of the simulated
events to be non-negative, wAsimov

i ⩾ 0, since the Poisson dis-
tribution is only defined for non-negative values. When the
MC simulation sample at a given value of the POIs includes
events with negative weights, an alternate sample may be
used that consists only of positive weights and covers the sup-
port of the original sample. The alternate sample, henceforth
referred to as the reweight reference sample, will have to first
be reweighted to the desired value of the POIs. The samples
corresponding to the reference defined in section 2 may be a
convenient choice for the reweight reference sample because
it already covers the entire preselection region and can be
defined to comprise only positive-weighted events. Since the
reference sample does not need to correspond to a physical
process, a very large sample can be simulated at leading-
order in perturbation theory and without negative weights.
A large reference sample is not only ideal for the network
training but also to allow the generation of large number of
pseudo-experiments following the methods described here.
The reweight reference can be reweighted using equation (10)
to the desired value of the theory parameter

wrwt−ref
i → wAsimov

i (µ) =
ν (µ)

νrwt−ref

p(xi|µ)
prwt−ref (xi)

wrwt−ref
i , (27)

where prwt−ref(xi) is the probability density and νrwt−ref is the
rate for the reweight-reference sample. The probability dens-
ity ratio p(xi|µ)/prwt−ref(xi) can be obtained from ensembles
specifically trained for the reweighting procedure, following
the same prescription as for the networks used for inference.
The estimates can be validated using the same diagnostics
described in section 4, and the new samples are thereby veri-
fied to have the same asymptotic properties as the original MC
simulation samples. There are also other methods that could be
explored to handle negative weighted events [53–55].

6.3. Confidence intervals

Once the pseudo-experiments are generated, the confidence
intervals are built following the Neyman construction [52]. For
the analysis described in section 3, the distribution of p(tµ|µ),
representing the test statistic tµ for pseudo-experiments gener-
ated at a fixed value of µ, is used to determine the one and two
standard-deviation confidence intervals as functions of µ. In
each pseudo-experiment, the values of the AOs ak are sampled
from the constraint density. The distribution of the test stat-
istic values overmany pseudo-experiments is shown in figure 4
with a µ of 1. This procedure is repeated over the range of µ to
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Figure 4. (a) Distribution of the test statistic tµ=0.0 for the case µ ′ = 0.0 and (b) distribution of tµ=1.0 for the case with µ ′ = 1.0. Each
distribution is estimated with 15000 pseudo-experiments. The confidence intervals (CI) are built using a Neyman construction by
integrating up to 68.27% (vertical dashed yellow line) and 95.45% (vertical dash-dotted red line) of the distribution.

Figure 5. A comparison of expected sensitivity of NSBI (solid red
line) to a typical histogram-based (dashed green line) analysis, not
including systematic uncertainties. The evaluation is performed on
an Asimov dataset generated with µ= 1. The test statistic, the
log-likelihood ratio tµ, is shown as a function of signal strength µ.
The 68% and 95% confidence intervals (CI) in dotted gray lines are
determined using the Neyman construction.

construct complete confidence bands as shown in figure 5. The
shapes of these bands deviate slightly from the asymptotic χ2

distribution in which the 68.27% and 95.45% confidence inter-
vals would be defined exacly at tµ = 1 and tµ = 4. In the case
of the off-shell Higgs production analysis, the deviation comes
from the non-linear parametrization used in the off-shell Higgs
boson production measurement [19], and are not specifically
a feature of NSBI.

The formalism discussed in this section lends itself to fur-
ther tests for robustness on samples generated by shifting mul-
tiple NPs simultaneously and verifying that the confidence
bands remain well-behaved in such scenarios. Such samples
can be generated by a reweighting procedure similar to the one

described in section 6.2, this time using the probability density
ratio of equation (17) that includes NPs,

wrwt−ref
i → wAsimov

i (µ,α) =
ν (µ,α)

νrwt−ref

p(xi|µ,α)
prwt−ref (xi)

wrwt−ref
i .

(28)

7. Comparison of sensitivity

This section shows the sensitivity of the NSBI method and the
impact of systematic uncertainties in the result. The demon-
stration is performed for the simplified version of an off-
shell Higgs boson signal strength measurement on simulated
samples described in section 3 and considers a subset of the
physics processes and systematic uncertainties described in
section 3.3. The simplified analysis presented here contains
only three processes and two sources of systematic uncer-
tainties. A full analysis usually contains 10–20 processes and
100–200 independent systematic uncertainties. The simplified
version allows the demonstration of the main features of the
NSBI implementation presented in this paper without excess-
ive computational costs.

7.1. Comparison to histogram-based methods

The NSBI method is compared with two histogram-based ana-
lysis strategies on an Asimov simulated dataset, to show the
gains due to the parametrized and unbinned nature of the
method. The first histogram method employs a single observ-
able, a discriminant between signal and full processes that is
commonly used for LHC analyses,

Ofixed = log
pS (xi)
pSBI (xi)

. (29)

Since this ratio is already estimated with ensembles for the
NSBI method, no additional NNs need to be trained. This
observable is subsequently used to construct a histogram (with
15 bins), and a Poisson likelihood fit is performed with it,
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Figure 6. A comparison of expected sensitivity from various
analysis strategies using the log-likelihood ratio test statistic tµ, as a
function of µ. The evaluation is performed on an Asimov dataset
generated with µ= 1. The solid red curve represents NSBI. The
dashed green curve represents a typical histogram analysis that uses
a fixed observable, logpS/p(x|µ= 1), as a discriminant, with 15
bins. The markers show the sensitivity for various histogram
analyses that use specific discriminants, p(xi|µ)/p(xi|µ= 1), for
specific values of µ(= 0.0,0.05,0.15,1.90), with 15 (green pluses),
20 (yellow crosses), 30 (orange stars) or 90 (red dots) bins. The
improved sensitivity of the green plus markers over the green
dashed curve, both using 15 bins, is due to the use of a parametrized
observable.

analogous to what would be done in traditional analyses. The
likelihood is used to construct a likelihood ratio test statistic,
analogous to a traditional analysis using the same data. The
improvement from NSBI relative to this approach can be seen
in figure 5.

To assess the power of the method exclusively due to the
parametric approach of NSBI, its results are also compared to
that of a parametrized but binned variant of NSBI. The second
method uses an observable that is parametrized in µ,

Oµ =
p(xi|µ)

p(xi|µ= 1)
, (30)

that is subsequently binned and used to perform a Poisson
likelihood fit. The log-likelihood ratio is computed for each
value of µ using a histogram of the corresponding version of
Oµ, similar to the method described in [24]. The improvement
shown in figure 6 for Oµ over Ofixed illustrates the power of a
parametrized method. The traditional analysis (with the fixed
observable) exhibits two prominent minima, which is typical
in analyses with non-linear effects from, for example, quantum
interference. However, the minimum at the incorrect value of
µ is far less prominent for the analysis using a parametrized
observable. Since the observable is optimized for each value
of the POI, the method is able to more confidently reject the
incorrect values of µ. The further improvement of the full
NSBI implementation is due to the unbinned nature of the

method. As the number of bins increases, Oµ can approach
the sensitivity of NSBI; however, this may introduce numer-
ical instability, requiring careful bin width optimization, and
make sufficiently fine binning untenable across the full range
of µ. If the number of bins in a histogram-based analysis is
limited by the number of simulated events, then leveraging the
power of unbinned fits may be desirable.

An additional tool to interpret the results is shown in
figure 7, where the per-event contribution to the test stat-
istic, −2log(p(xi|µ ′)/p(xi|µ̂)), is summed over events from
an Asimov sample in bins of m4ℓ. The profile is shown for two
different hypotheses µ ′ = 0.5 and µ ′ = 1.5. Events in regions
with the sum different than 0 provide information to discrimin-
ate between the two hypotheses, µ ′ and µ̂, while regions with
the sum close to zero do not impact the expected sensitivity of
the result. However, these one-dimensional distributions mar-
ginalize over the rest of the high-dimensional phase space.
A region with sum close to zero may result from large can-
cellations in other dimensions, and a single distribution may
not be enough to draw conclusions about a high-dimensional
analysis.

7.2. Impact of systematic uncertainties

The systematic uncertainties considered in this demonstration
are described in section 3.3, and their impact is taken into
account following the formalism developed in section 5. The
gj(xi,αk) term in equation (17) accounts for the impact on the
shape of the distributions and the Gj(αk) term accounts for
the impact on the inclusive rate. The interpolation functions
used are described in appendix. In the case of uncertainties that
affect the inclusive rate, but not the shape of distributions, the
term gj(xi,αk) in equation (17) is fixed to 1 over the full range
of αk. The profile (log-)likelihood is shown in figure 8 and
compared with a histogram analysis using the Ofixed observ-
able. The systematic uncertainties reduce the sensitivity of the
measurement, as is expected.

8. Conclusions and outlook

While NSBI methods have drawn interest for their potential
to dramatically improve the sensitivity of key analyses at the
LHC, several open questions have remained regarding their
application in a full-scale LHC analysis. This work develops
the necessary tools and concepts required to have a complete
statistical framework for NSBI at the LHC and addresses these
open questions. The power and feasibility of the method are
assessed through an example use case: a simplified measure-
ment of the off-shell Higgs boson couplings in the four-lepton
final states. This is an analysis with destructive quantum inter-
ference between the signal and background processes, which
makes the likelihood model non-linear in the signal strength
parameter and benefits from the power of NSBI methods.
Comparisons with two histogram-based methods illustrate the
gains from the unbinned and parametrized nature of the NSBI

14



Rep. Prog. Phys. 88 (2025) 067801 The ATLAS Collaboration

Figure 7. The sum of log density-ratios −2log(p(xi|µ ′)/p(xi|µ̂)) for events from an Asimov sample in bins of m4ℓ. The sum profile is
shown for (a) a hypothesis µ ′ = 0.5 and (b) a hypothesis µ ′ = 1.5. This represents the per-event contribution to the test statistic for a given
hypothesis, as a function of m4ℓ. Events in regions with the sum different than zero provide information to discriminate between the two
hypotheses, µ ′ and µ̂, while regions with the sum close to zero do not impact the expected sensitivity of the result. The very high-mass
region (m4ℓ > 750GeV) is equally consistent with both hypotheses and provides no additional sensitivity.

Figure 8. Values of the log-likelihood test statistic tµ as a function
of signal strength µ, representing only statistical uncertainties (solid
red for NSBI, dashed green for histogram analysis), compared with
the values of the profile log-likelihood ratio, representing both
statistical and systematic uncertainties (dash-dotted red for NSBI,
dotted green for histogram analysis), evaluated on Asimov data
generated with µ= 1. The histogram analysis is performed with a
fixed observable, logps/p(x|µ= 1). The two NPs in this study are
described in section 3.3.

method. Since this demonstration was performed on a simpli-
fied version of the analysis that does not include all the relevant
physics processes and systematic uncertainties, the expected
sensitivity shown does not reflect the expected sensitivity of
the full physics result.

The framework extends the standard statistical method-
ology employed at the LHC, transitioning to an unbinned,
multi-dimensional setting, capable of accommodating a large
number of systematic uncertainties. The paper also provides

a list of diagnostics that can be used to understand and val-
idate the performance of the NN classifiers and describes a
method to build a robust test statistic needed for hypothesis
tests. It also describes the procedure to construct confidence
intervals for unbinned analyses such as those using NSBI.
Computational challenges in evaluating and analyzing the test
statistic are overcomewith the use of auto-differentiation tech-
niques, which facilitate the profiling and the computation of
pulls and impacts.

This method can be applied for parameter estimation in
various frequentist statistical analyses, making optimal use of
both the available data and simulated samples. It is particularly
advantageous for analyses with non-linear likelihood models,
large quantum interference, a small number of data events, or
those requiring complex analysis observables. While ‘optimal
observables’ have previously been used to measure theory
parameters in EFT analyses, these observables are close to
optimal only for small regions of the parameter space, and
often optimized for regions near the Standard Model. They
typically do not account for detector effects. In contrast, NSBI
is designed to achieve close to optimal sensitivity throughout
the phase space under consideration, accounting for detector
effects and systematic uncertainties.

Since this method inherits formalisms from the standard
statistical methods used in LHC experiments, it also inherits
the challenges. These include the challenge of model misspe-
cification, for instance, if the simulation has systematic dif-
ferences from data and the systematic uncertainties have not
been well modeled. These issues can be diagnosed by inspect-
ing pulls, impacts and other diagnostics in the same manner as
in traditional histogram-based analyses. This method can also
be used in conjunction with data-driven background estimates
when the background simulations are not reliable and incor-
porate other techniques used in traditional analyses to mitig-
ate systematic uncertainties. One potential technical challenge
to an NSBI analysis over a histogram-based one is the need
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for enough training data to optimize precise probability dens-
ity ratio estimators. These could be overcome by pre-training
the networks first on larger datasets, such as fast simulated
samples. Another technical challenge lies in the computational
cost of training such a large number of NNs. However, the
increasing availability of large scientific computing facilities
may mitigate this concern in the near future.

Data availability statement

The data cannot be made publicly available upon publication
because they are not available in a format that is sufficiently
accessible or reusable by other researchers. The data that sup-
port the findings of this study are available upon reasonable
request from the authors.
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Appendix. Interpolation function

Section 5 discusses the use of interpolation methods for sys-
tematic uncertainties. A common choice for the interpolation
function to parametrize the impact of NPs at the LHC is [2]
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where the six coefficients cn of the polynomial in αk are
determined uniquely from the requirements that GJ(αk) be
continuous and its first and second derivatives be continuous
at αk =±1. The same interpolation strategy and continuity
requirements can be used to interpolate gJ(xi,αk),
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