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A B S T R A C T

Continual Learning (CL) aims to extend the abilities of deep learning models for continuously

acquiring new knowledge without forgetting. However, most CL studies assume that task identities

and boundaries are known, which is not a realistic assumption in a real scenario. In this work, we

address a more challenging and realistic situation in CL, namely the Task-Free Continuous Learning

(TFCL), where an ensemble of experts model is trained on non-stationary data streams without

having any task labels. To deal with TFCL, we introduce the Evolving Ensemble Model (EEM),

which can dynamically build new experts into a mixture of experts for adapting to the changing data

distributions while continuously learning new data sets. To ensure a compact network architecture for

EEM during training, we propose a novel expansion mechanism that considers the Hilbert-Schmidt

Independence Criterion (HSIC) for evaluating the feature space statistical consistency between the

knowledge learned by each expert and the given data. This expansion mechanism does not require

storing all previous samples and is more efficient as it performs statistical evaluations in the low-

dimensional feature space inferred by a deep network. We also propose a new dropout mechanism

for selectively removing unimportant stored samples from the memory buffer used for storing the

continuously incoming data before being used for training. The proposed dropout mechanism ensures

the diversity of information being learnt by the experts from our model. We perform extensive TFCL

tests which show that the proposed approach achieves the state of the art. The source code is available

in https://github.com/dtuzi123/HSCI-DEM.

1. Introduction

Continual learning, also called lifelong learning, is one

of the essential functions in an artificial intelligence system,

representing the ability to continuously remember all the

previously learned experiences from a sequence of tasks

Parisi, Kemker, Part, Kanan and Wermter (2019). Each task

in practice is defined by a given data set. Such abilities are

inherited in humans and animals enabling them to survive

when changing their living conditions and environments,

throughout their lives. However, modern deep learning sys-

tems usually perform well on single tasks, Erhan, Szegedy,

Toshev and Anguelov (2014); Ren, He, Girshick and Sun

(2015); Ye and Bors (2021a,b), but suffer dramatic per-

formance loss when trained on several different tasks in

a succession, Aljundi, Chakravarty and Tuytelaars (2017);

Chen, Ma and Liu (2015); Fagot and Cook (2006); Rannen,

Aljundi, Blaschko and Tuytelaars (2017); Tessler, Givony,

Zahavy, Mankowitz and Mannor (2017); Yoon, Yang, Lee

and Hwang (2017). The reason for the performance loss is

the catastrophic forgetting caused by the fact that network’s

parameters are recalculated when training on new data,

Parisi et al. (2019).

Continual Learning (CL) defines a learning paradigm

in which a sequence of tasks is streamed, while artificial

learning model accesses only the samples characteristic of

the currently given task. Given that usually task boundaries

are predetermined, there are three types of approaches to

ORCID(s):

Task 1 Task 2 Task N

General continual learning

Task free continual learning

Figure 1: Continual learning under the Task-Free Continual
Learning (TFCL) assumption.

relieve forgetting in CL. First, by regularizing the opti-

mization behaviour of the model by adding a penalty term

in the objective function. Such approaches require storing

some previously learnt samples in a memory buffer to eval-

uate the importance of the parameters from the previously

trained network with respect to the new task. The second

type of approaches in CL relies on memory buffers or

on training a generator such as a Generative Adversarial

Network (GAN) Goodfellow, Pouget-Abadie, Mirza, Xu,

Warde-Farley, Ozair, Courville and Bengio (2014), or Varia-

tional Autoencoders (VAEs) Kingma and Welling (2013) as

a generative replay network. The memory-based approaches

prevent forgetting by replaying the samples from the mem-

ory buffer or by using generated data. However, due to the
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fixed memory capacity, such approaches are not scalable

when the aim is to learn an infinite number of tasks. The

dynamic expansion model Ye and Bors (2021c) could solve

this problem by dynamically building new layers and hidden

nodes to adapt to the new task. However, these approaches

still require knowing the task label for creating task-specific

modules Ye and Bors (2021c).

In this paper, we address a more challenging and realistic

learning environment in CL, namely the Task-Free Contin-

ual Learning (TFCL), which assumes that task identities

and boundaries are not available during training. The main

difference between general continual learning and TFCL

is illustrated in Fig. 1, where we can observe from the

bottom diagram that under the TFCL the model is trained

on non-stationary data streams, with no task labels. A TFCL

learning model aims to continuously and effectively adapt

to the changing data representing a more realistic artificial

intelligence paradigm than other CL assumptions. A pop-

ular approach for TFCL is to use a small buffer memory

to store incoming samples at each training time, Aljundi,

Kelchtermans and Tuytelaars (2019b). Such an approach

works well for TFCL when the memory buffer contains a

diversity of data samples, Bang, Kim, Yoo, Ha and Choi

(2021). However, there are two major drawbacks in the

memory-based approaches :1) The model suffers from the

negative backward transfer when the memory buffer stores

incoming samples which are sufficiently different from the

previously learnt ones, Lopez-Paz and Ranzato (2017); 2) It

can not address infinite data streams due to the fixed memory

capacity.

The drawbacks of existing memory-based approaches

are addressed by introducing a new TFCL framework,

namely the Evolving Ensemble Model (EEM) which can

dynamically build new experts for adapting to the statistical

changes in the data while continuously training. First, we

implement each expert using a classifier for the predic-

tion task while a VAE is used for the model selection

and generative modelling tasks. We then introduce three

different dropout mechanisms that regularize the memory

buffer by selectively removing certain stored samples to

avoid memory overload. In order to promote expert diversity

in the EEM, one of the proposed dropout mechanisms

introduces using sample log-likelihood evaluation to select

the appropriate data to be stored in a memory buffer. In

this case the main objective is to ensure that the model

has access to a memory buffer whose samples are diverse

and novel with respect to the already learned knowledge.

Moreover, in order to balance the model complexity and the

generalization performance, we introduce a new expansion

mechanism that evaluates the Hilbert Schmidt Independence

Criterion (HSIC) between the information stored by each

expert and the current memory, Gretton, Bousquet, Smola

and Schölkopf (2005); Ye and Bors (2022b). HSIC is usually

used to evaluate the statistical dependence between a pair

of variables while in this paper is employed for evaluating

the discrepancy between each trained expert and the data

from the current memory buffer by comparing their inferred

variables extracted by corresponding VAEs. A new expert

is created when the current memory is sufficiently different

from the knowledge stored in each trained expert.

The following contributions are brought in this research

study:

• We introduce a new TFCL framework, namely the Evolv-

ing Ensemble Model (EEM), which learns an infinite

number of data streams without forgetting.

• We introduce three different dropout mechanisms that se-

lectively remove certain stored samples from the memory

buffer in order to avoid its overload and for promoting sta-

tistical diversity among the data generated by the experts.

• We introduce a new expansion mechanism that utilizes

the Hilbert Schmidt Independence Criterion to detect data

distribution shifts, providing better expansion signals.

• A new theoretical framework for TFCL is developed,

which provides new insights into the forgetting behaviour

of the continual learning models and theoretical guar-

antees for the proposed EEM. This is the first work to

propose theoretical analysis for TFCL.

The rest of the paper is organized as in the following.

Section 2 outlines the main existing approaches in the area of

continual learning, while Section 3 introduces the proposed

Evolved Ensemble Model (EEM). In Section 4, we provide

the theoretical analysis in order to understand the forgetting

behaviour of the proposed approach. The experimental re-

sults are discussed in Section 5 and the conclusions of this

study are drawn in Section 6.

2. Related work

2.1. General continual learning
The usual assumption in continual learning is that after

learning a sequence of tasks, the model must recognize all

their characteristics. Research studies in the area of continual

or lifelong learning can be divided into three branches :

regularisation-based such as it was explored in Polikar,

Upda, Upda and Honavar (2001); Hinton, Vinyals and Dean

(2014); Jung, Ju, Jung and Kim (2018); Kirkpatrick, Pas-

canu, Rabinowitz, Veness, Desjardins, Rusu, Milan, Quan,

Ramalho, Grabska-Barwinska, Hassabis, Clopath, Kumaran

and Hadsell (2017); Li and Hoiem (2017); Ren, Wang, Li

and Gao (2017); Dai, Yang, Xue and Yu (2007); Nguyen,

Li, Bui and Turner (2018); Sun, Yang, Liu, Liu, Xu and Yu

(2019); Chen, Chen, Liu, Cao, Zhao, Zhang and Tian (2022),

generative replay mechanisms, Achille, Eccles, Matthey,

Burgess, Watters, Lerchner and Higgins (2018); Rao, Visin,

Rusu, Teh, Pascanu and Hadsell (2019b); Ramapuram,

Gregorova and Kalousis (2020); Shin, Lee, Kim and Kim

(2017); Zhai, Chen, Tung, He, Nawhal and Mori (2019); Ye

and Bors (2021d, 2022a, 2020a,b); Le, Lei, Mu, Zhang, Zeng

and Liao (2021) and dynamic extension approaches, Ye and

Bors (2021c, 2023, 2022c).

A typical regularization-based approach aims to mini-

mize the changes in those network weights important for past
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tasks, when training for a new task. These approaches still

require the management of a small memory buffer in which

some past samples are stored during training to preserve

some of the previously learned information when regular-

izing the updating of the model. However, such approaches

require a significant computational effort when learning a

long sequence of tasks.

Generative Replay Mechanisms (GRMs) represent an-

other type of replay approaches, where a generator such as a

Variational Autoencoder (VAE) Kingma and Welling (2013)

or a Generative Adversarial Network (GAN) Goodfellow

et al. (2014) is trained as a generative replay network.

After completing the learning of each task, GRMs are able

to generate data which are statistically consistent with the

previously learned samples. These generative replay samples

are then merged with new samples characteristic of the next

task to form a joint dataset which is then used for training

the model.

The dynamic models usually add new layers with pro-

cessing nodes Cortes, Gonzalvo, Kuznetsov, Mohri and

Yang (2017) within the structure of a neural network or

would add a task-specific module into a mixture system,

Ye and Bors (2021c); Rao et al. (2019b); Lee, Ha, Zhang

and Kim (2020); Wen, Tran and Ba (2020). While the

approach from Cortes et al. (2017) is suitable for learning

a sequence of tasks from a single domain, the model from

Ye and Bors (2021c) is good for learning a sequence of

different domains. The study from Wang, Zhou, Ye and

Zhan (2022) introduces a new dynamic expansion model that

firstly creates a trainable new feature extractor to learn the

new task and then eliminate redundant parameters through

a feature boosting mechanism. The proposed approach has

three main differences from Wang et al. (2022). Firstly,

the model from Wang et al. (2022) relies heavily on the

task identity information. In contrast, the proposed approach

does not require any task information and therefore can be

used in task-free continual learning. Secondly, the model

from Wang et al. (2022) performs the model expansion

when seeing a new task, given its label. In contrast, the

proposed model employs an HSIC-based dynamic expansion

mechanism, which detects the data distribution shift as the

signal for the model expansion. Thirdly, this paper provides

a theoretical analysis for continual learning, which is lacking

in Wang et al. (2022). The study from Zhou, Wang, Ye and

Zhan (2023) introduces a simple but effective approach to

deal with continual learning, which can dynamically extend

specialized layers to capture new information. Similarly to

Wang et al. (2022), the model from Zhou et al. (2023)

requires accessing the task information and therefore can

not detect data distribution shifts in TFCL.

2.2. Task-free continual learning
Task-free continual learning (TFCL) can be considered a

particular form of continual learning that assumes that there

are no task boundaries during training, Aljundi, Caccia,

Belilovsky, Caccia, Lin, Charlin and Tuytelaars (2019a).

TFCL is a more challenging framework because the model

accesses only one or a few samples during each training

session while all previously visited samples are not avail-

able. One of the widely used approaches for TFCL employs

a small memory buffer that aims to preserve a few past

samples to relieve forgetting Aljundi et al. (2019b). This

approach was also extended to using GRM to train both the

classifier and a VAE network. In the Maximal Interfered Re-

trieval (MIR) Aljundi et al. (2019a), a retrieval mechanism is

used to select and preserve the most important samples into

a memory buffer. The performance of the memory-based

approaches in TFCL depends heavily on the quality of the

samples stored in memory, and a suitable sample selection

criterion is crucial for its performance. The Gradient Sample

Selection (GSS) defines the sample selection problem as

a constrained optimization reduction, Aljundi, Lin, Gou-

jaud and Bengio (2019c). The Continual Prototype Evolu-

tion (CoPE), De Lange and Tuytelaars (2021), represents

a learner-evaluator framework, which selects samples with

equal probabilities for each category. The Gradient-based

Memory EDiting (GMED) Jin, Sadhu, Du and Ren (2021),

besides selecting samples also modifies the stored samples

to create more appropriate data for training the model.

Another approach to TFCL is based on extending the net-

work architecture or by using mixture models, Ye and Bors

(2022b, 2020c). Rao et al. (2019b) proposed the Continual

Unsupervised Representation Learning (CURL), Rao, Visin,

Rusu, Pascanu, Teh and Hadsell (2019a), which dynamically

constructs new inference models in a VAE framework when

detecting data distribution shifts, while a GRM is employed

to alleviate forgetting. However, CURL still suffers from

forgetting due to the frequent updating of the generator. This

problem was solved by Lee et al. (2020), by using a pure

expansion mechanism called the Continual Neural Dirichlet

Process Mixture (CN-DPM), where Dirichlet processes are

used to add new VAE components whenever necessary. Al-

though these expansion-based approaches show promising

results in TFCL, they do not take into account the previously

learned knowledge when evaluating the expansion criterion.

2.3. Generative modelling in continual learning
Generative modelling in CL aims to learn meaningful

data representations from a sequence of tasks without for-

getting. Most existing continual learning models fail be-

cause of lacking an inference mechanism, Ye and Bors

(2020a). Using generative modelling in CL was firstly pro-

posed in, Achille et al. (2018), which introduced a new

lifelong VAE framework aiming to learn disentangled rep-

resentations across domains over time. However, alleviating

forgetting relies on data samples generated by a VAE mod-

ule, whose performance would eventually degrade on past

tasks, as VAEs tend to produce blurry images. This problem

is addressed by introducing a hybrid framework in which

GANs are used to generate high-quality generative replay

samples, while inference models are trained to learn cross-

domain representations from both generative replay samples

and the new data, which is referred to as the Lifelong VAE-

GAN, Ye and Bors (2020a). Although GANs can provide
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EncoderK DcoderK
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Expert K Reconstruction

VAE loss
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Input

Figure 2: The network architecture for the proposed ensemble model. We assume that we have 𝐾 experts while only updating the
last expert for continuously learning from the given data stream. Each expert consists of a VAE model, that aims to reconstruct
images, and a classiőer.

high-quality generative replay patterns, their effectiveness is

limited when aiming to learn an infinite number of tasks, due

to the mode collapse, Srivastava, Valkov, Russell, Gutmann

and Sutton (2017). Dynamic expansion models such as

CURL, Rao et al. (2019a) and CN-DPM, Lee et al. (2020)

are suitable to solve this problem as they can expand their

capacity for adapting to new tasks. In this study, we also

extend our model for the generative modelling of several

tasks under TFCL.

3. The evolving continual learning model

In this section, we introduce our approach in detail.

Firsly, we introduce the ensemble model and its network

architecture in Section 3.1. Then in Section 3.2 we pro-

vide a a new model expansion criterion using the Hilbert

Schmith Independence Criterion (HSIC), which also con-

siders a buffer for storing new incoming data. Finally in

Section 3.3 we introduce a dropout mechanism for selecting

and removing non-essential samples from the memory buffer

to avoid memory overload.

3.1. The framework
Before introducing the proposed approach, we first pro-

vide the definition of TFCL as follows. Let  represent a

data stream and  = {1, 2,⋯ , 𝑛} be a set of training

steps. We consider 𝑛 training steps for learning . Let 𝑖 =

{𝐱𝑖,𝑗 , 𝐲𝑖,𝑗}
𝑏
𝑗=1

represent a batch of samples drawn from ,

where 𝑏 is the batch size. The data stream  is represented

by combining 𝑛 given data batches :

 =

𝑛⋃
𝑖=1

𝑖 . (1)

At the 𝑗-th training step (𝑗), the model only accesses the

incoming data 𝑗 while all previously visited data batches

{1,⋯ ,𝑗−1} are not available. After finishing all training

steps, we evaluate the model’s performance on the entire

testing dataset. The maximum number of training steps 𝑛

depends on the dataset and batch sizes.

The ensemble model has lately become a popular deep

learning systems, Hinton et al. (2014); Heo, Lee, Yun and

Choi (2019), by considering the predictions by multiple

individual components to achieve better generalization per-

formance. However, most ensemble models are only applied

in a single domain and cannot handle the task-free continual

learning, Phuong and Lampert (2019). In this section, we

introduce an ensemble model that can deal with data streams

without knowing the task boundaries.

We present the whole network architecture of the pro-

posed ensemble model in Fig. 2. Each expert consists of a

VAE and a classifier. The VAE associated with each expert

is used for the selection process based on the sample log-

likelihood estimated by the VAE, aiming to choose the most

appropriate expert for each testing data sample. VAEs also

provide appropriate latent codes which can be used for the

evaluation of the proposed HSIC-based expansion criterion.

Let 𝑓𝜔𝐾
∶  →  be a neural network parameterized by𝜔𝐾 ,

aiming to map an image 𝐱 from the input space  into a low-

dimensional feature space . Let 𝑓𝜃𝐾 ∶  →  be a neural

network parameterized by 𝜃𝐾 , which is used to recover the

data from the latent code. Let 𝑓𝜉𝐾 ∶  →  be a classifier

with the trainable parameters 𝜉𝐾 , where  is the output

space of the model’s prediction. In order to avoid building

frequently new experts during the training, we introduce a

memory buffer, denoted as 𝑗 , updated at the training step

(𝑗). Then, we evaluate the HSIC-based expansion criterion

when the memory buffer is full. The loss function for the

VAE aims to maximize the marginal log-likelihood, Kingma

and Welling (2013), defined as :

𝐾
𝑉 𝐴𝐸

(𝑗)
Δ
= 𝔼𝑞𝜔𝐾

(𝐳 | 𝐱)
[
log 𝑝𝜃𝐾 (𝐱 | 𝐳)

]

−𝐷𝐾𝐿

[
𝑞𝜔𝐾

(𝐳 | 𝐱) || 𝑝(𝐳)
]
,

(2)

where 𝑝𝜃𝐾 (𝐱 | 𝐳) and 𝑞𝜔𝐾
(𝐳 | 𝐱) represent the decoding and

encoding distributions, implemented by 𝑓𝜃𝐾 (𝐳) and 𝑓𝜔𝐾
(𝐱),

respectively, where K represents the number of experts from

the ensemble model. We also define the loss for training the

classifier on 𝑗 , at the training step (𝑗) as :

𝐾
𝑐𝑙𝑎𝑠𝑠

(𝑗)
Δ
=

1

|𝑗|
|𝑗 |∑
𝑡=1

{
𝐶𝐸

(
𝑓𝜉𝐾 (𝐱𝑡), 𝑦𝑡

)}
, (3)
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where 𝐶𝐸(⋅) is the cross-entropy loss function and |𝑗|
represents the size of the memory buffer 𝑗 .

3.2. Model expansion
Let 1 and 2 represent two domains and ℙ

𝐳1,𝐳2
be a

joint distribution from which we draw a pair of samples

{𝐳1, 𝐳2} over 1×2. The main goal of HSIC, Gretton et al.

(2005), as defined in the Reproducing Kernel Hilbert Space

(RKHS), Wang and Li (2018), is to measure the dependence

between the domains of the two variables, 𝐳1 and 𝐳2 by

evaluating the norm of the cross-covariance operator over

the domain 1 × 2. Let 𝑄 and 𝐵 be the RKHSs on 1

and 2 and 𝑓𝑄 ∶ 1 → 𝑄, and 𝑓𝐵 ∶ 2 → 𝐵, their feature

mappings, respectively. We define the associated reproduc-

ing kernels as 𝑘(𝐳1, 𝐳
′
1
) =

⟨
𝑓𝑄(𝐳1), 𝑓𝑄(𝐳

′
1
)
⟩

and 𝑙(𝐳2, 𝐳
′
2
) =⟨

𝑓𝐵(𝐳2), 𝑓𝐵(𝐳
′
2
)
⟩

, where 𝐳1, 𝐳
′
1
∈ 1 and 𝐳2, 𝐳

′
2
∈ 2. The

cross-covariance operator between 𝑓𝑄 and 𝑓𝐵 is defined as :

𝐶
𝐳1𝐳2

=𝔼
𝐳1𝐳2

{(
𝑓𝑄(𝐳1) − 𝔼

𝐳1

[
𝑓𝑄(𝐳1)

])
⊗

(
𝑓𝐵(𝐳2) − 𝔼

𝐳2

[
𝑓𝐵(𝐳2)

])} (4)

where ⊗ is the tensor product. HSIC is defined as the square

of the Hilbert-Schmidt norm of 𝐶
𝐳1,𝐳2

:

𝐻𝑆𝐼𝐶 (𝑄,𝐵,ℙ
𝐳1,𝐳2

) =
‖‖‖𝐶𝐳1,𝐳2

‖‖‖
2

𝐻𝑆

= 𝔼
𝐳1,𝐳

′
1
,𝐳2,𝐳

′
2
[𝑘(𝐳1, 𝐳

′
1
)𝑙(𝐳2, 𝐳

′
2
)]

+ 𝔼
𝐳1,𝐳

′
1
[𝑘(𝐳1, 𝐳

′
1
)]𝔼

𝐳2,𝐳
′
2
[𝑙(𝐳2, 𝐳

′
2
)]

− 2𝔼
𝐳1,𝐳2

[𝔼
𝐳
′
1
[𝑘(𝐳1, 𝐳

′
1
)]𝔼

𝐳2
[𝑙(𝐳2, 𝐳

′
2
)]] ,

(5)

where 𝔼
𝐳1,𝐳

′
1
,𝐳2,𝐳

′
2

represents the expectation over paired sam-

ples {𝐳1, 𝐳2} and {𝐳′
1
, 𝐳′

2
} drawn from ℙ

𝐳1,𝐳2
.

The expansion mechanism is illustrated in Fig. 3, where

we assume that we have trained 𝐾 experts for the ensemble

model at 𝑗 . The main idea of the proposed expansion

criterion is that if the probabilistic representation of the

current memory buffer is different from the probabilistic

representations of the trained experts, then we should add

a new expert to the ensemble. The new expert is then trained

with the data associated with the newly given task. Such a

mechanism encourages each component to learn a different

underlying data distribution. For this aim, we compare the

probabilistic representation of the current memory buffer 𝑗
with the previously learnt knowledge when evaluating the

expansion criterion. Since we can not access all previously

learnt samples, we generate pseudo samples using the VAE’s

decoder from each expert, as a statistical data representation

consistent with the previously learnt knowledge. Directly

comparing the generated pseudo data and the stored samples

in the memory buffer requires substantial computational

costs because of the high-dimensionality of the input space.

In order to reduce the computation burden we apply the

HSIC in the feature space representative of the probabilistic

representations. Let ℙ
𝐱̃𝑖

represent the distribution of gen-

erative replay samples drawn from the VAE model corre-

sponding to the 𝑖-th expert. Let ℙ
𝐳̃𝑖

be the distribution of

the latent variables inferred using the inference model of

the 𝑖-th expert when considering the samples drawn from

ℙ
𝐱̃𝑖

and let ℙ
𝐳𝑗,𝑖

represent the distribution of the latent

variables inferred by the 𝑖-th expert when considering the

stored samples from memory 𝑗 as well. Letℙ
𝐳̃𝑖,𝐳𝑗,𝑖

represent

the joint distribution with marginals ℙ
𝐳𝑗,𝑖

and ℙ
𝐳̃𝑖

. Then we

estimate the HSIC between the knowledge learnt by the 𝑖-

th expert and the probabilistic representation of the data

from the memory buffer at 𝑗 by 𝐻𝑆𝐼𝐶 (𝑄,𝐵,ℙ
𝐳̃𝑖,𝐳𝑗,𝑖

). The

expansion criterion for the ensemble model at 𝑗 is defined

as :

min{𝐻𝑆𝐼𝐶 (𝑄,𝐵,ℙ
𝐳̃1,𝑔𝑗,𝑖

),⋯ ,

𝐻𝑆𝐼𝐶 (𝑄,𝐵,ℙ
𝐳̃𝐾−1,𝐳𝑗,𝐾−1

)} > 𝜆,
(6)

where 𝜆 is a pre-defined threshold controlling the model’s

expansion. If Eq. (6) holds, we build a new expert into

the ensemble model. A large HSIC measure means that the

current memory buffer data differs from the already learnt

knowledge. In contrast, a small HSIC measure indicates

that the current buffer memory is related to the already

accumulated knowledge and there is no need to add a new

expert.

3.3. Buffer sample dropout
The incoming samples are continuously added to the

memory buffer whose statistics is then used to decide

whether to train and add new components to the ensemble

model. In the following we consider a mechanism for

managing the size of the memory buffer, by removing some

of the samples from the buffer, according to a sample novelty

criterion, in order to free space for other data.

In the following we introduce three different sample

dropout mechanisms to regularize the memory capacity. The

first sample dropout mechanism consists of using a sliding

window for progressively streaming the data samples on

a first come first served basis, which removes the earliest

stored batch of samples while simply adding the incoming

samples to the memory buffer. We call this dropout mecha-

nism as the Evolving Ensemble Model with Sliding Window

(EEM-SW). The second dropout mechanism, called EEM-

Rand, randomly drops out a batch of samples from the

memory buffer 𝑗 when learning a new task, 𝑗 . In the third

sample dropout approach we encourage the diversity among

the data samples from the buffer. This approach selectively

removes the least diverse stored samples, when considering

the already learnt knowledge represented by the statistical

representation stored by each EEM component. For this

we introduce a discrepancy score for each stored sample,

calculated by evaluating the output of each trained expert

from the EEM, as :

𝑠𝑐𝑜𝑟𝑒(𝐱̃𝑚) =

𝐾∑
𝑗=1

{−
𝑗

𝑉 𝐴𝐸
(𝐱̃𝑚)} , (7)
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Figure 3: Diagram illustrating the expansion mechanism for the Evolving Ensemble Model (EEM) using the HSIC measure. We
assume that the ensemble model has already trained 𝐾 experts, while considering the VAE decoder of each expert to produce
the pseudo samples and then employ the VAE encoder to map them to the latent variable 𝐳𝑖, 𝑖 = 1,… , 𝐾. Then we use the
VAE encoder of each expert to map the stored samples from the current memory to the latent variables 𝐳̃𝑖, 𝑖 = 1,… , 𝐾. The
HSIC evaluation from Eq. (5) is calculated on two sets of latent variables resulting in the evaluations 𝑒𝑖, 𝑖 = 1,… , 𝐾. Once all
evaluations are őnished, we consider {𝑒1,⋯ , 𝑒𝑘−1} for Eq. (6) to decide whether the ensemble model should be expanded with a
new espert.

where {𝐱̃𝑚 ∈ 𝑗 |𝑚 = 1,… , |𝑗|, |𝑗| ≤ ||𝑚𝑎𝑥} are sam-

ples stored in the memory buffer, where ||𝑚𝑎𝑥 represents

the maximum buffer size. Then we use Eq. (7) to rank the

data from the buffer according to their novelty for the EEM

ensemble model :

𝑁𝑒𝑤
𝑗 ={𝐱̃𝑖 ∈ 𝑁𝑒𝑤

𝑗 |
𝑠𝑐𝑜𝑟𝑒(𝐱̃1) < 𝑠𝑐𝑜𝑟𝑒(𝐱̃2) < … < 𝑠𝑐𝑜𝑟𝑒(𝐱̃|𝑗 |−𝑁 )},

(8)

where we consider that we remove 𝑁 samples from the

memory buffer 𝑗 , creating a new memory buffer 𝑁𝑒𝑤
𝑗

keeping |𝑁𝑒𝑤
𝑗

| = |𝑗| − 𝑁 samples. Then 𝑁 new data

samples can be added to the memory buffer up to ||𝑚𝑎𝑥. We

call this method when controlling the memory buffer size as

EEM with Selective Dropout (EEM-SD).

3.4. Implementation
In this section, we integrate the overall proposed HSIC-

based expansion and dropout mechanisms into a unified

algorithm framework aiming to learn a compact Evolving

Ensemble Model (EEM) for TFCL. The whole training and

testing procedure can be divided into four main steps :

Step 1 (Training phase.) During this stage we train the cur-

rent expert (𝐾-th expert) on the data samples from the

memory buffer 𝑗 . If EEM has only one expert, after having

processed 𝐾𝑀𝑎𝑥
tasks, where 𝐾𝑀𝑎𝑥 = 100 in the experi-

ments, we automatically create a new expert while freezing

the weights for the first expert. Then, the first expert is used

in the evaluation of the expansion criterion, as in Eq. (6).

Step 2 (Check the model’s expansion.) In order to avoid fre-

quently evaluating Eq. (6), we only check the model’s expan-

sion when the current memory buffer is full, |𝑗| = ||𝑚𝑎𝑥.

To check the expansion, we calculate the HSIC measure

between the statistics of the current memory buffer and those

of the trained experts, according to Eq. (5). Then the mixture

model will add a new expert if Eq. (6) is fulfilled. To allow

the new expert to learn statistically non-overlapping data, we

also clear up the current memory buffer each time when the

mixture model is expanded.

Step 3 (Dropout mechanism.) This step aims to avoid mem-

ory overload. If the current memory buffer 𝑗 at 𝑗 is full, we

drop out the least important 𝑁 samples (in the experiments

𝑁 = 10) from the memory buffer.

Step 4 (Classification at the testing phase.) Once all training

steps have been finished, we make the prediction for each

testing sample 𝐱
′
𝑗

using the expert selection process :

𝑠̂ = argmin
𝑖=1,⋯,𝐾

{
𝑖
𝑉 𝐴𝐸

(𝐱′𝑗)
}

. (9)

Then we make the prediction using the selected expert,

expressed as 𝑓𝜉𝑠̂ (𝐱
′
𝑗
). We provide the pseudocode in Algo-

rithm 1. During the testing phase, we select and evaluate only

the expert having the highest sample log-likelihood for the

given testing data sample.

4. Theoretical analysis

In this section, we study the forgetting behaviour of

the EEM by defining its underlying learning framework
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Algorithm 1: The training algorithm for EEM

Input: All training databases

Output: The model’s parameters

1 for 𝑗 ≤ 𝑛 do

2 Sampling process ;

3 𝑗 ∼ ;

4 𝐽 = 𝑗 ∪𝑗 ;

5 Training step;

6 Train the ensemble model on 𝑗 using Eq. (2) and

Eq. (3) ;

7 Check the model’s expansion ;

8 if |𝑗| ≥ ||𝑚𝑎𝑥 then

9 Calculate HSIC measures using Eq. (5) ;

10 if satisfy Eq. (6) then

11 Build a new expert into the ensemble model ;

12 end

13 end

14 Dropout mechanism ;

15 if |𝑗| ≥ ||𝑚𝑎𝑥 then

16 Drop out the samples from 𝑗 according to the

dropout mechanism ;

17 end

18 end

19 Testing phase ;

20 for 𝑗 ≤ 𝑛 do

21 Get the testing sample 𝐱
′
𝑗

;

22 𝑠̂ = argmin
𝑖=1,⋯,𝐾

{
𝑖

𝑉 𝐴𝐸
(𝐱′

𝑗
)
}

;

23 Make the prediction using the selected expert 𝑓𝜉𝑠̂
(𝐱′

𝑗
) ;

24 end

using the Wasserstein distance, Redko, Habrard and Sebban

(2017), as a probabilistic measure of comparing two data

representations. After introducing some notations and def-

initions in Section 4.1 we derive the generalization bounds

for analyzing the forgetting behaviour for a single model and

for the dynamic expansion model in Sections 4.2 and 4.3,

respectively.

4.1. Preliminary
Definition 1. (Dataset.) Let  be the 𝑛-dimensional in-

put space and  represent the output space which is de-

fined within [0, 1]𝑛 for the reconstruction task. Let 𝑇
𝑖

=

{𝐱𝑇
𝑗
, 𝑦𝑇

𝑖
}
𝑁𝑇

𝑖

𝑗=1
and 𝑆

𝑖
= {𝐱𝑆

𝑗
, 𝑦𝑆

𝑖
}
𝑁𝑆

𝑖

𝑗=1
represent the training

and testing sets for the 𝑖-th dataset, where 𝐱
𝑇
𝑗

∈  and

𝑦𝑇
𝑗

∈  represent the data (images) and the associated

ground truth label, respectively. 𝑁𝑇
𝑖

and 𝑁𝑆
𝑖

are the total

number of samples for 𝑇
𝑖

and 𝑆
𝑖

, respectively.

Definition 2. (Target distributions.) For a given 𝑇
𝑖

, let us

consider that it contains 𝐶𝑇
𝑖

data categories, where a cat-

egory represents a set of data with certain characteristics,

and we use 𝑇
𝑖,𝑗

to represent the samples from the 𝑗-th

category in 𝑇
𝑖

. Let ℙ𝑇
𝑖,𝑗

represent the target distribution,

characterizing the samples drawn from 𝑇
𝑖,𝑗

.

Definition 3. (Memory.) Let 𝑗 represent a memory buffer

updated at the training step (𝑗), and ℙ𝑗
the empirical

distribution of the stored samples from 𝑗 .

Definition 4. (Model risk.) Let ℎ ∈  be a hypothesis,

implemented by a classifier, from a  class of hypotheses.

For a given domain 𝑃𝑖 over  ×  , we can define the risk

as :

(ℎ, 𝑃𝑖) =
1

𝑚

𝑚∑
𝑘=1

(ℎ(𝐲𝑘), 𝐱𝑘), (10)

where 𝐱𝑘 ∼ 𝑃𝑖, and  is the loss function implemented by

the classification error and ℎ(⋅) returns the prediction of the

given data 𝐱𝑘.

4.2. Forgetting analysis for a model having a single

component
In this section, we provide the theoretical framework for

analysing the forgetting behaviour when having a model with

a single component (expert). The main motivation of the

theoretical analysis is to formulate the forgetting problem as

a generalization error in the context of domain adaptation,

Tzeng, Hoffman, Saenko and Darrell (2017). Unlike the

classical domain adaptation theory, which assumes a static

source distribution, our analysis deals with dynamically

changing source distributions and provides the generaliza-

tion bounds for each training step during continuous learn-

ing.

Theorem 1. Let  represent a data stream consisting of the

samples drawn from the categories 𝑆
𝑖

, denoted as  =
⋃𝐶𝑆

𝑖

𝑡=1
𝑆

𝑖,𝑡
. Let 𝑗 represent the distribution of all visited

samples from the data stream  at 𝑗 . Let 𝑈𝑥1 and 𝑈𝑥2 be

two sample populations of sizes 𝑁𝑆 and 𝑁𝑇 , drawn from 𝑗

andℙ𝑗
, respectively. Let ̃𝑗 and ℙ̃𝑗

represent the empirical

probability densities for 𝑈𝑥1 and 𝑈𝑥2, respectively. With the

probability of 1 − 𝑢, we have the following generalization

bound (GB) :


(
ℎ,𝑗

)
≤

(
ℎ,ℙ𝑗

)
+W1

(
̃𝑗 , ℙ̃𝑗

)
+

√
2 log

(
1

𝑢

)
∕𝜍′

(√
1

𝑁𝑆

+

√
1

𝑁𝑇

)
+𝜆 ,

(11)

where
√
2 > 𝜍′ > 0, and𝜆 represents the combined error :

𝜆 = (ℎ∗,𝑗) +(ℎ∗,ℙ𝑗
) (12)

achieved by the optimal hypothesis ℎ∗ that minimizes this

error when considering the Wasserstein distance W1(⋅)as a

metric between two statistical representations. The detailed

proof is provided in Redko et al. (2017).
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Proof. We prove Theorem 1 by the following derivations :


(
ℎ,𝑗

)
≤ 

(
ℎ∗,𝑗

)
+

(
ℎ∗, ℎ,𝑗

)


(
ℎ,𝑗

)
≤ 

(
ℎ∗,𝑗

)
+

(
ℎ∗, ℎ,ℙ𝑗

)
+

(
ℎ∗, ℎ,𝑗

)

−

(
ℎ∗, ℎ,ℙ𝑗

)


(
ℎ,𝑗

)
≤ 

(
ℎ∗,𝑗

)
+

(
ℎ∗, ℎ,ℙ𝑗

)
+W1

(
𝑗 ,ℙ𝑗

)


(
ℎ,𝑗

)
≤ 

(
ℎ∗,𝑗

)
+

(
ℎ∗,ℙ𝑗

)
+

(
ℎ,𝑗

)

+W1

(
𝑗 ,ℙ𝑗

)


(
ℎ,𝑗

)
≤ 

(
ℎ,ℙ𝑗

)
+W1

(
𝑗 ,ℙ𝑗

)
+W1

(
̃𝑗 , ℙ̃𝑗

)

+𝜆


(
ℎ,𝑗

)
≤ 

(
ℎ,ℙ𝑗

)
+W1

(
̃𝑗 , ℙ̃𝑗

)

+

√
2 log

(
1

𝑢

)
∕𝜍′

(√
1

𝑁𝑆

+

√
1

𝑁𝑇

)
+𝜆.

(13)

Similarly to Redko et al. (2017), the first and fourth rows

are derived by using the property of the triangular inequal-

ity for the error function (⋅). Meanwhile, the following

derivations are obtained according to the properties of the

Wasserstein metric.

From Theorem 1, we observe that the model would

have a tight GB during the initial learning stages since the

memory buffer 𝑠 can store all previously visited samples

at 𝑠 (𝑠 is small). However, as the number of training steps

increases, the GB would increase since the memory buffer

discards past samples loosing their associated information.

This phenomenon corresponds to the forgetting process of

the model. In the following, we extend Theorem 1 to derive

GB for analyzing the generalization performance of a model

on the testing dataset.

Theorem 2. Let  be a data stream consisting of samples

drawn from the categories 𝑆
𝑖

and let ℙ𝑇
𝑖,𝑡

be their associ-

ated target distribution. Let ℙ𝑗
represent the distribution of

the stored samples from the memory buffer 𝑗 , updated at 𝑗 .

Let 𝑈𝑇
𝑖,𝑡

and 𝑈𝑗
be two sample populations of sizes 𝑁𝑇

𝑖,𝑡

and 𝑁𝑗
, drawn from ℙ𝑇

𝑖,𝑡
and ℙ𝑗

, respectively. Let ̃𝑇
𝑖,𝑡

and ℙ̃𝑗
represent the probability distributions for 𝑈𝑇

𝑖,𝑡
and

𝑈𝑗
, respectively. With the probability of 1 − 𝑢, we have the

following GB :

(ℎ,ℙ𝑇
𝑖,𝑡
) ≤ 

(
ℎ,ℙ𝑗

)
+W1

(
ℙ̃𝑇

𝑖,𝑡
, ℙ̃𝑗

)

+

√
2 log

(
1

𝑢

)
∕𝜍′

⎛
⎜⎜⎝

√
1

𝑁𝑇
𝑖,𝑡

+

√
1

𝑁𝑗

⎞
⎟⎟⎠

+𝜆

(
ℙ𝑇

𝑖,𝑡
,ℙ𝑗

)
, (14)

where 𝜆(ℙ𝑇
𝑖,𝑡
,ℙ𝑗

) is the optimal combined error :

𝜆(ℙ𝑇
𝑖,𝑡
,ℙ𝑗

) = (ℎ∗,ℙ𝑇
𝑖,𝑡
) +(ℎ∗,ℙ𝑗

) , (15)

achieved by the optimal hypothesis ℎ∗.

The proof is similar to that for Theorem 1. From The-

orem 2, we observe that the generalization performance of

the model on the target distribution relies on the Wasserstein

distance between the memory distribution ℙ𝑗
and the target

distribution ℙ𝑇
𝑖,𝑡

. In a continual learning process defined by

a class-incremental setting, we usually have multiple target

distributions, each representing the distribution of samples

from a certain category. In the following, we derive a GB

to analyze the generalization performance on multiple target

distributions.

Lemma 1. For a given data stream  consisting of samples

drawn from 𝑆
𝑖

, let {ℙ𝑇
𝑖,1
,⋯ ,ℙ𝑇

𝑖,𝐶𝑇
𝑖

} represent a set of

𝐶𝑇
𝑖

target distributions. The GB for a single model at 𝑗 is

expressed as :

𝐶𝑇
𝑖∑

𝑡=1

{


(
ℎ,ℙ𝑇

𝑖,𝑡

)}
≤

𝐶𝑇
𝑖∑

𝑡=1

{


(
ℎ,ℙ𝑗

)
+W1

(
ℙ̃𝑇

𝑖,𝑡
, ℙ̃𝑗

)

+

√
2 log

(
1

𝑢

)
∕𝜍′

⎛⎜⎜⎝

√
1

𝑁𝑇
𝑖,𝑡

+

√
1

𝑁𝑗

⎞⎟⎟⎠
+𝜆

(
ℙ𝑇

𝑖,𝑡
,ℙ𝑗

)}
,

(16)

The proof simply sums up the GBs between each target

and the memory distributions according to Theorem 1.

Remark. We have several observations from Lemma 1 :

∙ A single model can improve its performance by min-

imizing the Wasserstein distance between the target

and the memory buffer distributions.

∙ The diversity in the memory buffer plays an im-

portant role for the generalization performance of a

single model. For instance, if the memory buffer 𝑗
loses all initial samples, the GB is likely to be large,

leading to a degenerated performance on ℙ𝑇
𝑖,𝑡

, since

W1(ℙ̃𝑇
𝑖,𝑡
, ℙ̃𝑗

) is increased.

∙ A single component model would anyway suffer from

the negative backward transfer even if the memory

buffer stores diverse samples.

In conclusion, a model with a single component can not

address well the modelling of multiple target distributions

due to its limited model capacity and fixed memory size.

In the following section, we address these shortcomings by

means of the proposed dynamic expansion model in the

context of the Task Free Continual Learning (TFCL).
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4.3. Forgetting analysis in a dynamic expansion

model
In this section, we derive the GB for analyzing the forget-

ting behaviour of the dynamic expansion model. Firstly, we

provide the necessary notations and definitions as follows.

Definition 5. (Dynamic expansion model.) We define a dy-

namic expansion model as M = {1,⋯ ,𝐾} which

consists of 𝐾 experts, where 𝑖, 𝑖 = 1,… , 𝐾 is an expert

component in a VAE mixture model.

Definition 6. (Memory distributions.) When adding a new

expert to the proposed EEM model, the current memory

buffer  will be used for training the new expert and after-

wards will be emptied. The aim is to accumulate diverse data

in , for encouraging the assimilation of a variety of infor-

mation when training the new expert. Let T = 𝑘1
,⋯ , 𝑘𝐾 }

be a set of training steps, each associated with a task,

corresponding to a set of buffer memories {𝑘1 ,⋯ ,𝑘𝐾 } at

different times, where each buffer is loaded with data during

each training step 𝑘𝑖
. We consider that the 𝑖-th expert is

trained on the memory buffer 𝑘𝑖 .

Theorem 3. Let  represent a data stream consisting of

data categories (each category represents a set of samples

with certain characteristics) from a dataset 𝑆
𝑖

. Let 𝑗

represent the distribution of all visited samples from the data

stream  at the training step 𝑗 . We assume that we have

trained 𝐾 experts at 𝑗 . With the probability of 1 − 𝑢, we

have the following GB at 𝑗 :


(
ℎ,𝑗

)
≤ F𝑆𝑒𝑙(𝑗) , (17)

where F𝑆𝑒𝑙(⋅) is the selection function defined as :

F𝑆𝑒𝑙(𝑗) =
𝐾

min
𝑖=1

{


(
ℎ,ℙ𝑗

)
+W1

(
̃𝑗 , ℙ̃𝑘𝑖

)

+

√
2 log

(
1

𝑢

)
∕𝜍′

(√
1

𝑁𝑗

+

√
1

𝑁𝑘𝑖

)

+𝜆

(
𝑗 ,ℙ𝑘𝑖

)}
.

(18)

Usually, we perform the model selection for a given batch

of samples instead of the whole training set, allowing a

quicker online training procedure for our model. Therefore,

we divide 𝑗 into 𝑗 parts {1
𝑗
,⋯ ,

𝑗
𝑗
}, where each part

represents the distribution of a batch of samples with cer-

tain characteristics (for example category-like information),

learnt at 𝑗 . The,n we rewrite Eq. (17) as :

𝑖∑
𝑡=1

{


(
ℎ, 𝑡

𝑗

)}
≤

𝑖∑
𝑡=1

{
F𝑆𝑒𝑙(

𝑡
𝑗)
}
. (19)

Eq. (19) provides a tighter GB in a mixture model, when

compared to that of a model with a single expert component,

whose GB is provided in Eq. (11) as defined by Theorem 1,

because of its selection process that always selects a tight

GB when training a new component at 𝑗 . In the following,

Table 1

The classiőcation accuracy when considering őve independent
runs for various models, where ‘*’ and ‘†’ represent the results
cited from De Lange and Tuytelaars (2021) and Jin et al.
(2021), respectively.

Methods Split MNIST Split CIFAR10 Split CIFAR100

őnetune* 19.75 ± 0.05 18.55 ± 0.34 3.53 ± 0.04

GEM* 93.25 ± 0.36 24.13 ± 2.46 11.12 ± 2.48

iCARL* 83.95 ± 0.21 37.32 ± 2.66 10.80 ± 0.37

reservoir* 92.16 ± 0.75 42.48 ± 3.04 19.57 ± 1.79

MIR* 93.20 ± 0.36 42.80 ± 2.22 20.00 ± 0.57

GSS* 92.47 ± 0.92 38.45 ± 1.41 13.10 ± 0.94

CoPE-CE* 91.77 ± 0.87 39.73 ± 2.26 18.33 ± 1.52

CoPE* 93.94 ± 0.20 48.92 ± 1.32 21.62 ± 0.69

ER + GMED 82.67 ± 1.90 34.84 ± 2.20 20.93 ± 1.60

ER𝑎 + GMED 82.21 ± 2.90 47.47 ± 3.20 19.60 ± 1.50

CURL* 92.59 ± 0.66 - -

CN-DPM* 93.23 ± 0.09 45.21 ± 0.18 20.10 ± 0.12

EEM-SW 96.79 ± 0.11 58.81 ± 0.12 22.33 ± 0.15

EEM-Rand 96.73 ± 0.12 56.09 ± 0.15 21.78 ± 0.16

EEM-SD 97.02 ± 0.17 59.03 ± 0.23 23.26 ± 0.14

Table 2

The number of parameters of the proposed approach when
considering various buffer sample selection approaches.

Methods Split MNIST Split CIFAR10 Split CIFAR100 Split M

EEM-SW 21 25 7 7

EEM-Rand 21 25 7 7

EEM-SD 21 25 7 7

we derive the GB for the dynamic expansion model in order

to assess its generalization performance on multiple target

distributions.

Lemma 2. For a given data stream  consisting of samples

drawn from𝑆
𝑖

, let {ℙ𝑇
𝑖,1
,⋯ ,ℙ𝑇

𝑖,𝐶𝑇
𝑖

} represent a set of tar-

get probability distributions associated with 𝐶𝑇
𝑖

categories

of data. The GB for the dynamic expansion model EEM with

several experts, at 𝑗 , is expressed as :

𝐶𝑇
𝑖∑

𝑡=1

{


(
ℎ,ℙ𝑇

𝑖,𝑡

)}
≤

𝐶𝑇
𝑖∑

𝑡=1

{
F𝑆𝑒𝑙(ℙ𝑇

𝑖,𝑡
)
}
. (20)

Remark. We have several observations from Lemma 2 :

∙ To compare with a single model (See Lemma 1), the

dynamic expansion model achieves a tighter GB (Eq. (20))
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Table 3

The number of parameters of the proposed approach when
considering various buffer sample selection approaches.

Methods Split MNIST Split CIFAR10 Split CIFAR100 Split M

EEM-SW 2.1 × 107 5.3 × 108 1.5 × 108 1.5 × 108

EEM-Rand 2.1 × 107 5.3 × 108 1.5 × 108 1.5 × 108

EEM-SD 2.1 × 107 5.3 × 108 1.5 × 108 1.5 × 108

since it involves the selection process that ensures a tight

GB for each target distribution.

∙ Information diversity, accumulated by each expert in the

dynamic expansion model, plays an important role in

the generalization performance. The proposed EEM can

achieve this in two ways. First, the proposed expansion

mechanism evaluates the probability distance between the

incoming samples and the already learned knowledge. A

new expert would then be added whenever the informa-

tion provided is completely new when compared to that

already accumulated by the existing experts. Second, we

empty the memory buffer after creating a new expert, in

order to be filled with new incoming data.

∙ When compared to the theoretical analysis from Ye and

Bors (2021c), Lemma 2 provides a measure of information

loss for a dynamic expansion model at each training step

under TFCL, bridging the gap between the theoretical

analysis and the implementation of TFCL.

5. Experimental results

In the following we provide the empirical results for

the proposed expanding mixture model for the Task Free

Continual Learning (TFCL).

5.1. Experiment setting
First, we introduce several well-known TFCL bench-

marks.

∙ Split MNIST splits MNIST, LeCun, Bottou, Bengio and

Haffner (1998), which contains 60k training images, into

five tasks according to the category, with each category

corresponding to images representing 2 different digits,

corresponding to 2 classes, as in De Lange and Tuytelaars

(2021).

∙ Split CIFAR10 divides CIFAR10, Krizhevsky and Hinton

(2009), into five tasks, where each task consists of sam-

ples from two different classes, De Lange and Tuytelaars

(2021).

∙ Split CIFAR100 divides CIFAR100 into 20 tasks, where

each task has 2500 examples from five different cate-

gories, Lopez-Paz and Ranzato (2017).

∙ Split MImageNet splits MINI-ImageNet into 20 disjoint

subsets, where each subset contains images from five

classes, Aljundi et al. (2019a).

Table 4

The average classiőcation accuracy from 20 runs on complex
datasets.

Methods Split MImageNet Permuted MNIST

ER𝑎 25.92 ± 1.2 78.11 ± 0.7

ER + GMED 27.27 ± 1.8 78.86 ± 0.7

MIR+GMED 26.50 ± 1.3 79.25 ± 0.8

MIR 25.21 ± 2.2 79.13 ± 0.7

EEM-SW 28.90 ± 1.1 80.32 ± 0.6

EEM-Rand 27.23 ± 1.2 80.28 ± 0.5

Table 5

Average classiőcation accuracy for őve independent runs for
various models over data streams with fuzzy task boundaries.

Methods Split MNIST Split CIFAR10 Split MImageNet

Vanilla 21.53 ± 0.1 20.69 ± 2.4 3.05 ± 0.6

ER 79.74 ± 4.0 37.15 ± 1.6 26.47 ± 2.3

MIR 84.80 ± 1.9 38.70 ± 1.7 25.83 ± 1.5

ER + GMED 82.73 ± 2.6 40.57 ± 1.7 28.20 ± 0.6

MIR+GMED 86.17 ± 1.7 41.22 ± 1.1 26.86 ± 0.7

EEM-SW 96.78 ± 1.5 57.32 ± 1.3 28.63 ± 0.8

EEM-Rand 96.63 ± 1.3 58.27 ± 1,5 28.48 ± 0.9

In the following we introduce several baselines that are

used in our experiments.

∙ Finetune trains a single classifier directly on incoming

samples under TFCL.

∙ Gradient Episodic Memory (GEM) is a memory-based

approach that employs a small memory buffer to store a

few past samples, Lopez-Paz and Ranzato (2017).

∙ Incremental Classifier and Representation Learning (iCARL)

is a standard memory-based method used in a class in-

cremental setup, Rebuffi, Kolesnikov, Sperl and Lampert

(2017).

∙ reservoir*, Vitter (1985), is a simple memory-based ap-

proach that stores the observed samples into a memory

buffer  with the random selection process.

∙ Maximally Interfered Retrieval (MIR), introduces a re-

trieval strategy for the sample selection in the memory

buffer during TFCL, Aljundi et al. (2019a).

∙ Gradient based Sample Selection (GSS), employs a spe-

cific mechanism for the sample selection which are stored

in a buffer requiring class labels, which can not be applied

in an unsupervised learning setting, Aljundi et al. (2019c).
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(a) 𝜆 = 0.380. (b) 𝜆 = 0.385.

(c) 𝜆 = 0.386. (d) 𝜆 = 0.390.

Figure 4: The investigation of the data distribution shift and the change in the number of components in EEM-SW when changing
𝜆 in Eq. (6).

∙ Gradient based Memory EDiting (GMED), stores exam-

ples in the memory buffer via gradient updates, to build

more “challenging” samples for replay. GMED can also

be combined with other CL methods, Jin et al. (2021).

Network architecture. We consider the Importance Weighted

Autoencoder from Burda, Grosse and Salakhutdinov (2015)

for implementing the VAE model of each expert. For Split

MNIST the inference and generator models are implemented

by two fully connected layers, each with 200 hidden units.

For CIFAR10 and CIFAR100, we implement the encoder

of the VAE model using a fully connected network with

six layers of {2000, 1500, 1000, 600, 300, 200}, while for the

decoder of the VAE model we use a fully connected network

with six layers of {200, 300, 600, 1000, 1500, 2000}. The

dimension of the latent variable is 200. The GPU used for

the experiments is a GeForce GTX 1080 while using Linux

Ubuntu 18.04.5 as the operating system.

Network and hyperparameters. We adapt ResNet18, He,

Zhang, Ren and Sun (2016), as the classifier for Split

CIFAR10 and Split CIFAR100 according to the setting

from De Lange and Tuytelaars (2021). For Split MNIST,

we consider a Multilayer Perceptron (MLP) network with

2 hidden layers of 400 units each, De Lange and Tuytelaars

(2021), as the classifier. We set the maximum memory buffer

size for Split MNIST, Split CIFAR10, Split CIFAR100 as

2000, 1000 and 5000, respectively. For each training step, a

model would only accesses a batch of 10 samples while all

previously batches are not available. For the expansion crite-

rion from Eq. (6), we consider 𝜆 = {0.385, 0.397, 0.4, 0.42}

for Split MNIST, Split CIFAR10, Split CIFAR100 and Split

MImageNet datasets.

5.2. Results on TFCL benchmarks
Firstly, we evaluate various models under Split MNIST,

Split CIFAR10, and Split CIFAR100, and the results are

reported in Tab. 1, where we compare with several baselines

including : “Finetune” that directly trains a classifier on the

data stream, GSS, Aljundi et al. (2019c), MIR, Aljundi et al.
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Figure 5: The number of components (top) and performance
(bottom) for EMM-SW when tuning 𝜆 from Eq. (6) for the
lifelong learning of Split MNIST.

(2019a), GEM, Lopez-Paz and Ranzato (2017), iCARL,

Rebuffi et al. (2017), reservoir Vitter (1985), CURL, Rao

et al. (2019a), CN-DPM, Lee et al. (2020), CoPE, De Lange

and Tuytelaars (2021), ER + GMED and ER𝑎 + GMED,

Jin et al. (2021) where ER is the experience replay, Rolnick,

Ahuja, Schwarz, Lillicrap and Wayne (2019) and ER𝑎 is ER

with data augmentation. The number of experts reached by

the proposed Evolving Ensemble Model (EEM) model for

Split MNIST, Split CIFAR10 and Split CIFAR100 is of 21,

25 and 7, respectively. The results from Tab. 1 show that the

proposed approach outperforms not only single component

models, including GSS, CoPE, and GMED, but also the

dynamic expansion model CN-DPM, Lee et al. (2020), on

all three datasets. We provide the number of experts and

parameters in Tab. 2 and Tab. 3, respectively.

5.3. Continuous learning results on datasets

containing more complex images
We also investigate the performance of various models

on the large-scale dataset, MINI-ImageNet, Le and Yang

(2015). We follow the setting from Aljundi et al. (2019a),

and implement the classifier of each expert by employing a

reduced version of ResNet-18, He et al. (2016). The com-

parison between the proposed approach and the baselines

on MINI-ImageNet and Permuted MNIST, which contains

images representing different random permutation of the

image pixels from the MNIST database are reported in

Tab. 4, where the results for the baselines are cited from Jin

et al. (2021), and the number of experts for the EEM is of

7. This result shows that EEM Sliding Window (EEM-SW)

outperforms the baselines under the continuous learning of

a challenging dataset containing complex images.

In the following we test the learning robustness by adopt-

ing a more challenging learning setting considering data

streams with fuzzy task boundaries, as in Lee et al. (2020),

where we contaminate the data from a certain task with

outliers corresponding to data from other tasks. We train

the proposed approach under this setting and report the

results in Tab. 5. These results show that the proposed

EEM outperforms other baselines by a large margin on

datasets characterized by fuzzy task boundaries, when the

data stream is non-stationary and contains images from

different data categories, demonstrating its robustness.

5.4. Ablation study
We perform an ablation study to investigate the perfor-

mance of the proposed EEM under different hyperparameter

configurations. For testing the expansion mechanism we

consider various 𝜆 values in Eq. (6), which controls the

mixture’s expansion, when training the EEM Sliding Win-

dow (EEM-SW) on the Split MNIST. The data distributions

(tasks) are indicated at each training step in the results

from Fig. 4 (a)-(d) for 𝜆 = {0.3, 0.385, 0.386, 0.39}. We

can observe that 𝜆 = 0.380 leads to a lower number of

components for EEM-SW and when increasing 𝜆, the EEM-

SW adds and trains additional experts for the ensemble.

The optimal choice of 𝜆 should satisfy a trade-off between

a compact network architecture and the optimal results for

EEM. We can observe from Fig. 4 that 𝜆 = 0.385 represents

the best choice since it does not create more experts while

maintaining a good performance.

In Fig. 5 we show the results and the EEM-SW model’s

complexity when varying the threshold 𝜆, while continu-

ously adding and dropping data samples from the memory

buffer  under Split MNIST. These results indicate that a

small threshold 𝜆 leads to degenerated performance. Accord-

ing to the results from Fig. 5, by increasing 𝜆 leads to a linear

increase in the number of components for EMM-SW while

also improving the performance.

5.5. Visual results
In Fig. 6 (f)-(j) we show the generated images, when

aiming to reconstruct the images from Fig. 6 (a)-(e), after

training EEM-SW after the continuous learning of Split

MNIST. These results show that the proposed approach

provides accurate image reconstructions for each task after

the continual learning of Split MNIST. We also present

the generation results by the selected experts after training

with EEM-SW, in Fig. 7 (a)-(e), where each selected expert

models the underlying distribution of a unique task. These

results show that the proposed EEM-SW can represent well

the data, while also capturing the disentangled knowledge

characteristics of each task without requiring task labels.

6. Conclusion

In this paper, we address the challenging Task Free

Continual Learning (TFCL) paradigm by proposing a novel

approach, namely the Evolved Ensemble Model (EMM),

which learns infinite data streams without forgetting and

without requiring task labels. A memory buffer is used for

streaming the training data. To address the data distribution

shift in TFCL, we introduce a new statistically driven expan-

sion mechanism based on the Hilbert-Schmidt Independence

Criterion (HSIC) which provides appropriate expansion sig-

nals for adding new components when the incoming training

data statistics changes. Furthermore, the proposed expansion
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(a) Testing samples of Task 1. (b) Testing samples of Task 2. (c) Testing samples of Task 3. (d) Testing samples of Task 4. (e) Testing samples of Task 5.

(f) Reconstructions of Task 1. (g) Reconstructions of Task 2. (h) Reconstructions of Task 3. (i) Reconstructions of Task 4. (j) Reconstructions of Task 5.

Figure 6: Results of EEM-SW showing the test images in (a)-(e) and their reconstructions in (f)-(j) after continuous learning on
Split MNIST.

(a) Generations of expert 2. (b) Generations of expert 7. (c) Generations of expert 16. (d) Generations of expert 17. (e) Generations of expert 23.

Figure 7: Image generation results by a selected expert from the EEM-SW when considering the continuous learning on Split
MNIST.

mechanism does neither require substantial computational

costs nor significant additional memory, given that HSIC

is evaluated from the statistics of the feature latent space.

In order to avoid the memory overload, we propose various

dropout mechanisms that can remove unnecessary samples

from the memory buffer. We perform several experiments

on TFCL benchmarks, which demonstrate that the proposed

approach achieves state of the art performance. By address-

ing the TFCL challenge we develop a novel approach to the

streaming artificial intelligence, where tasks characterized

by probabilistic distributions with non-stationary character-

istics are continuously available for training.
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