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Abstract. The safety of autonomous systems in dynamic and hazardous
environments poses signiőcant challenges. This paper presents a testing
approach named SCALOFT for systematically assessing the safety of an
autonomous aerial drone in a mine. SCALOFT provides a framework for
developing diverse test cases, real-time monitoring of system behaviour,
and detection of safety violations. Detected violations are then logged
with unique identiőers for detailed analysis and future improvement.
SCALOFT helps build a safety argument by monitoring situation cov-
erage and calculating a őnal coverage measure. We have evaluated the
performance of this approach by deliberately introducing seeded faults
into the system and assessing whether SCALOFT is able to detect those
faults. For a small set of plausible faults, we show that SCALOFT is
successful in this.

Keywords: Situation-coverage · Safety Testing · Drone.

1 Introduction

Autonomous aerial drones (AAD) have gained popularity due to their ability to
operate autonomously with minimal or no human intervention thus minimising
human risk and offering cost-effective solutions [25]. Their applications include
search and rescue missions, building inspections and navigating challenging en-
vironments such as underground mines. However, the dynamic nature of these
operational environments necessitates the development of a systematic testing
approach to ensure the safety of both the drones and their operating contexts.

Establishing a detailed safety assessment process during the design phase [10]
of AAD applications is difficult, especially where humans will be present, such as
in underground mines. Such a process would need to identify a representative set
of potential failure situations during AAD operations, assess their consequences,
and deőne mitigation measures to minimize risks. For example, even if a drone
can ŕy safely in different light conditions, we still need to make sure it follows
the safety requirements when it is ŕying in complicated situations and ensure
the risk posed is as low as reasonably practicable.
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In traditional software testing, it is common to use coverage measures to
check if all parts of the software were tested. This could be as simple as making
sure every line of code was run at least once. However, these measures have been
criticised for not capturing all the important aspects of the software [5]. They
might miss things like external factors that can affect how the software behaves.

Traditional safety testing employs a variety of coverage techniques, such as
system coverage, requirement coverage, and scenario coverage (refer to Table
1 for an AAD example of how these differ from one another). But testing au-
tonomous software is always tricky because AADs can encounter all sorts of dif-
ferent situations, such as obstacles or interactions with people, in a constantly
changing environment. To test autonomous system software in both expected
and unexpected situations, it is necessary to consider a sufficient range of situa-
tions while testing [5,7]. Situation coverage-based safety testing [5] assesses the

Table 1: Coverage based safety testing

Testing Approach Focus Key Attributes Example of AAD Testing in
Mine

System Coverage
[20],[30], [14],[11],[15]

Thorough testing of
system components
and interactions

Test all components
and their interac-
tions

Ensuring sensors, decision-
making algorithms, and
other systems work together
effectively to avoid collisions

Requirement Coverage
[5]

Verifying compli-
ance with speciőed
safety requirements

Focuses on fulőll-
ing explicit require-
ments

Ensuring the requirement
that AAD slows within a
speciőed distance when a
person is detected inside the
mine

Scenario Coverage [31],
[3], [13], [17], [18]

Performance in pre-
deőned real-world
scenarios

Evaluates system
behavior in a se-
quence of events

Testing drone’s behavior at
predeőned waypoints in the
mine

Situation Coverage [5],
[27], [21], [22], [16],[6]

System’s adaptabil-
ity in dynamic, real-
time conditions

Assess system’s
ability to handle
unexpected situa-
tions

Evaluating how the drone re-
sponds to random obstacles
inside the mine

system’s performance in dynamic, real-time situations, testing its robustness
and adaptability to new situations. While this approach effectively tests the sys-
tem’s ability to handle unforeseen events, it is impossible to ensure exhaustive
coverage of all possible situations in system-level testing. Some recent literature
describes how to őnd representative situations for autonomous vehicles (AVs)
using a situation-coverage-based approach [21,27]. Currently, the methods can
only generate simple test situations. These might help őnd bugs, but they do not
cover all possible situations that can occur in the real world. Also, while some
research has been conducted on situation coverage testing for AVs [22,24], there
is a lack of comprehensive studies addressing situation generation and safety
testing of AADs to address the unique challenges of underground environments.
This gap highlights the need for dedicated research work to develop and validate
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a situation coverage-based safety testing approach that addresses the operational
requirements of AADs in underground environments such as mines.

Due to the identiőed research gaps, this study aims to explore the construc-
tion of a situation hyperspace Ð a conceptual model that systematically or-
ganizes various factors, including environmental conditions, system states, and
external inŕuences, to comprehensively represent the possible combinations of
operating scenarios for AAD based on the Operational Domain Model (ODM).
ODM deőnes the speciőc conditions under which an autonomous system is de-
signed to function safely to establish the system’s operational boundaries (dis-
cussed next in section 2). Additionally, the research will assess whether the test
cases derived from this situation hyperspace provide adequate coverage of the
potential situations an AAD system may encounter. Before conducting situation
coverage-based testing, this study assumes that component-level coverage has al-
ready been achieved and is sufficient. While ensuring component-level coverage
is a signiőcant challenge, it falls outside the scope of this research.

2 Operational Domain Model

Fig. 1 shows a zoomed view of a portion of an ODM for an underground mine.
The ODM offers a structured representation of operational scenarios, environ-
mental conditions, domain-speciőc factors, and mine structures. The total num-
ber of possible test case combinations derived from the ODM is calculated by
analysing the key categories and their branches.

Fig. 1: Zoomed view of ODM for an underground mine. See [9] for the full ODM

For example, in the ODM, the Operational Time category combines factors
such as time metrics, restrictions, and duration metrics. Within the Environ-
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ment category, various factors are considered, including airŕow, visibility, mois-
ture, temperature, dust, light, and methane (CH4), each branching into multiple
subcategories. The Operational Domain category also includes three types of dy-
namic objects (Machinery, Pilot, and Crew) and static objects. Additionally, the
Mine Structure category accounts for elements such as ceiling/roof, wall ma-
terials, and ŕoor materials, each offering multiple options. The combination of
these variables results in thousands of unique test case possibilities. While this
systematic approach ensures comprehensive situation coverage, simulating every
combination is often infeasible due to cost and resource constraints. Therefore,
we őrst need to select which combinations to test. To do this we begin by creating
a situation hyperspace for our SCALOFT testing approach.

2.1 ODM into Target Situation Hyperspace

Several challenges arise when justifying the ODM-based approach to deőning
the target situation hyperspace. First, the situation hyperspace is limitless [28],
so there is no perfect or complete solution. This means we must decide which
speciőc areas to focus on for now. In reality, deőning a situation hyperspace
means choosing certain areas to focus on from an inőnite set. While this approach
does not provide a clear answer to łhow much is enough?ž it justiőes starting with
speciőc priorities since limited resources require us to make informed decisions
about where to begin [4].

Fig. 2: Situation hyperspace inspired from [28]

In our study, the situation hyperspace has been constructed in a methodical
way so that our SCALOFT testing approach can systematically navigate through
it to generate situations for AAD. In Fig. 2, the top layer of the situation hy-
perspace shows the main axis, which is split into two parts: the environmental
conditions axis and the mine structure axis. Under the Environment category,
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the emphasis is placed on the light level and static obstacle, representing objects
that do not undergo dynamic changes in their position or state. From the mine
structure category, the initial coverage target is limited to safe zone i.e. starting
position of the AAD and narrow corridors. While more axes could be added, we
are currently using only these two as we develop our approach. We are develop-
ing the SCALOFT testing system using ROS and Gazebo [19,23], and keeping
the number of situation elements and their combinations small made it easier to
manage and code.

3 Proposed Testing Approach

A well-founded safety case template is required to ensure conődence in the safety
of autonomous systems (AS). The SACE (Safety Assurance of Autonomous Sys-
tems in Complex Environments) guideline offers a structured approach to achieve
this [8]. It includes a set of safety case templates and a process designed to inte-
grate safety assurance into the system’s development while producing evidence
to demonstrate that the system operates safely within acceptable limits.

Our proposed testing approach SCALOFT is designed to address the chal-
lenge posed in SACE ID-E: Activity 29 Ð łDo the test cases sufficiently cover
the range of potential operating scenarios for the Autonomous system?ž.

The next section describes our testing environment, its conőguration and our
proposed testing methodology.

3.1 ALOFT Setup

Our objective is to use the ALOFT: Self-Adaptive Drone Controller testbed [12]
for situation coverage-based safety testing of AAD. ALOFT is a digital twin
with a full physics engine and 3D simulation. It provides a simulation setup of
a mine environment, constructed from 3D laser scans of a mine recreated in a
research lab. The environment can be varied in simulation for situation-based
testing. ALOFT targets the PX4 Vision V1.5 quadcopter, which uses the PX4-
Autopilot ŕight controller software [1]. This system allows external ŕight control
via a companion computer, which communicates with the ŕight control unit
and employs ROS for navigation (see őg. 3). ALOFT contains a self-adaptive
controller and supports runtime data collection, which can be used for detailed
post-ŕight analysis. The project is available on GitHub at this repository.

In SCALOFT, the AAD is tasked with surveying inside the mine. The mission
begins in an open space designated as the safe operating zone with or without
a human present at the entrance in Fig. 3(b). The drone then navigates into
the mine marked as a green line, turning a corner and ŕying near a wall while
conducting the survey. Under ideal conditions, it follows the same trajectory
back to the safe operating zone, ensuring a controlled and safe return.

https://github.com/uoy-research/ALOFT
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(a) Entrance view with interior layout. (b) Top-down view with waypoints.

Fig. 3: ALOFT setup

3.2 SCALOFT

Fig 4 illustrates the workŕow of SCALOFT testing approach. It begins with
initializing an empty coverage grid and the ALOFT simulation environment. In
our study, an initial version of the situation coverage grid can be created using
őve axes, each with two possible values (see table 2).

Combining these factors results in 2
5
= 32 discrete situations (see table 3),

providing a structured way to explore different test cases. The system then itera-
tively generates random situations, marks the corresponding cells in the coverage
grid, and simulates the drone’s behaviour while performing safety checks. In this
case, the initial safety requirements (SRs) are deőned at a high level, as situation
coverage-based safety testing does not necessitate detailed requirement speciő-
cations. Instead, generic safety requirements are sufficient to guide the testing
process. The safety requirements considered are as follows:

ś SR1: The drone shall avoid collisions under all operating conditions.
ś SR2: Upon detecting a person within a speciőed distance, the drone shall

reduce its speed and avoid collision.

During safety checking, any detected safety violation is logged for further
analysis, and a warning is issued. The process continues until a predeőned stop-
ping condition is reached, after which the őnal coverage percentage is calculated
as the ratio of tested situations to the total generated situations (see őg. 4).

Fig. 5(a) shows the drone’s trajectory under normal conditions Ð with no
obstacles in its path and no human present. The AAD successfully completed
its mission from the safe zone (waypoint 1) through waypoints 2 and 3, back to
2 and back home to waypoint 1 (marked as blue dots). During its mission, the
drone only had knowledge of its next waypoint at any given time. In őg. 5 (b),(c)
and (d), the SCALOFT testing approach monitors the drone’s journey through
different test cases in default light condition, recording its path and interactions
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Fig. 4: Our proposed testing approach

in the simulation. Here, default lighting conditions refer to an artiőcial overhead
light that illuminates the entire mine. The green lines in őg. 5 represent the
actual recorded positions of the drone during its journey inside the ALOFT
environment.

We also tested these conditions in a completely dark environment, as shown
in Fig. 6. Even in total darkness, the drone was able to follow the waypoint for a
short distance and continue ŕying while turning a corner. However, it eventually
collided with a bar inside the mine marked in red in őg. 6. Since the drone is
equipped with a depth camera, it was able to detect its surroundings to some
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Table 2: Situation coverage grid

Axis Value 1 Value 2

Turning a corner Mission does not require
turning a corner

Mission requires turning a
corner

Obstacle on path No Yes

Waypoint placement All waypoints in open space At least one waypoint near a
wall

Lighting condition Default Total darkness

Human presence Present Absent

Table 3: Discrete situations

ID Turning Obstacle Waypoint

Placement

Lighting

Condition

Human

Presence

1 No No Open space Default Yes

2 No No Open space Dark No

3 No No Near a wall Default No

. . . (Situations 4 to 31)

32 Yes Yes Near a wall Dark No

extent, which is why it was able to ŕy for a brief period [2]. Information about this
speciőc test cases, along with all other situations with a unique ID representing
collision position and time, was recorded in a JSON őle for further analysis.
The log őle also contains data on the total possible test cases and the total test
cases generated during the drone’s journey, which can be used to calculate the
coverage percentage at the end. The complete log őle, along with implementation
details and results, is accessible via the associated GitHub repository.

4 Performance Evaluation

SCALOFT addresses dynamic safety assurance in challenging scenarios by col-
lecting data on safety violations using continuous runtime monitoring [29]. While
it has shown promise in handling initial coverage targets, its scalability and
adaptability to more complex situational hyperspaces requires further evalua-
tion. In particular, how to select seeded faults for testing, to extend table 2.

Previous studies on situation coverage-based safety testing for AVs (e.g.
[27,21]) have often relied on unsystematic or ad hoc methods for selecting seeded
faults during performance evaluation. In contrast, we introduce a more struc-
tured approach by using HAZOP (HAZard OPerability analysis) guidewords [26]

https://github.com/uoy-research/SCALOFT
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(a) Ideal condition(Drone ŕies a height
of 1.65 m unless there is an obstcale in
it’s path)

(b) Person at the entrance and an Ob-
stacle (0.5m× 0.5m × 1.8m) on obvious
path

(c) An obstacle (0.5m× 0.5m × 1.8m)
positioned on obvious path

(d) Only one person positioned at the
entrance

Fig. 5: Comparison of drone’s journey in different conditions

to systematically derive meaningful fault injection scenarios within the ALOFT
simulation environment (see table 4). Deviations were systematically identiőed
using HAZOP guidewords such as LATE, UNINTENDED, and MORE. These
guidewords serve as triggers for identifying potential failure modes and initiating
investigations on how faults may propagate through the system. By combining
each guideword with relevant system parameters (such as introducing a timing
delay, see table 4), we created a Deviation Matrix that shows how the system
could behave differently from what was expected, helping us uncover possible
faults. The observed safety violations across all fault injection scenarios indicate
that the seeded faults were successfully triggered and validate the effectiveness
of the SCALOFT testing approach for small faults.
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Fig. 6: Drone’s journey in no light setting

Table 4: Performance evaluation of SCALOFT

HAZOP
Guidewords

Injected Faults Outcome Safety
Violation

LATE: Rel-
ative to the
clock time

Delay detecting human
by 3 seconds

Drone failed to reduce speed
due to late detection

SR2

UNINTENDED:
Unintended ac-
tivation

Simulate false collision
every 20 sec

After experiencing a false colli-
sion detection, the drone actu-
ally collided with a wall

SR1

MORE: Quan-
titative in-
crease

Increase goal threshold An increased goal threshold
leading the drone to navigate
incorrectly and collide before
reaching the next waypoint

SR1

5 Conclusion

SCALOFT represents an initial yet promising approach to situation coverage-
based safety analysis for autonomous aerial drones in mine environments. By
leveraging structured test case generation and real-time safety monitoring, it ef-
fectively identiőes safety violations and ensures a systematic evaluation of drone
behaviour in dynamic scenarios. The initial performance evaluation results with
seeded faults highlight the system’s ability to detect small faults. We then in-
troduced a more structured approach to systematically derive meaningful fault
injection scenarios (seeded faults) by using HAZOP guidewords. This systemat-
ically introduces faults at the system behaviour level such as timing delays or
false positive detections. It allows us to run the fault in simulation and analyse
the outcomes increasing the situation-coverage level achieved.

However, as the situation space expands, several challenges must be ad-
dressed. The complexity of real-world scenarios necessitates a more scalable ap-
proach to deőning and testing situation hyperspaces. The current model, while
structured, is limited in its ability to handle an inőnite number of potential op-
erational conditions.
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