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There is mounting evidence that species interactions often involve long-term memory, with highly-
varying waiting times between successive events and long-range temporal correlations. Accounting
for memory undermines the common Markovian assumption, and dramatically impacts key ingredi-
ents of population dynamics including birth, foraging, predation, and competition processes. Here,
we study a critical aspect of population dynamics, namely non-Markovian multi-species competition.
This is done in the realm of the zero-sum rock-paper-scissors (zRPS) model that is broadly used in
the life sciences to metaphorically describe cyclic competition between three interacting species. We
develop a general non-Markovian formalism for multi-species dynamics, allowing us to determine the
regions of the parameter space where each species dominates. In particular, when the dynamics are
Markovian, the waiting times are exponentially distributed and the fate of the zRPS model in large
well-mixed populations is encoded in a remarkably simple condition, often referred to as the “law
of the weakest” (LOW), stating that the species with the lowest growth rate is the most likely to
prevail. We show that the survival behavior and LOW of the zRPS model are critically affected by
non-exponential waiting times, and especially, by their coefficient of variation. Our findings provide
key insight into the influence of long waiting times on non-Markovian evolutionary processes.

Ecosystems consist of a large number of competing
species, and it is of paramount importance to study
the mechanisms affecting their probability of extinction
and survival. It is well known that random birth and
death events cause demographic fluctuations that can ul-
timately lead to species extinction or fixation – when one
species takes over the entire population. As demographic
fluctuations are strong in small communities and weak in
large populations, various dynamics as well as survival
and fixation scenarios appear in communities of differ-
ent size and structure, see, e.g., Refs. [1–18]. For exam-
ple, experiments on three-strain colicinogenic microbial
communities have demonstrated that cyclic rock-paper-
scissors-like competition led to intriguing behavior, with
only the colicin-resistant strain surviving in large well-
mixed populations, and to the long-time coexistence of all
species on Petri dishes [3]. In this context, “rock-paper-
scissors” games have received much attention and served
as paradigmatic models for the dynamics of species in
cyclic competition, see, e.g., [3, 4, 6–8, 11, 14–17, 19–39].

The conditions favoring one species over other compet-
ing ones generally depend on numerous complex factors,
e.g. the availability of nutrients or the presence of tox-
ins in the ecosystems. However, the fixation and survival
probabilities of the zero-sum rock-paper-scissors (zRPS)
model, in which what one gains is exactly what the oppo-
nent loses, satisfy a remarkably simple relation in large
well-mixed populations [1, 2, 40]: the species with lowest
per-capita predation-reproduction rate (lowest payoff) is
the most likely to survive and fixate the population. This
counterintuitive result, often referred to as the “law of
the weakest” (LOW) [2, 40], becomes asymptotically a
zero-one law in large populations, where the species with
lowest payoff fixates the population and the others go
extinct with a probability approaching one [1, 2, 40].
The LOW has been studied in various settings, see, e.g.,

Refs. [1, 2, 15, 16, 40], including in recent laboratory-
controlled experiments. Notably, Ref. [17] studied cyclic
competition of three strains of E. coli and found that the
‘weakest strain’ dominates the microbial community.

The LOW has been derived when the underlying
stochastic dynamics are interpreted as a Markov pro-
cess, with exponentially distributed waiting times (also
referred to as interevent, holding or residence times), see,
e.g., [41]. In many situations, however, species interac-
tions may involve time delays or different time scales, of-
ten yielding memory effects and hence the violation of the
Markov assumption. In this case, the waiting-time dis-
tribution (WTD) is no longer exponential, and this can
significantly affect the evolutionary dynamics, resulting,
e.g., in correlations, amplified oscillations, or enhanced
extinction probabilities [42–49]. In the context of ani-
mal behavior, optimal search strategies are often related
to non-exponentially distributed interevent times [42–
46, 50–52]. It has notably been reported that environ-
mental variability, affecting resource availability, can re-
sult in a heavy-tailed WTD which in turn shapes the pop-
ulation dynamics, see e.g. [43, 44]. For instance, heavy-
tailed WTDs characterizing Caenorhabditis elegans dy-
namics, have recently been shown to be associated with
slow adaptation and to yield long-range correlations [48].

While non-exponential WTDs have been found to lead
to strong stochastic oscillations and to enhance extinc-
tion in a two-species predator-prey model [49], to the best
of our knowledge, the fixation/survival behavior of zRPS
games with non-Markovian dynamics has not been stud-
ied. In particular, it is unknown how the fixation prop-
erties change when the reactions have non exponential
WTDs. In this work, we systematically analyze how dif-
ferent examples of WTDs alter the LOW in the paradig-
matic zRPS model, and hence shed further light on the
influence of WTDs on the evolution of non-Markovian
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processes in the presence of long-term memory.
Basic Model. We consider a well-mixed popula-

tion of constant size N consisting of individuals of three
species: nA, nB and nC individuals of species A, B and
C, respectively, with nA+nB+nC=N . The species are in
cyclic competition: A outcompetes B, which dominates
C, which in turn kills and replaces A, closing the cycle.
That is, in this general zRPS model, sometimes referred
to as cyclic Lotka-Volterra model [6, 12, 15, 16, 20, 22],
each species is the predator of another, and the prey of
the third species. Each predator-prey interaction consists
of a “predation with reproduction” event, where the prey
is killed and simultaneously replaced by an individual of
the predating species. The dynamics can thus be repre-
sented by the reactions [see Eq. (B1)]:

A+B
kA/N−→ A+A

B + C
kB/N−→ B +B (1)

C +A
kC/N−→ C + C,

where kA, kB, kC are predator-prey interaction rates.
Under Markov dynamics, in the mean-field (MF) limit

where N → ∞ and demographic fluctuations are negli-
gible, denoting by a = nA/N, b = nB/N and c = nC/N ,
the respective fractions of A,B and C in the population,
the zRPS dynamics obey the set of rate equations [21]

ȧ = a(kAb−kCc), ḃ = b(kBc−kAa), ċ = c(kCa−kBb), (2)

where, here and henceforth, the dot denotes the time
derivative. Here, the equilibrium points are the absorbing
steady states (a, b, c) = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} and
the coexistence stationary point

s∗ ≡ (a∗, b∗, c∗) = (kA + kB + kC)
−1(kB, kC, kA). (3)

The absorbing steady states correspond to each species
prevailing in turn and are all saddles (unstable), whereas
s∗ is a marginally stable nonlinear center. In fact,
Eqs. (2) admit the nontrivial constant of motion [21]

R(t) ≡ akBbkCckA . (4)

With the conservation ofR, the oscillatory dynamics gov-
erned by (2) are characterized by neutrally-stable closed
orbits, set by R(t) = R(0), surrounding s∗ in the ternary
phase space simplex, see Fig. 1(a) and Appendix A. One
of the aspects of this study is to analyze the robustness
of the dynamics predicted by (2) when memory effects
modify the forms of these rate equations, see below.
In finite populations, with N <∞, the zRPS dynamics

are generally modeled as a Markov process with absorb-
ing states [6, 8, 41, 53–55]. In the presence of demo-
graphic fluctuations, stemming from randomly-occurring
birth and death events, see Appendix B,R(t) is no longer
conserved. Here, the stochastic trajectories in the phase
space follow the MF orbits for a transient and perform
random walks between them, before hitting a boundary
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FIG. 1. (a-c) Dynamics in the the ternary simplex (phase
space) for the zRPS model with exponential WTD in (a). In
(b) and (c) the last two reactions of (1) have an exponential
WTD, while the first reaction has a power-law WTD (8) with
(kA, αA) = (0.8, 2.5) in (b), and a gamma WTD (16) with
(kA, αA) = (0.8, 0.8) in (c). In (a-c): kA = 0.8, kB = kC = 1
and N = 100. Gray dotted lines: stochastic trajectories (sin-
gle realization, clockwise dynamics) represent (nA,nB,nC)/N ,
with initial conditions (1/3, 1/3, 1/3). Red thick lines: de-
terministic outermost orbits, see Appendix C. Each corner
corresponds to the fixation of the labeled species. (d) RGB
diagram used to color code the fixation heatmaps, where the
letters ‘A’ (red), ‘B’ (green) and ‘C’ (blue) denote the winning
species associated with each color, see text.

and then a corner of the ternary simplex (phase space),
see Fig. 1(a). This results in the extinction of two species
and fixation of the third [6, 12, 14, 15]. The ensuing fix-
ation/survival behavior depends crucially on the fluctu-
ations in the number of individuals of each species that
scales as

√
N (their fraction scales as 1/

√
N). In this

context, there has been a great interest in analyzing the
influence of N on the species survival/fixation scenarios,
see, e.g. Refs. [1, 2, 15–17, 40]. A central question con-
cerns the survival or, equivalently, fixation probability ϕi
of species i ∈ {A,B,C}, defined as

ϕi ≡ lim
t→∞

Prob{ni(t)=N |ni(0)} ≈ lim
t→∞

Prob{ni(t)=N}.

In large populations, N ≫ 1, ϕi for the zRPS model
with Markovian dynamics are independent of the initial
conditions (except when initially one or more species are
absent, or if the system starts very close to an absorbing
boundary) [2, 12, 15, 16, 40], and satisfy the LOW. Thus,
since throughout this paper we assume N ≫ 1, without
loss of generality we consider an equal initial number of
individuals of each species, ni(0) = N/3. We have also
numerically confirmed that ϕA, ϕB and ϕC are essentially
independent of the initial condition when N ≫ 1.
Next, we focus on studying the influence of non-

exponential WTD on ϕi in large populations, and devi-
ations from the survival/fixation scenarios arising under
Markovian dynamics that are briefly summarized below.
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The mean time to extinction (MTE) text, the average
time for two species to go extinct (with fixation of the re-
maining one), is also a relevant quantity that depends on
N . For the zRPS model with Markovian dynamics, the
MTE has been shown to scale linearly with N [6, 12, 16]:
text ∼ N . This stems from extinction/fixation being
reached after O(N2) reactions (random-walk steps in pa-
rameter space), each occurring on a time scale O(1/N).
For the zRPS model with non-exponential WTD, we
still expect text ∼ N whenever the underlying MF dy-
namics are characterized by closed orbits, see below and
Fig. 1(b,c). Yet, a systematic study of the MTE for non-
Markovian dynamics will be done elsewhere.

The law of the weakest under Markovian dynam-

ics. As aforementioned, when reactions (1) have expo-
nential WTDs (Markovian dynamics), the fixation prob-
abilities of the zRPS games satisfy the LOW [1, 2, 12, 15,
16, 40]: for sufficiently large N , typically N ≳ 100, the
species i∈{A,B,C} with the lowest rate ki∈{kA, kB, kC}
is the most likely to fixate the population [2, 12, 40]:

ϕi > ϕj if ki < kj for i ̸= j ∈ {A,B,C}. (5)

The LOW thus identifies the species i with the lowest ki,
dubbed the “weakest species”, as the most likely to fix-
ate/survive, with a probability ϕi ≤ 1 and 0 < ϕj < ϕi,
independent of the initial condition. Moreover, in very
large populations the LOW becomes asymptotically a
zero-one law [2, 40]: it predicts that the weakest species
has a probability one to survive while the others go ex-
tinct. Hence, for very large N , we have:

ϕm → 1, ϕn, ϕl → 0 if km < kn, kl, (6)

for (m,n, l) being all possible permutations of (A,B,C).
If two species have the same interaction rate that is less
than the other species’ rate, the LOW predicts that the
latter is most likely to go extinct, with a probability ap-
proaching one when N ≫ 1, while the former have the
same probability (approaching 1/2 when N ≫ 1) to fix-
ate. The LOW thus predicts the regions of the parameter
space in which each species is most likely to prevail [40].
For Markovian dynamics, according to Eqs. (5,6), the
borders between these phases are given by simple linear
relationships between the ki’s.

Insight into the LOW can be gained by considering the
effect of demographic fluctuations on the closed orbits of
the MF dynamics (2). When the stochastic trajectories
in the phase space reach the outermost orbit defined by
R(t) = 1/N [15, 40], chance fluctuations cause the ex-
tinction of two species and fixation of the remaining one.
From the coexistence equilibrium s∗ and expression (4)
of R, it can be argued that the outermost orbit is closest
to the edge leading to the fixation of the weakest species,
yielding the LOW [40].

It is worth noting that a different scenario emerges
in the Markovian zRPS model in small populations (N≲
20): ϕi’s satisfy the so-called “law of stay out” [40], where
ϕA, ϕB and ϕC depend on the initial condition [15, 16,

40] [56]. Yet, here we consider large enough systems (N ≥
102) to disregard possible effects of the law of stay out.

RPS under exponential WTD. The LOW of the
zRPS model has been amply studied under Markov dy-
namics. Here, the rates ki of reactions (1) are directly
related to the mean of the exponential WTD, ψ(τi), be-
tween two reactions [41], where τi is the time between
two successive events in which the predating species
i ∈ {A,B,C} kills and replaces a prey.
Generally, in a continuous-time Markov process, wait-

ing times are distributed according to a one-parameter
exponential function that can be written as

ψex(τ) = λe−λτ , ⟨τ⟩ =
∫ ∞

0

τψex(τ)dτ = λ−1, (7)

with the single parameter λ coinciding with the inverse
of ⟨τ⟩, the mean time separating two successive events
(reactions). In the zRPS model under Markov dynamics
one has λA = NkAab, λB = NkBbc and λC = NkCac, for
the reactions in Eq. (1). For ψex(τ), the variance, coef-
ficient of variation (CV, ratio of the standard deviation
to the mean), and median are respectively var(τ) = λ−2,
CV(τ) = 1, and τ̄ = ln 2/λ.
Here, we are interested in how the LOW is affected

by WTDs that are not exponential, i.e. when the re-
sulting zRPS dynamics are non-Markovian and include
long-term memory. For simplicity our analytical deriva-
tion focuses on the case where the second and third re-
actions B + C → B + B and C + A → C + C are
Markovian, with exponential WTDs, ψi(τ) = λie

−λiτ

for i = B,C, whereas the first reaction A + B → A + A
is non-Markovian and has a non-exponential WTD, de-
noted by ψA(τ). We consider two representative choices
of a power-law and gammaWTDs [47] with a finite mean.
The former allows us to study the influence of WTD with
“heavy tails”, commonly observed in ecology and biol-
ogy [42, 44–46, 48, 50–52], and the latter allows us to
investigate the role of the WTD shape (skewness, mode)
on non-Markovian dynamics. Notably, we focus on the
regime where the CV of the WTD is larger than that of
an exponential, i.e., CV(τ) > 1, where large deviations
from the LOW are expected. The non-Markovian RPS
processes considered in this work are simulated following
the method described in Appendix C.

Results
RPS survival behavior with power-law WTD.

Here, we assume that the interevent time τA of the re-
action A + B → A + A is distributed according to the
two-parameter (ΛA, αA) power-law WTD:

ψA(τA) = ΛA
αA

(1 + ΛAτA)αA+1
, αA > 1,ΛA > 0, (8)

whose mean, variance, and median are respectively

⟨τA⟩=
1

ΛA(αA−1)
, var(τA)=

αA⟨τA⟩2
(αA−2)

, τ̄A=
21/αA−1

ΛA
,

(9)
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while CVA ≡
√

var(τA)/⟨τA⟩ =
√

αA/(αA − 2). While
the variance and CVA are finite when αA > 2, one can
still simulate the dynamics when αA ≤ 2, see below.

The natural choice to directly compare the dynamics
with a non-exponential WTD and its Markovian counter-
part (with exponential WTDs), is to require the WTD’s
mean ⟨τA⟩ to match the mean waiting time under Marko-
vian dynamics λ−1

A [57], where λA = NkAab. This yields

ΛA = λA/(αA − 1). (10)

Henceforth, we assume that (10) holds focusing on the
αA>1 regime (finite mean), and discuss our results chiefly
in terms of the parameters kA and αA.

Notably, under Eq. (10), while the mean interevent
time of the reaction A+B → A+A is the same as in the
Markovian (exponential) case, the variance of τA with the
power-law WTD is larger for any αA > 1 (for 1 < αA ≤ 2
the variance and CVA of (8) diverge), see Eq. (9). In
fact, we notice that for the WTD (8), CVA → 1 (as
for an exponential WTD) as αA → ∞, and CVA → ∞
when αA → 2. We thus expect the main differences from
the exponentially-distributed case to arise when αA ≳ 1,
whereas we recover the LOW scenarios when αA → ∞.

Importantly, as shown below, for a zRPS model with a
heavy-tailed WTD, the survival/fixation behavior is not
fully captured by the LOW as it cannot be solely inferred
from the mean interevent times of the reactions (1). Intu-
itively, this stems from the fact that the mean time for a
reaction to occur, related to the reaction rate, is not nec-
essarily a good measure for typical events. In fact, while
the mean time may be large, corresponding to a small re-
action rate, the typical interevent times can actually be
short, see Fig. 2 for an illustration with a gamma WTD
[see Eq. (16)] for the reaction A+B → A+A (with the
others being Markovian). In this case the typical reac-
tion rate is larger than its mean and the LOW prediction
does not generally capture the survival/fixation scenario:
i.e., even if kA < kB , kC , A may not be the most likely to
survive. Notably, while this behavior can be expected for
monotone-decreasing WTDs (e.g., power-law or gamma
WTD with α ≤ 1, see below), it is not intuitively clear
how the LOW changes for non-monotone WTDs.

Generalized rate equations under power-law

WTD. We now consider explicitly the case where the re-
action A+B → A+A has an interevent time distribution,
given by the power-law WTD (8), with the other two
reactions of (1) having exponential WTDs. Analytical
progress can be made using the formalism of continuous-
time random walks [58, 59], which leads to replace (2) by
the following generalized MF rate equations:

ȧ = a b kAΘ(a, b, c)− a c kC,

ḃ = b c kB − a b kAΘ(a, b, c), (11)

ċ = a c kC − b c kB,

where Θ(a, b, c) = ΘPL(a, b, c) is the memory kernel in

10 3 10 2 10 1 100 10110 4

10 3

10 2

10 1

100

101

102

(
)

gamma WTD
exponential WTD

FIG. 2. An illustration of a gamma distribution (blue line)
for αA = 0.1 and ΛA = 0.25, such that the mean (black tri-
angle) equals 0.4. The red line depicts an exponential distri-
bution with the same mean. In contrast, the medians (green
squares) differ significantly: 0.277 (exponential WTD) and
0.0024 (gamma WTD).

the power-law case, see Appendix B:

ΘPL(a, b, c)=χ

{

[

1−e(αA−1)χαAEαA+1[(αA−1)χ]
]−1

−1

}

.

(12)
Here χ≡c(bkB + akC)/(abkA), Em(z) ≡

∫∞

1
e−zτ τ−mdτ

is the exponential integral function, and we have set ΛA=
λA/(α−1) with λA=NkAab. Thus, the mean interevent
time of (8) equals that of an exponential WTD.
In fact, the generalized rate equations (11) can be used

to find the coexistence equilibrium of the zRPS model
with different non-exponential WTDs (see also the next
section), and study the deviations that they cause to (3).
When Eqs. (11) lead to closed orbits in the phase space,
we can proceed as under Markovian dynamics, and in-
fer from the location of the coexistence equilibrium and
outermost orbit, which species is the most likely to fix-
ate/survive, see Fig. 1(b,c) and below.
While rate equations (11) with (12) cannot be solved

analytically, a numerical solution for its coexistence sta-
tionary state (a∗, b∗, c∗), with λA given by Eq. (10), is
shown in Fig. 3(a,b). Figure 3(a) shows (a∗, b∗, c∗) ver-
sus αA, when kA = kB = kC = 1 and the power-law
WTD [Eq. (8)] has the same average ⟨τA⟩ = 1/λA as un-
der Markovian dynamics. As αA increases, we recover the
well-known Markovian result, with a∗ = b∗ = c∗ = 1/3
for αA → ∞ [see Eq. (3)], whereas a∗ = b∗ < c∗ when
αA is finite. Figure 3(b) shows the dependence of the
coexistence state on kA for fixed αA.
The limit αA ≫ 1 is particularly interesting as it is

amenable to further analytical progress, and we aim at
deriving the first subleading correction to (3) as a func-
tion of α−1

A ≪ 1. To do so, we first approximate the expo-
nential integral function Em(z) in the limit of m, z ≫ 1,
which yields: Em(z)=

∫∞

1
e−zℓℓ−mdℓ ≃ e−z/(m+z) [60].

Using this approximation and the definition of χ [below
Eq. (12)], in the limit of αA ≫ 1 the memory kernel
[Eq. (12)] becomes:

ΘPL(a, b, c) ≃ αAχ [1 + (αA − 1)χ]
−1
, (13)

where χ is a function of a, b and c, given below Eq. (12).
This result is formally valid for αA ≫ 1, but remains



5

rather accurate also for αA ≳ 2, see Fig. 3(a,b). As can
be seen, at αA → ∞ we recover the well-known form
of Θ = 1, such that the rate equations (2) of an expo-
nential WTD are recovered, see Eqs. (11), yielding the
coexistence fixed point (3). However, at finite αA, we
find a nontrivial correction stemming from the power-
law WTD of τA and non-Markovian nature of dynamics,
see Fig. 3(a,b).
Focusing on αA ≫ 1, here we analyze the interesting

case where the predator-prey reaction rates obey the ra-
tio kA : kB : kC = k : 1 : 1, e.g., kB = kC = 1, kA = k.
(The coexistence equilibrium point for arbitrary kA, kB
and kC is determined in in Appendix D.) Using Eq. (13),
the coexistence equilibrium in this case reads

{a∗, b∗, c∗} =
{2(αA − 1), 2(αA − 1), k(2αA − 1)}

4(αA − 1) + k(2αA − 1)
.(14)

This shows that a power-law WTD for τA generally
changes the long-time zRPS dynamics. In particular, the
tie predicted by Eq. (3) when k = 1 is broken (even at
large αA), with now c∗ = (1/3)[1 − 2/(3(2αA − 1))]−1

and a∗ = b∗ = (1/3)[1 + 1/(6(αA − 1))]−1, implying
c∗ > a∗, b∗ as found in Fig. 3(a,b). Notably, when αA

is not too close to 1, we have numerically verified that
this coexistence equilibrium is a nonlinear center, and
species extinction/fixation thus occurs from its outermost
orbit, according to the scenario outlined in the previous
section, see also Appendix C. In Fig. 3(a,b) the numer-
ical solution of the stationary (11) agrees well with the
analytical approximation (14) for a⋆, b⋆, c⋆ and simula-
tion results averaged over many stochastic realizations,
see also Fig. 7 in Appendix C. In particular, Eq. (14) is
quite accurate already when αA ≳ 2.

From Eq. (14) we can derive a useful expression for the
critical value k∗ = k(αA) for which a∗(k∗) = b∗(k∗) =
c∗(k∗) = 1/3. This can be found by demanding that
a∗ = b∗ = c∗ in Eq. (14), which for αA ≫ 1, yields:

k∗(αA) ≃ 1− (2αA − 1)−1. (15)

This critical value separates the k−αA parameter space
in two regions: c∗ > a∗ = b∗ where k > k∗ and a∗ = b∗ >
c∗ where k < k∗. For sufficiently large αA this informs
on the location of the outermost orbit of (11), see also
Appendices A and C, implying that species A is the most
likely to go extinct when k > k∗, while species A is the
most likely to fixate the population where k < k∗. This is
discussed below and remarkably demonstrated in Fig. 4.

RPS survival behavior with Gamma WTD. We
now consider a different non-Markovian scenario where
the distribution of interevent times τA of A+B→A+A
is a two-parameter (ΛA, αA) gamma distribution:

ψA(τA) =
ΛαA

A

Γ(αA)
ταA−1
A e−ΛAτA , with αA,ΛA > 0 (16)

such that ψA is normalizable, with mean and variance

⟨τA⟩ = αA/ΛA, var(τA) = αA/Λ
2
A, (17)
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FIG. 3. Mean field steady-state concentrations of A, B and
C versus α−1

A
and αA (a,c) and kA (b,d). In (a-b) and (c-d)

the first reaction of (1) has a power-law and gamma WTD,
respectively, while the second and third reactions have expo-
nential WTDs. Markers are mean field values (see legend) as
obtained by averaging over stochastic simulations (see details
in Appendix C). In all panels dashed lines show the analyt-
ical results: Eq. (14) in (a,b) and Eq. (20) in (c,d). The
solid lines in (a,b) show the exact expression from numeri-

cally solving Eqs. (11) for ȧ = ḃ = ċ = 0. Parameters are:
kA = kB = kC = 1 (a), αA = 3 and kB = kC = 1 (b),
kA = kB = kC = 1 (c), and αA = 0.4 and kB = kC = 1 (d).

and CVA(τ)=α
−1/2
A . The median does not admit a closed

form but can be computed numerically for any (ΛA, αA).
To directly compare the dynamics under gamma and
exponential WTDs, we demand that the mean of the
gamma WTD be ⟨τA⟩ = 1/λA = 1/(NkAab). This yields

ΛA = λAαA. (18)

For the gamma WTD, CVA → 1 when αA → 1 whereas
CVA → 0 when αA → ∞, and CVA → ∞ when αA → 0.
We thus expect to essentially recover the LOW scenarios
when αA → 1, and to find strong deviations from it when
αA → 0. In the following, we focus on the regime of αA ≤
1 for which CVA ≥ 1. Yet, the theory presented below
is also applicable for αA > 1, but a detailed treatment
requires specific computational techniques that will be
presented elsewhere (see Appendix C).

Generalized rate equations under gamma WTD.

For a gamma WTD (16) of the first reaction of (1), pro-
ceeding as above, the generalized MF rate equations are
given by (11), with the memory kernel (see Appendix B)

ΘG(a, b, c) = χ [(1 + χ/αA)
αA − 1]

−1
, (19)

where again χ ≡ c(bkB + akC)/(abkA), and we have as-
sumed ΛA = λAαA. When αA = 1, we recover ΘG = 1,
yielding the MF Markovian dynamics.
In this case, we can solve for the steady state of

Eqs. (11) exactly. Setting ȧ = ḃ = ċ = 0 in (11),
we find a relation for the coexistence equilibrium:
a∗b∗kAΘG(a

∗, b∗, c∗) = kCa
∗c∗ = kBb

∗c∗. Here, for con-
creteness, we focus again on kA : kB : kC = k : 1 : 1
(see Appendix D for the general case). Together with
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the relations c∗ = 1 − a∗ − b∗ and memory kernel (19),
the coexistence equilibrium here becomes

{a∗, b∗, c∗} =
{2, 2, kαA(3

1/αA − 1)}
4 + kαA(31/αA − 1)

. (20)

Thus, a∗ is a decreasing function of k at fixed αA. In
addition, for k = 1, we have a∗ = b∗ > 1/3 and c∗ <
1/3 when αA > 1, while a∗ = b∗ < 1/3 and c∗ > 1/3
when αA > 1, see Fig. 3(c,d). At αA ≪ 1, the fixed
point becomes a∗ = b∗ ≈ (2/kαA)3

−1/αA and c∗ ≈ 1 −
(4/kαA)3

−1/αA ; i.e., a∗ and b∗ are exponentially small,
while c∗ approaches 1 exponentially.
A simple expression for the critical value k∗ = k(αA)

for which a∗(k∗) = b∗(k∗) = c∗(k∗) = 1/3 is easily found
by solving αAk

∗(31/αA − 1) = 2, yielding

k∗(αA) = 2
[

αA(3
1/αA − 1)

]−1

. (21)

This critical value separates the k−αA parameter space
in two regions, one in which a∗ = b∗ > c∗ (where k < k∗)
and another where a∗=b∗<c∗ (where k>k∗), see below.

Fixation heatmaps for the power-law WTD. A sys-
tematic way to visualize the influence of a heavy-tailed
WTD on the RPS fixation behavior is by means of fixa-
tion heatmaps shown in Fig. 4. These are RGB-coded ac-
cording to the diagram of Fig. 1(d) and report the triplet
(ϕA, ϕB, ϕC) versus αA and kA – the mean rate (per A-B
pair) of the first reaction of (1). According to Fig. 1(d),
the phase dominated by species A, B and C appears in
red, green, and blue, respectively. In the color-coding
of Fig. 1(d), different levels of yellow, cyan and magenta
correspond respectively to a finite fixation probability of
A and B, B and C, C and A, while white encodes the
same fixation probability for each species (ϕi ≈ 1/3).

In Fig. 4(a) we show results where the first reaction has
power-law WTD (8) and the other reactions have expo-
nential WTDs, with ΛA given by (10), and λA=NkAab,
λB =NkBbc and λC =NkCac. In Fig. 4(b,c) we report
results obtained for the dynamics where all reactions are
drawn from a power-law WTD, with αB = αC = 10 in
(b), and αB = αC = 1.5 in (c). Here, ΛB = λB/(αB − 1)
and ΛC = λC/(αC − 1), see Eq. (10). As a reference, it
is useful to consider the fixation heatmap predicted by
LOW for Markovian dynamics with exponential WTD:
when kB = kC = 1, A dominates (red phase) for kA < 1
and B and C dominate (cyan phase) for kA > 1, sepa-
rated by kA = 1 [dotted lines in Fig. 4].
The heatmap diagram of Fig. 4(a) is mostly character-

ized by a red phase dominated by A (ϕA ≈ 1, ϕB ≈ ϕC ≈
0), and a cyan phase where B and C are the prevailing
species (ϕA ≈ 0, ϕB ≈ ϕC ≈ 1/2). The border between
these phases is an increasing function of αA. When αA

approaches 1, the dynamics of (11) are not necessarily
characterized by closed orbits, and a third phase, not
predicted by the LOW, emerges in blue: it corresponds
to the dominance of C (ϕA ≈ ϕB ≈ 0, ϕC ≈ 1), with
breaking of the B/C symmetry. Here, as αA → 1, the

typical interevent time (median) diverges [see Eq. (9)].
As a result, the typical production rate of A individu-
als is very high at the expense of B individuals. Thus,
the population of C can grow almost without opposition
from its predator, species B, that is rapidly consumed by
A, and hence C eventually fixate the entire population
when αA ≈ 1. Notably, Eqs. (11) support this analy-
sis: as αA → 1, memory kernel (12) becomes very large,
ΘPL ≫ 1, which yields c∗ → 1, and a∗, b∗ → 0. In con-
trast, when αA ≫ 1, we recover the LOW predictions
and the separation between the red and cyan phases oc-
curs around k∗ (dashed line) given by (15). Remarkably,
the prediction of k∗ as a separating curve turns out to be
valid also at αA ≳ 1. Here, as αA approaches 1 and the
median increasingly deviates from the mean, a striking
departure from the LOW is observed; i.e., it is necessar-
ily to significantly lower kA (much below 1) for A to win.
The diagram of Fig. 4(b) is quantitatively similar to that
of Fig. 4(a). This is because for large values of αB, αC,
the power-law WTDs for the corresponding reactions are
close to the exponential WTDs considered in Fig. 4(a).
The heatmap of Fig. 4(c) is characterized by the same

phases as in Fig. 4(a,b), with some major quantitative
differences. In particular, we notice that the separation
between the cyan and red phases in panel (c) occurs for
values of kA much higher than 1 (predicted by the LOW).
This stems from the typical rates of the last two predator-
prey reactions of (1) being less than their corresponding
means, giving rise to the fixation of A even for kA>1.

Fixation heatmaps for the gamma WTD. In
Fig. 4(d-f) we report the fixation heatmaps for the zRPS
dynamics with gamma WTD for the reaction A + B →
A + A as a function of kA and αA. Here, the WTD is
given by (16) and the parameters (ΛA, α) satisfy Eq. (18).
In panel (d), the WTDs of the other two reactions are
exponential. As expected, the survival/fixation behav-
ior reproduces the LOW scenario at αA = 1: with an
A-dominated (red) phase where kA < 1 and a (cyan)
phase dominated by B/C where kA > 1. In Fig. 4(d,e)
the white dotted line separates the two phases predicted
by the LOW. This has to be contrasted with the criti-
cal value (21), shown as the dashed white curve, which
separates the phases where A (red) dominates and where
it does not dominate (blue/cyan region). In Fig. 4(d,e),
the non-Markovian dynamics results in the fixation of A
where kA(αA) < k∗A(αA) which is the region of the phase
space where c∗ < 1/3, see Eq. (20). In this red region of
the parameter space, the coexistence equilibrium is thus
closest to the A-B edge of Fig. 1, and species A is hence
the most likely to fixate the population. The opposite
occurs when kA(αA) > k∗A(α): species B or C prevail
and A goes extinct. While the zRPS with gamma WTD
reproduces the LOW predictions for αA close to 1, with
B and C most likely to prevail with the same probability
where kA > 1, the B/C symmetry is broken when αA is
distinctly below 1 and in this case C is the most likely to
prevail as indicated by the blue phase in Fig. 4(d-f).

Notably, the striking symmetry-breaking effect in the



7

1.1 3.3 10.0
0.5

1

2.0
k A

A wins

B / C win

1.1 3.3 10.0

A wins

B / C win

1.1 3.3 10.0

A wins

B / C win

10 1 3 10 1 100

A

10 2

10 1

100

k A

A wins

C wins

10 1 3 10 1 100

A

A wins

C wins

10 1 3 10 1 100

A

A wins

C wins

(a) (b) (c)

(d) (e) (f)

FIG. 4. RGB fixation heatmaps for power-law WTD (8) (a-
c) and gamma WTD (16) (d-f) versus αA and kA, for N =
999 (a-c) and N = 300 (d-f) and kB = kC = 1. Here, red,
green and blue denote the fixation of A, B and C while cyan
denotes the fixation of B and C with (approximately) equal
probability, see diagram of Fig. 1(d). In (a) and (d) the WTDs
for the second and third reactions of (1) are exponential. In
(b-c) the second and third reactions of (1) have power-law
WTDs with αB = αC = 10 (b) and αB = αC = 1.5 (c). In (e-
f) the second and third reactions of (1) have gamma WTDs
with αB = αC = 0.9 (e) and αB = αC = 0.5 (f). In (a-b)
and (d-e) we compare our results to the theoretical curve for
k∗(α) (dashed lines): Eq. (15) for (a-b) and Eq. (21) for (d-e);
the dotted lines denote kA = 1.

case of the gamma WTD is not predicted by the LOW
and is not captured by the MF approximation. We note
that a similar, but less striking, effect is also observed
with power-law WTD in the narrow region where αA →
1, see Fig. 4(a-c). We conjecture that the stark contrast
between the power-law and gamma WTD results stem
from the ratio of the median to the mean of the WTD.
Indeed, for the gamma WTD as αA decreases below 1,
the ratio between the median and mean goes to zero much
more rapidly than in the power-law case (as αA goes to
1), see e.g., Fig. 2. Hence, the extreme scenario of almost
complete depletion of B and takeover by C species occurs
much earlier with the gamma WTD.

We notice that the nontrivial curve of kA = k∗ given by
(21) determines the separation between the phases where
species A dominates (red) and where it loses (blue/cyan)
with excellent accuracy. While for practical reasons, the
numerical simulations are limited to αA ≤ 1 (see Ap-
pendix C), we expect that the phases in which A is dom-
inant and where it loses is determined by k∗ also for
αA > 1. In fact, when αA > 1, the gamma WTD is
unimodal, with the mean and median being increasingly
closer as αA increases, and coinciding when αA → ∞.
Thus, when αA > 1, A can prevail also for kA > 1, assum-
ing that the fixation dynamics are qualitatively similar
to those in the α ≲ 1 regime. In particular, at αA → ∞,
A prevails as long as k < 2/ ln 3 ≃ 1.82, see Eq. (20).

In Fig. 4(e,f), the last two reactions of (1) occur with
interevent times that are also distributed according to a
gamma WTD [Eq. (16)] with the equivalent of (18) for
ΛB and ΛC. In panel (e) we take αB = αC = 0.9 and
the resulting heatmap is very similar to that in (d). Yet,

in panel (f) αB = αC = 0.5 and the separating inter-
face markedly change. Even when kA = kB = kC = 1,
the values of αB and αC, hence the shape of the WTDs,
change the range of kA for which the LOW predictions
are reproduced. In particular, when αB = αC = 0.5,
species A dominates for higher values of kA than under
Markovian dynamics, and thus, the red region in panel
(f) is larger than in (d,e) [see also (a)-(c)]. We also notice
that for kA ≫ 1 and αA > αB, αC a green B-dominated
phase appears in Fig. 4(f).Notably, both cases of symme-
try breaking—dominance of C for αA < αB, αC, and B
for αA > αB, αC—are not captured by MF theory. Thus,
the observed symmetry breaking and dominance of ei-
ther of the species may strongly depend on the full set of
WTDs of all reactions rather than on a simple hierarchy.

Comparison of power-law and gamma WTDs. To
further compare the effect of the power-law and gamma
WTD on the RPS survival scenarios, we plot in Fig. 5 the
fixation maps under power-law and gamma WTDs versus
the average waiting time ⟨τA⟩ and coefficient of variation
CVA. This allows us to directly compare the effect of
these different WTDs. As expected, in both panels for
CVA = 1 we fully reproduce the predictions of the LOW
for exponential WTDs: species A is the most likely to fix-
ate the population (red phase) when ⟨τA⟩ > 1 (kA < 1),
whereas species B and C are the most likely to survive
(same probability) and A goes extinct (cyan phase), when
⟨τA⟩ < 1 (kA > 1). When CVA > 1, the survival scenar-
ios drastically deviate from the LOW predictions for the
two cases considered here. When the first reaction has
a power-law WTD, the whitish interface (equal fixation
probability for all species) is a concave function which
gradually changes as CVA grows, see Fig. 5(a). Here, as
CVA is increased, larger ⟨τA⟩ (smaller kA) is required for
A to win, with saturation of ⟨τA⟩ when CVA ≫ 1. A
much more pronounced effect is observed in the case of
the gamma WTD with αA ≤ 1 shown in Fig. 5(b). Here,
the whitish interface is a convex function and is much
steeper than in the power-law case, with no observable
saturation. Remarkably, when CVA grows by a factor of
2, in order for A to still win, ⟨τA⟩ (kA) needs to increase
(decrease) by a factor of > 10, see Fig. 5(b). A similar
increase in CVA in the power-law case leads to increase
in ⟨τA⟩ of only ∼ 40%, see Fig. 5(a).
Moreover, as also observed in Fig. 4, in the power-law

case the whitish interface separates fixation of A (red
regime) and extinction of A accompanied by equal fixa-
tion probability of B and C (cyan regime). In contrast,
in the case of gamma WTD with αA ≤ 1, the interface
separates fixation of A (red regime) and C (blue regime),
and symmetry between B and C is broken. This is be-
cause for the gamma WTD, increasing CVA has a much
stronger effect on decreasing the typical interevent time
than in the power-law case, see Fig. 5.

Discussion
There is mounting evidence that waiting times between
successive events play an important role in shaping evo-
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FIG. 5. RGB fixation heatmaps (based on the diagram of
Fig. 1) for power-law (a) and gamma (b) WTDs of the first
reaction of (1): mean interevent time ⟨τA⟩ vs. coefficient of
variation CVA. Here N=999, kB=kC=1, and αA≤1 in (b).

lutionary processes across biology and ecology. For in-
stance, optimal foraging strategies have been linked to
heavy-tailed waiting time distributions (WTDs) [42–46].
Moreover, with the development of microfluidic devices
and single-cell experiments, the role of the reproduction
time distribution on microbial growth has received sig-
nificant attention [47, 61, 62]. Here, we studied the influ-
ence of WTDs on the fate of the paradigmatic zero-sum
rock-paper-scissors (zRPS) game between three species
in cyclic competition, which is broadly used in biology
and ecology [3, 6–8, 12, 14–17, 19–24, 28, 55, 63, 64].
The zRPS dynamics are classically modeled in terms of
Markov processes, with exponential WTDs, and its final
state obeys the simple “law of the weakest” (LOW) [40]
stating that, the species that is most likely to fixate is the
one with lowest predation-reproduction (predator-prey)
rate. Here we have shown that the LOW predictions
are drastically altered in the non-Markovian zRPS model
with non-exponential WTDs.
By combining analytical arguments and extensive

stochastic simulations, we investigated the fixation prob-
ability of each species when at least one of the zRPS reac-
tions has a non-exponential WTD, and we have focused
on the two-parameter power-law and gamma WTDs.
The former is related to anomalous diffusion [43], abun-
dantly found in animal behavior, while the latter is often
used to model the reproduction of microbial cells [47, 61].
Keeping the same mean for all WTDs, we found that
the fate of the zRPS dynamics is drastically affected by
the features of the non-exponential WTD: the conditions
under which one species is most likely to fixate depend
non-trivially on the WTD parameters in addition to the
reaction rates. We visualized our findings in heatmap
fixation diagrams identifying the parameter regions dom-
inated by each species. Depending on the WTD param-

eters, the phase in which one species dominates over the
others can be enhanced or reduced with respect to the
predictions of the LOW, see Figs. 4 and 5.

The major deviations from the LOW arise when the
difference between the “typical” and “mean” interevent
times (difference between the median and mean of the
WTD) increases. By focusing on positively skewed distri-
butions (like the exponential WTD), we showed that the
region of dominance of the species whose reproduction is
governed by the non-exponential WTD strongly depends
on the WTD coefficient of variation (CV). The region
of dominance of each species thus shrinks or grows with
respect to the LOW predictions, depending on whether
CV> 1 or CV< 1; e.g., the phase dominated by species
A shrinks as CV>1, see Fig. 5. In addition, the symme-
try between the other two species, a signature of expo-
nential WTDs, is expected to be broken when the ratio
between the median and mean vanishes. Our analyti-
cal arguments are based on the analysis of generalized
MF rate equations. These involve memory kernels de-
rived from the underlying non-Markovian master equa-
tions. While it would be desirable to establish a physical
interpretation of the memory kernels, this is beyond the
scope of this study. Yet, our work is readily applicable
for a wide class of non-exponential WTDs, including sce-
narios in which species switch between multiple internal
behavioral states, each having a distinct WTD, or empir-
ical distributions which are directly inferred from data.

We believe that our analysis of the influence of non-
exponential WTDs on the fate of the zRPS model can
help shed further light on non-Markovian evolutionary
dynamics, and can help motivate further studies. Besides
a physical derivation of the memory kernels, understand-
ing how the mean fixation time of each species is affected
by general non-exponential WTDs is an open question.
Moreover, as a number of microbial experiments have
been modeled using RPS dynamics [3, 17], we expect that
the effects of interevent time distributions on species in
cyclic competition can be tested in laboratory-controlled
experiments by employing our theoretical approach.

Data availability statement: Data and codes that
support our work are available at the following URL [65].
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Appendix A: Stability analysis in the

non-Markovian case

Here we briefly study the linear stability of the co-
existence equilibrium (a∗, b∗, c∗) in the case of non-
exponential WTD for the first reaction. As stated in the
main text, with exponential WTDs, the MF rate equa-
tions (2) admit the constant of motion (4). In the phase
space, the MF dynamics are therefore characterized by
closed orbits surrounding (3) that is a (nonlinear) center,
see Fig. 1(a). In fact, the Jacobian of (2) evaluated at (3)
has two conjugate purely imaginary eigenvalues, denoted
by {βi,−βi} where β depends on the ki values. In the

case of kA = kB = kC = 1, β = −1/
√
3.

Interestingly, when the first reaction of (1) has a
power-law WTD and αA ≫ 1, the Jacobian of (11)
evaluated at (D1) also has a pair of conjugate purely
imaginary eigenvalues of the form {(β+βPL/αA)i,−(β+
βPL/αA)i}, where βPL depends on ki. In the case of
kA = kB = kC = 1, β is identical to the exponen-
tial case, and βPL = −1/(6

√
3). Moreover, the quan-

tity (4) is conserved by (11) to leading order in 1/αA:
dR/dt = R(ΘPL − 1)kA(kBb − kCa) = O(R/αA), where
we have used (13). This indicates that when αA ≫ 1,
the phase space dynamics prescribed by (11) are char-
acterized by closed orbits surrounding the equilibrium
(D1), where kBb

∗ − kCa
∗ = 0, for long transients, see

Fig. 1(b). This behavior is qualitatively similar to that
predicted by (2). However, the location of (a∗, b∗, c∗)
and the shape of the orbits around it now depend on
the non-exponential WTD parameter αA, yielding devi-
ations from the survival / fixation scenarios predicted by
the LOW, see main text. While this analysis cannot be
extended for arbitrary values of αA, our extensive nu-
merical simulations have confirmed that (a∗, b∗, c∗) is a
nonlinear center for most values αA > 1, see Fig. 1(b).
A similar analysis can be done in the case of gamma

WTD, when αA is close to 1. Introducing ϵ = αA−1, for
|ϵ| ≪ 1, the coexistence equilibrium (a∗, b∗, c∗), given by
(20), is again a center associated with two purely imag-
inary conjugate eigenvalues, {(β + βGϵ)i,−(β + βGϵ)i}.
For kA = kB = kC = 1, β is identical to the exponential
case, and βG = (3 ln 3−2)/(6

√
3). In fact, the quan-

tity (4) is again conserved by the generalized rate equa-
tions (11) (with (19)) to leading order in ϵ when α ≈ 1:
dR/dt = R(ΘG − 1)kA(kBb − kCa) = O(Rϵ), where we
have used (D3). This again indicates that when |ϵ| ≪ 1,
the phase space dynamics prescribed by (11) are charac-

https://doi.org/10.1371/journal.pcbi.1005774
https://doi.org/10.1126/sciadv.abe8211
https://doi.org/10.1126/sciadv.abe8211
https://doi.org/10.1103/PRXLife.2.023001
https://doi.org/10.1038/srep38608
https://gitlab.com/ohad.vilk/non_exponential_rock_paper_scissors
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terized by closed orbits surrounding (D4), see Fig. 1(c).
Thus, the survival scenario can again be inferred from
the location of (a∗, b∗, c∗).
Notably, in the regime of αA = O(1) in the power-law

case, and |αA − 1| = O(1) in the gamma case, we cannot
prove in general that the dynamics include closed orbits.
Nevertheless, our extensive numerical simulations show
that, as long as α is not to close to 1 (in the power-law
case) and to 0 (in the gamma case), closed orbits around
the equilibrium state are still observed.

Appendix B: Generalized rate equations

In this appendix, we outline the derivation of the gen-
eralized rate equations (11) with the memory kernel (12)
in the case of a power-law WTD (8), and with the mem-
ory kernel (19) in the case of a gamma WTD (16).
In the following, we respectively number the reactions
A+ B → A+ B, B + C → B + B and C + A → C + C
as the first, second and third reactions, and henceforth
denote their WTDs by ψA(τA), ψB(τB) and ψC(τC).

We begin by writing the master equation for the prob-
ability PnA,nB,nC

(t) to find nA, nB and nC individuals of
type A, B, and C, at time t. For Markovian dynamics,
where all reactions have exponential WTDs, one obtains:

Ṗn(t) =
kA
N

(

E−1,+1
nA,nB

− 1
)

nAnBPn(t) (B1)

+
kB
N

(

E−1,+1
nB,nC

−1
)

nBnCPn(t)+
kC
N

(

E+1,−1
nA,nC

−1
)

nAnCPn(t),

where N = nA + nB + nC is the total (constant) pop-
ulation size. Here, we have defined a step operator for
brevity of notation, Ej1,j2

k1,k2
f(k1, k2) = f(k1 + j1, k2 + j2),

and denoted the population sizes by a vector n =
{nA, nB, nC}. In the general case of reactions with non-
exponential WTDs, the master equation becomes non-
local in time; i.e., the current state depends on the entire
history of the process with prescribed memory kernels
that depend on the WTDs of the different processes, see
below. In this case, Eq. (B1) becomes

Ṗn(t) = kA
(

E−1,+1
nA,nB

− 1
)∫ t

0
MA(n, t

′)Pn(t− t′)dt′

+ kB
(

E−1,+1
nB,nC

− 1
)∫ t

0
MB(n, t

′)Pn(t− t′)dt′

+ kC
(

E+1,−1
nA,nC

− 1
)∫ t

0
MC(n, t

′)Pn(t− t′)dt′. (B2)

Here MA(n, t), MB(n, t) and MC(n, t) are the memory
kernels for the creation of A, B and C, respectively, and
the constant N was absorbed in these kernels. Following
the derivation in [58, 59, 66] we find the memory kernels
by Laplace-transforming Eq. (B2). We first define the
probability density for the first reaction to occur at time
t while the other two reactions do not occur until t:

ΦA(t) = ψA(t)

∫ ∞

t

ψB(τ)dτ

∫ ∞

t

ψC(τ)dτ, (B3)

where ΦB(t) and ΦC(t) are defined similarly. Note that,
in addition to their time dependence, ΦA, ΦB and ΦC

may also depend on nA, nB and nC. It can be shown that
the memory kernels in Laplace space satisfy [58, 59, 66]:

M̃X(s) = sΦ̃X(s)
[

1− Φ̃A(s)− Φ̃B(s)− Φ̃C(s)
]−1

, (B4)

where X = {A,B,C} and Φ̃ denotes the Laplace trans-
form of Eqs. (B3), and s is the Laplace variable.
We now explicitly compute the memory kernels in

the case of power-law WTD for the first reaction given
by Eq. (8) with ΛA = λA/(αA − 1), and exponential
WTDs for the second and third reactions, such that
ψB(τ) = λBe

−λBτ and ψC(τ) = λCe
−λCτ . Comput-

ing the Laplace-transforms of Eqs. (B3), Φ̃, plugging
the result into Eqs. (B4), putting λA = kAnAnB/N ,
λB = kBnBnC/N and λC = kCnAnC/N , and taking the
leading-order result with respect to N ≫ 1, one obtains
M̃B(s) = NkBb c and M̃C(s) = NkCa c, where we have
used the fractions a = nA/N , b = nB/N and c = nC/N .

In addition, we find M̃A(s) = NkAa bΘPL(a, b, c)+O(s),
where ΘPL(a, b, c) is given by Eq. (12). As all the memory
kernels are constant in s in the leading order, performing
an inverse Laplace-transform yields to leading order:

MA(a, b, c, t) = NkAa bΘPL(a, b, c) δ(t), (B5)

MB(a, b, c, t) = NkBb c δ(t), MC(a, b, c, t) = NkCa c δ(t).

Plugging the three memory kernels into the master equa-
tion [Eq. (B2)], all the integrals over time yield the inte-
grands evaluated at time t, and one obtains:

Ṗn(t) =
kA

N

(

E−1,+1
nA,nB

−1
)

nAnBΘPL(n)Pn(t) (B6)

+ kB

N

(

E−1,+1
nB,nC

−1
)

nBnCPn(t) +
kC

N

(

E+1,−1
nA,nC

−1
)

nAnCPn(t).

This equation coincides with master equation (B1) up to
the factor of ΘPL(n), which is the signature of the non-
Markovian nature of the first reaction. As a result, and
using the definition of the species averages

n̄A=
∑

n

nAPn(t), n̄B=
∑

n

nBPn(t), n̄C=
∑

n

nCPn(t),

(B7)
in Eq. (B6), we arrive at rate equations (11) for ā =
n̄A/N , b̄ = n̄B/N and c̄ = n̄C/N , with ΘPL(a, b, c) given
by Eq. (12). Note that, in the MF limit, N → ∞, the
average species fractions ā, b̄, c̄ coincide with the fractions
a = nA/N , b = nB/N and c = nC/N , and, for brevity,
the latter have been used in all the MF equations in the
main text [e.g., Eqs. (2) and (11)].
Similarly, the memory kernel and rate equations for

the gamma WTD can be found via Eq. (16) for the first
reaction with ΛA=λAαA, and repeating the above steps.

Appendix C: Computational methods

A. Simulations

Here we summarize the simulation methods we have
used. We start with a description of the original Gille-



12

spie algorithm [67], followed by the Laplace Gillespie al-
gorithm [68] used to simulate non-exponential WTD.

1. Gillespie Algorithm

The original Gillespie algorithm assumes N indepen-
dent Poisson processes with rates λi (1 ≤ i ≤ N ) run-
ning in parallel. The combined effect of these Poisson
processes results in a superposed Poisson process with a

total rate
∑N

i=1 λi. The algorithm steps are as follows:

1. Time Increment (∆t) Calculation. The time to the
next event in the superposed Poisson process, fol-
lows the exponential distribution:

φ(∆t) =
(

∑N
i=1 λi

)

e−(
∑

N

i=1
λi)∆t. (C1)

Using the survival function, which is the probability
that a random variable exceeds a given value:

∫∞

∆t
φ(t′)dt′ = e−(

∑
N

i=1
λi)∆t, (C2)

with ∆t =−lnu
/

∑N
i=1λi and u ∈ [0, 1] uniformly

chosen.

2. Event Determination. Identify process i that gener-

ated the event with probability: Πi = λi

/

∑N
i=1 λi.

3. Process Update. Advance time by ∆t and repeat.

2. Laplace Gillespie Algorithm

The Laplace Gillespie algorithm is designed for efficient
simulation of non-Markovian point processes by utilizing
an event-modulated Poisson process, see details in [68].
The key steps are as follows:

1. Initialize each of the N processes by drawing the
rate si (1 ≤ i ≤ N ) according to its density func-
tion pi(si), defined in terms of the WTD ψ(τ):

ψ(τ) =
∫∞

0
p(s)se−sτds. (C3)

Alternatively, integrating both sides one can write

Ψ(τ) =
∫∞

τ
ψ(τ ′)dτ ′ =

∫∞

0
p(s)e−sτds. (C4)

This entails that p(s) is the inverse Laplace trans-
form of the survival probability Ψ(τ).

2. Draw the time until next event ∆t=−lnu
/

∑N
j=1sj ,

with u ∈ [0, 1] uniformly chosen.

3. Select the process i that has generated the event

with probability: Πi = si

/

∑N
j=1 sj .

AC

B

AC

B

(a) (b)

FIG. 6. Dynamics in the ternary simplex for the model of
zRPS with the last two reactions of (1) having exponential
WTDs with kB = kC = 1, while the first reaction has a
power-law WTD with (kA, αA) = (1, 2) in (a), and a gamma
WTD with (kA, αA) = (0.4,0.4) in (b). Gray dotted lines
are stochastic trajectories (nA, nB , nC)/N , averaged over 104

simulations starting from the same initial condition (clock-
wise dynamics), where trajectories are shown for 0 < t ≤ 100
(omitting initial transients). Red thick lines: numerical solu-
tion of the deterministic rate equations. Corners correspond
to the fixation of the labeled species, where it has concentra-
tion 1. The initial concentrations are 1/3 for each species.

4. Draw a new rate si according to pi(si). For any
processes j (1 ≤ j ≤ N ) whose interevent time
statistics have changed following the occurrence of
the event in steps 2-3, update their rates λj accord-
ing to modified pj(sj).

5. Repeat steps 2-4 or exit (e.g., upon fixation).

For an exponential distribution (7), we have a Poisson
process with rate s0; i.e., ψ(τ) = s0e

−s0τ is trivially gen-
erated by p(s) = δ(s− s0), where δ is the delta function.
For power-law distribution following Eq. (8), p(λ) can be
shown to follow a gamma distribution [68] given by:

p(s) =
sα−1e−s/ΛA

Γ(α)ΛαA

A

, (C5)

where Γ(α) is the gamma function, α is the shape pa-
rameter, and ΛA is the scale parameter. Similarly, for
gamma distribution WTD with α < 1, p(s) is given by

p(s) =

{

0, s < ΛA,

[Γ(α)Γ(1−α)s(s/ΛA−1)α]
−1
, s > ΛA.

(C6)

Equations (C5) and (C6) are used here to simulate the
model with power-law and gamma WTD, respectively.

Importantly, for the gamma WTD p(s) can be used to
express the inverse Laplace transform of Ψ(τ) only for
0 <α< 1 [68]. Thus, this algorithm cannot be used for
gamma WTD with α > 1, a regime that will be consid-
ered elsewhere with different computational techniques.

It is worth noting that, since here CVA(τ) = α
−1/2
A , it is

precisely in the regime where αA < 1 where the WTD is
wider than an exponential interevent distribution, which
is the main focus of this study.
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FIG. 7. Shown are concentrations of A (blue), B (black) and
C (red) versus time from stochastic simulations for the zRPS
model (1) with the last two reactions of (1) having exponen-
tial WTDs with kB = kC = 1, while the first reaction has
a power-law WTD with (kA, αA) = (1, 2). The solid lines in
(a) represent a single realization, while in (b) and (c) they
represent ensemble averages over 10 and 100 simulations, re-
spectively. The dashed lines are predictions of Eq. (11). In
all panels the total population is N = 3 · 104 and the initial
concentrations of A and B are 1/6 while that of C is 2/3; also
note that, the concentrations of A and B are overlapping.

B. Numerical methods

Here we explain the analysis used to generate Figs. 1,
and 3. The deterministic orbits plotted in Fig. 1 (red
solid lines) are obtained by numerically solving rate equa-
tions (11) for both power-law and gamma WTD. In the
exponential case [Fig. 1(a)] we plot the outermost or-
bit defined by R(t) = 1/N , where R is given by (4).
For the non-exponential WTD [Fig. 1(b-c)], R(t) is not
necessarily constant and the outermost orbit may not
admit a closed form expression. We show the differ-
ences between the exponential and non-exponential cases
by solving Eqs. (11) with an identical initial condition
R(t = 0) = 1/N , which resides on the outermost orbit of
the exponential case in 1(a). The conserved quantity in
Fig. 1(a), R(t) = abc0.8 = 1/100, is no longer conserved
as can be seen from the clear differences between the red
solid lines in Figs. 1(a) and 1(b-c).
In Fig. 3 we compare the theoretical fixed point to

the fixed points of the stochastic simulations. To obtain
the latter we performed 104 simulation with N = 105,
for times t = 103 ≪ N , such that nearly no simulation
reaches fixation. The steady-state concentrations of A, B
and C in the stochastic dynamics are obtained by averag-
ing each population over all data points in all simulations.
Notably, by averaging over all simulations at constant
time intervals it is also possible to obtain the dynamic
orbits from the stochastic simulations. A typical exam-
ple of the orbits surrounding the coexistence equilibrium
(a∗, b∗, c∗) in the ternary simplex is reported in Fig. 6 for
the power-law and gamma WTDs with typical parame-
ters considered in this work. Here, all simulations have
the same initial concentration of species. In this figure
we find good agreement between the averaged stochastic
trajectories and numerical solutions of the deterministic
rate equation for both classes of WTDs. Finally, in Fig. 7
we show simulation results with a power-law WTD (8) of
the concentrations versus time. In (a) we show a single
realization, while in (b-c) we show ensemble averages. As
expected, the relative fluctuations about the MF equilib-

rium point (11) decrease as we increase the number of
realizations over which the concentrations are averaged.

Appendix D: Equilibrium for non-exponential WTDs

Here we obtain the equilibrium point in the general
case of arbitrary kA, kB and kC. Assuming a power-
law WTD for the first reaction of (1) and using memory
kernel (13) valid for αA≫1, the equilibrium of (11) reads:

{a∗, b∗, c∗}= {(αA−1)kB, (αA−1)kC, (αA−1/2)kA}
(αA − 1/2)kA + (αA − 1)(kB + kC)

. (D1)

Stability analysis shows that this fixed point remains a
nonlinear center in the limit of αA ≫ 1, see Appendix A.
In the case of the gamma WTD, one can also compute

the equilibrium point in the general case, for any αA.
Together with the relation c∗ = 1− a∗ − b∗, we can solve
the rate equations [Eqs. (11)] for arbitrary αA, finding

{a∗, b∗, c∗} =
{2kB , 2kC , kAαA(3

1/αA − 1)}
2(kB + kC) + kAαA(31/αA − 1)

. (D2)

The limit αA → 1 yields (a∗, b∗, c∗)= (kB, kC, kA)/(kA+
kB+kC). In contrast, for αA ≫ 1, a∗ ≃ kB/(kB + kC +
(kA/2) ln 3), b

∗ ≃ kC/(kB + kC + (kA/2) ln 3), and c
∗ ≃

(kA/2) ln 3/(kB+kC+(kA/2) ln 3), yielding a
∗ = b∗ > c∗

when kA = kB = kC. Another important limit is αA → 0.
To leading order in αA ≪ 1, the coexistence equilibrium
becomes a∗ ≃ 2kB/(kAαA) 3

−1/αA , b∗ = (kC/kB)a
∗ and

c∗ ≃ 1− 2(kB+kC)/(kAαA) 3
−1/αA . While a∗ and b∗ are

exponentially small, c∗ asymptotically approaches 1.
Finally, we consider more carefully the limit of αA → 1.

For this, we introduce ϵ ≡ αA−1. Assuming that |ϵ| ≪ 1,
to linear order in ϵ, the memory kernel [Eq. (19)] becomes

ΘG(a, b, c) ≃ 1− [(3/2) ln 3− 1] ε. (D3)

Here, the coexistence equilibrium, (D2), becomes

a∗ =
kB

kA + kB + kC

[

1 +

(

3 ln 3

2
−1

)

ϵkA
kA+kB+kC

]

,(D4)

c∗ =
kA

kA + kB + kC

[

1−
(

3 ln 3

2
−1

)

ϵ(kB + kC)

kA+kB+kC

]

,

with b∗ = (kC/kB)a
∗. One can see that for a gamma

WTD, changing αA to be below 1, namely ε < 0, has
the same qualitative effect as having a power-law WTD
with finite (but large) αA. Note that, to obtain Eq. (D3),
we have plugged the leading-order in ε equilibrium point
[Eq. (D4)] into the subleading-order term in ϵ of ΘG.
In the special case of kA = k and kB = kC = 1,

Eq. (D4) drastically simplifies and we can find k∗=k(αA)
for which a∗=b∗=c∗: k∗(αA) = 1+[(3/2) ln 3− 1] (αA−
1) [see Eq. (21)]. The linear nature of the interface be-
tween the red and blue phases can be seen in Fig. 4(d-e)
close to αA = 1.
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