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Detecting Defects in Rising Mains using the Acoustic1

Fluid Velocity2

It is a serious challenge to detect wall damage in live rising mains that trans-3

port wastewater along flat or elevated sections of the sewer pipe network. This4

work proposes a novel method that uses the acoustic velocity vector in the fluid5

to detect the onset of wall defects in a ductile iron rising main. Numerical simu-6

lations are performed to show that this acoustic velocity vector is more sensitive7

to the presence of a wall defect than the acoustic pressure or wall acceleration8

traditionally measured in fluid-filled pipes. The method can detect internal and9

external wall loss and small (0.020-0.025 m) wall perforations. An adapted tri-10

axial accelerometer is used to demonstrate experimentally the method on an11

exhumed section of a 0.31 m diameter ductile iron pipe. It is shown that the12

radial and horizontal components of the acoustic velocity vector are particularly13

sensitive to the presence of small wall perforations. The proposed acoustic ve-14

locity sensor can be easily deployed on a mobile pipe inspection robot with a15

collocated or remote source of sound.16

1. Introduction17

Rising mains are used to transport wastewater uphill or along a long flat18

section of the network, where gravity is not sufficient and pumps are required.19

They are usually 0.1-1.0 m in diameter and designed to pump intermittently20

with up to 15 cycles per hour [1]. This intermittent loading, coupled with the21

fact that they are pressurised and filled with corrosive fluid mixed with solid22

sediment, makes them highly susceptible to damage.23

Currently it is very challenging to inspect these pipes with a granularity24

suitable for detecting weak spots such as wall loss or small perforations. As a25
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result, rising mains are left largely without any regular inspection, so bursts are26

only discovered when effluent reaches the surface. It may be a significant length27

of time from the partial failure of the pipe to full failure to the extent that its28

consequences are noticeable in this way. During this time the leakage is causing29

unnecessary pollution to the environment. It is highly undesirable in its own30

right and can lead to fines from the environment regulator. As such emphasis is31

being shifted from reactive to proactive defect detection. The ability to monitor32

the stages in this process in more detail from corrosion to failure would allow33

for much better planning of preventative maintenance and so a reduction in34

pollution. These stages have been formalised by Rizzo [2] in the form of the35

timeline towards the failure: a progression from a newly installed pipe, to a36

corroded pipe, to a partially then to fully failed pipe.37

There are many ways in which rising mains can break. This failure is gen-38

erally caused by either structural or internal deterioration, or a combination of39

the two [3]. Pipe failure can be broadly categorised into the following types of40

breaks [4]: circumferential cracking, longitudinal cracking, bell splitting, corro-41

sion pitting, blow out hole, spiral cracking and bell shearing. To the best of42

our knowledge there has been very limited information on the performance of43

existing defect inspection and leak detection methods in relation to rising mains44

except one publication in the proceedings of the 2018 Water New Zealand Con-45

ference [5]. Good reviews of the capabilities and problems with the existing46

inspection methods in relation to pressurised clean water pipes can be found in47

Refs. [6, 7]. However, the authors struggled to find specific examples of these48

techniques being used on rising mains or objective assessment of their perfor-49

mance. The most relevant methods to this work are acoustic sensing using50

loggers, in-pipe pressure measurements and ultrasonic thickness measurements.51

Loggers [8] are placed on assets around the water network and listen to the52

acoustics on the outside of the pipe. This is a powerful tool to detect leaks53

in the clean water network. However, they need to be placed at least every54

300 m on metallic pipes [9] or more frequently on plastic or large diameter pipes55

where the acoustic attenuation is much greater. They also assume that consis-56
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tent measurements can be taken during the night, when genuine usage is at a57

minimum, this may make the technique difficult to adapt to rising mains given58

the highly cyclic nature of their use. They do not detect pipe wall thinning59

and small (background) leaks. In-pipe sensors such as Xylem’s SmartBall [10],60

PipeDiver [11] and Sahara [12] systems use pressure and electromagnetic mea-61

surements to detect leaks. Xylem report these systems as being suitable for62

use on rising mains [13], but only a brief mention of somewhat successful sur-63

veys in 2012 could be found [14]. Ultrasonic sensors allow for detailed scanning64

of the pipe thickness, however they have a very short range, for example the65

pipeline inspection gauge (PIG) described in [15, 7] would require a full scan66

every 3 mm: this is impractical both from a timing and a data storage per-67

spective particularly when applied to rising mains. Key issues with ultrasonic68

methods are the degradation and corrosion of the metal pipe wall, graphitisation69

and biofilms [6]. These inspection methods are relatively slow, rely on complex70

sensor arrays, complex signal processing methods and fast processing power.71

This paper describes a novel method which allows for detection of incipient72

and existing leaks with a larger range than the current ultrasonic techniques,73

allowing for faster scanning of a pressurised pipe network when using a mobile74

in-pipe robot (or PIG). The paper also compares the efficacy of this sensor with75

using a hydrophone to measure the pressure. The proposed method is based on76

the measurement of the acoustic velocity vector excited in the fluid phase with77

a low-frequency remote source of sound. The acoustic velocity vector can be78

measured with a vector hydrophone or triaxial accelerometer suspended in fluid.79

It is shown through numerical modelling and laboratory experiment that the80

proposed method is very sensitive to the presence of even a small wall thickness81

loss. The method is based on low-frequency acoustics, using sound waves for82

which the wavelength is much greater than the diameter of the pipe. Low-83

frequency waves suffer less attenuation in buried pipes, allowing the acoustic84

velocity sensor to be effective over a longer range when deployed on a mobile85

robot moving away from a stationary source. This method has the potential86

to complete the inspection of pipe wall deterioration at a higher inspection87
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rate over a longer section of a rising main or clean water pipe than any existing88

methods. This method is alternative to the emerging time reversal and matched-89

field processing methods, e.g. [16] - [18] that are based on measurement of the90

acoustic pressure at higher frequencies, multiple receiver positions and in a91

broader frequency range.92

The paper is organised as follows. Section 2 presents the results of the nu-93

merical simulations. Section 3 presents the results of the laboratory experiment94

to validate the numerical simulations and to estimate the sensitivity of the pro-95

posed method. Section 4 presents the summary and conclusions from this work.96

There is an Appendix that examines the accuracy of the simulations performed97

in sections 2 and 3.98

2. Effect of defects on an infinite pipe99

2.1. A theoretical introduction100

For waves with frequencies below the ring frequency, fr = cp/(2πR), the101

fluid-borne waves are planar [19]. Here cp is the speed of sound in the pipe102

material and R is the radius of the pipe. A planar wave travelling along the103

x-axis can be expressed in terms of pressure as104

p(x, t) = p0e
i(ωt−kx) (1)

where ω = 2πf is the angular frequency, k = ω/c is the acoustic wavenumber105

in water and i =
√
−1 [20].106

Extending this to find the net pressure, pt, near a damaged region requires107

incorporating the acoustic field due to scattering from the defect ps, so108

pt(x, y, z, t) = p(x, t) + ps(x, y, z, t). (2)

At low frequencies |ps| ≪ |p| so it can be challenging to detect the presence109

of a defect using the pressure alone. If, instead, we consider the acoustic velocity110

u =
∇p

iωρf
, (3)
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with ρf as the density of the fluid, we can see that, combining equations (2) and111

(3), the total velocity in the y and z directions comes from the scattering defect,112

while the x velocity component is a combination of the planar and scattered113

velocities. The amplitudes of uy and uz are negligibly small in the pipe without114

a defect through the definition of the system provided in eq. (1). The presence115

of the defect in the pipe wall causes uy and uz to increase significantly, as it116

is illustrated in the following sections, to become measurable with a triaxial117

accelerometer suspended in the fluid or with an acoustic vector hydrophone. In118

order to determine the relative amplitudes of the velocities in each direction,119

and so the practicality of this as a method, the setup was studied numerically120

using COMSOL MultiPhysics, as described in the following section.121

2.2. FEM setup122

COMSOL Multiphysics [21] was used to create a finite element model to123

study the behaviour of the acoustic velocity and pressure in a ductile iron pipe124

with inner diameter 0.31 m and wall thickness 10 mm. These dimensions and125

materials are representative of a significant proportion of the rising main net-126

work and match the pipe available for the validation experiments described in127

Section 3. The length of the pipe in the model was set to 56 m to make it128

greater than the acoustic wavelength and to help control the reflections from129

the pipe ends while maintaining quick resolution times. Perfectly matched lay-130

ers (PMLs) [22] were placed at each end of the pipe to minimise end reflections.131

The sound source was a planar pressure across the cross section of the pipe at132

-20 m from the defect (located at 0 m). The pressure on this plane was set133

to 600 Pa. The properties of the model are summarised in Table 1, while an134

analysis of the mesh chosen is provided in Appendix A.135

Three pipe models were set up and run: (i) an intact pipe without any wall136

defects, (ii) a pipe with localized wall thinning to 1/3 of its normal thickness,137

(iii) a pipe with a wall hole of radius 0.01 m. In Figure 1 (a), the boundaries138

between the PMLs and the main pipe can be seen at each end, along with the139

defect at 0 m and the source plane at -24 m. A section of the mesh around140

5



the defects are shown in Figures 1 (b) and (c) for model configurations (ii) and141

(iii). In all of these models the frequency response to a planar pressure source142

operating at 170 Hz was considered. At this frequency the wavelength in water143

is approximately 8.6 m, considerably greater than the pipe’s diameter of 0.31 m.144

The attenuation of sound at such a low frequency in a metal pipe is very small,145

i.e. α ≪ 0.1 dB/m (see Fig. 15 in [23]) and sound can travel well over 100 m146

with little or no attenuation (175 m is quoted on page 2764 in [23]). Therefore,147

the frequency of 170 Hz was selected based on the above evidence and field work148

conducted separately, which found that the pump noise in rising mains operates149

at approximately this frequency, future work aims to trial using the ambient150

pump noise as a sound source.151

Table 1: The values of key parameters used in the COMSOL Multiphysics model for a ductile
iron pipe.

Property Value Unit

Young’s modulus 172 GPa
Poisson’s ratio 0.275 -

Density 7150 kg/m3

Length 56 m
Inner diameter 0.31 m
Wall thickness 10 mm
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(a)

(b) (c)

Figure 1: The model. (a) shows a schematic of the model, (b) and (c) show the mesh around
the two defects modelled: thinning of the pipe wall and a hole in the pipe wall respectively.

2.3. FEM results152

The amplitude and phase of the pipe wall acceleration, pressure in the fluid153

column and the acoustic velocity in all three axes were compared. This com-154

parison is provided in Figure 2 for each of the three cases modelled, along with155

a quantitative comparison of the maximum difference caused by each type of156

defect for each parameter in Table 2. The acoustic pressure and velocity com-157

ponents shown were calculated along a line in the fluid offset 0.06 m from the158

defective pipe wall (this is the distance used in the experiment described in159

Section 3, and is shown in Figure 1 (a)).160

The results presented in Figures 2 (a), (b) and (c) demonstrate that the wall161
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Figure 2: The results from the numerical simulation for sound propagation along an ‘infinite’
pipe with and without a defect. The amplitude and phase are shown for: (a) the wall accel-
eration; (b) the acoustic pressure; (c) the axial component of velocity (vx); (d) the horizontal
component of velocity (vy); and (e) the vertical/radial component of velocity (vz). The results
in (b-e) are for a receiver line that runs 0.06 m from the edge of the pipe closest to the defect.
The defect is at 0 m and the planar sound source is at -24 m.

Table 2: The maximum percentage change in the absolute value each variable, v, shown in
Figure 2 for each type of defect. Calculated as the maximum difference in v along the axial
coordinate divided by the maximum of v along that coordinate.

Defect awall p vx vy vz

Hole 5.0 0.7 0.4 410 45
Wall thinning 0.4 0.2 0.2 7800 37

acceleration, awall, acoustic pressure, p, and axial fluid velocity, vx, are relatively162

insensitive to the presence of these defects. This can be seen in Table 2 where the163
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maximum difference caused by a defect over the length of the pipe is less than164

1% of the amplitude of each parameter in all cases except awall, where it is less165

than 5%. In contrast, the horizontal (torsional) fluid velocity, vy, (Figure 2 (d))166

shows a pronounced localised increase in its amplitude and much less localised167

change in the phase when a defect is present. Similarly, the amplitude of the168

vertical (radial) component of the acoustic velocity vector in the fluid, vz (see169

Figure 2 (e)) shows a marked change in behaviour in the presence of a defect:170

its amplitude increases considerably and oscillates as a function of the axial171

position, x. While there is a phase shift in vz downstream of the defect. The172

change in amplitude of vz can be detected at a significant distance to either side173

of the defect, although it is again most pronounced downstream from the defect.174

The maximum percentage change in vz due to a defect is significant: between175

30 and 50% (see Table 2).176

To understand better the behaviour of the pressure and radial velocities177

across the pipe, the amplitude of these quantities were plotted across a section178

of the pipe as shown in Figure 3. These plots show that the acoustic pressure179

(Figures 3 (a), (b) and (c)) is visibly unaffected by the presence of a defect180

across the entire width of the pipe so that it would be difficult or impossible to181

use this information to detect the wall thinning or perforation. On the other182

hand, the radial component of the acoustic velocity vector shows a clear change183

in its behaviour when the defect is present (Figures 3 (d) and (f)) as opposed184

to when there are no defects on the pipe (Figure 3 (e)). In the presence of the185

defect the symmetry of the system is broken in the entire region shown, and186

close to the defect there is strong increase in the velocity. This localised increase187

is different for the two defects, with the hole (Figure 3 (d)) showing a larger188

increase than the wall-thinning defect (Figure 3 (f)).189

It should be noted that the described model does not account for the atten-190

uation in the fluid and pipe wall.191
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(a) (b) (c)

(d) (e) (f)

Figure 3: The results from numerical simulation for sound propagation showing the amplitudes
of the acoustic pressure (a-c) and radial fluid velocity (d-f) for a cut plane through the middle
of the pipe, showing 2.2 m to either side of the defect at 0 m. (a) and (d) the effect of pipe
wall thinning. (b) and (e) pipe with no defect. (c) and (f) the effect of the hole in the pipe
wall.
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3. Experiments192

Experiments were carried out to obtain data for numerical model validation193

and to demonstrate that the acoustic velocity is sensitive to the presence of a194

defect in the pipe wall. Measurements were conducted in a 2.0 m long, 0.31 m195

(internal) diameter ductile iron rising main exhumed for this purpose by Thames196

Water. As is common in rising mains, it exhibited significant deterioration of197

its bottom surface due to scouring. The pipe wall damage and its arrangement198

in the water tank are shown in Figure 4.199

3.1. Methodology200

The pipe was placed in water-tight PVC container (see Figure 4). The con-201

tainer was filled with water such that the pipe was fully submerged and covered202

with water 0.025 m above its crown. The relevant dimensions of the setup are203

included in Table 3. The same dimensions were used in the COMSOL model204

discussed in the following section to simulate the conditions of the experiment.205

An underwater speaker was installed in the centre of the pipe’s cross-section at206

one end of the pipe. It was operated at 170 Hz to generate acoustic pressures207

of a few hundred Pascals. A wireless triaxial accelerometer was suspended with208

its centre at 0.06 m from the top of the pipe to measure the acoustic velocity.209

The amplitudes of the axial, ax, horizontal, ay and radial, az, components210

of the fluid acceleration were measured and converted into the acoustic velocity211

components using the well-known relations vx,y,z = ax,y,z/iω. The results of the212

numerical simulations described in Section 2 suggested that for these acoustic213

pressures the accelerometer needed to be sensitive enough to detect accelerations214

of above 10−3 m/s2 (or 9.36 × 10−7 m/s at 170 Hz in terms of the acoustic215

velocity). The accelerometer chosen for this work had a 20-bit resolution with216

range ±2 g, giving a sensitivity of 4× 10−5 m/s2 (or 3.74× 10−9 m/s at 170 Hz217

in terms of the acoustic velocity): more than adequate to detect the changes in218

the acoustic velocity field.219

The triaxial accelerometer was installed in a 0.05 m diameter Perspex ball220

and suspended with rubber bands on a tensioned cable in the pipe as shown in221
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Figure 4: The experimental setup with a 2 m long, 0.31 m (internal) diameter ductile iron
pipe in the ICAIR laboratory at Sheffield. The pipe has been inverted so its damaged surface
is at the top.

Table 3: Key dimensions of the experimental setup. All distances are measured with respect
to the start of the pipe and the bottom of the pipe (see Figure 7). The same parameters are
used in the numerical model described in Section 3.2. The source pressure is measured at the
speaker.

Property Value Unit

Pipe length 2 m
Pipe internal diameter 0.31 m

Speaker location 0.09 m
Speaker length 0.1 m
Source pressure 450 Pa

Tank start location -0.156 m
Tank length 2.375 m
Tank height 0.473 m
Tank width 0.57 m

Tank wall thickness 10 mm
Frame height 0.118 m
Tank material PVC -

PVC Young’s modulus 2.9 GPa
PVC Poisson ratio 0.4 -

PVC density 1760 kg/m3
Sensor elevation 0.25 m

Hydrophone elevation 0.3 m
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Figure 5: Sensor used for experiments.

Figure 5. This mounting method was chosen so as to encourage the accelerom-222

eter to vibrate under the influence of passing acoustic field along each axis223

independently and relatively unrestricted. In this way all the three acceleration224

components were detected and converted reliably into the acoustic velocity to225

validate the numerical model and to test the proposed pipe inspection method.226

The inherent shape of the accelerometer’s enclosure was spherical to reduce227

acoustic streamline effects and to achieve a better match between the sensor228

and water densities. A hydrophone was mounted near the accelerometer to229

provide reference acoustic pressure measurements. These sensor arrangements230

are shown in Figure 5. The types of sensors and electronic equipment used in231

this experiment are listed in Table 4. Figure 7 presents a schematic view of the232

experimental setup, showing the relative positions of the sensor, speaker and233

pipe wall defect locations.234

Measurements were taken for a range of sensor positions and pipe orienta-235

tions. The position of the sensor was varied using a pulley system which moved236

the accelerometer along a wire 0.06 m from the top of the pipe. Measurements237

were taken across a 1 m range at 0.2 m increments to validate the model along238
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Table 4: The equipment used in the reported experiment.

Item Model

Accelerometer G-link-200
Hydrophone B&K 8103

Hydrophone amplifier B&K 2693-0S4 conditioning amplifier
Speaker Visaton FR8

Speaker amplifier Fosi Audio TDA7498E
Acquisition card NI USB-4431

the pipe length and across a smaller 0.4 m range centred on a large defect at239

0.025 m intervals to investigate the sensitivity of the sensor to defects as a func-240

tion of distance from the defect. The angle between the sensor and the line241

of defects was varied by installing a wheeled frame under the pipe to enable242

accurate rotation of the pipe. This allowed the sensor to be exposed to both243

damaged and undamaged parts of the pipe’s wall while moving the sensor along244

the length of the pipe. It also allowed for an investigation of the sensitivity of245

the sensor to the presence of a defect with respect to this pipe angle. Ideally246

the pipe would have been at 0 and 90◦ for the ‘defect’ and ‘no-defect’ cases,247

respectively. However, the geometry of the speaker prohibited measurements at248

those exact angles. Consequently the closest measurements to the defect were249

for a pipe angle of 9◦ and the farthest were for a pipe angle of 89◦.250

The signals from the accelerometer were sampled at the rate of 2046 Hz.251

It was not possible to synchronise the data acquisition from the accelerometer252

and hydrophone. Instead the hydrophone output was sampled and recorded253

independently at 12 kHz. The hydrophone data were then downsampled to254

match the recording frequency of the accelerometer data. The data from the255

two sensors were detrended and filtered in the frequency range between 140 and256

200 Hz using a 4th order Butterworth filter to focus on the signal broadcast at257

170 Hz. For each position a 5 s recording was taken, from which the average of258

the Hilbert envelope of the middle 1 s was calculated, to give a single amplitude259

for each location. This process has been summarised in Figure 6.260
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Figure 6: Flow chart of experimental process.

3.2. Numerical model of the experimental setup261

Multiple consecutive defects in the pipe used in the experiment, the limited262

length of the pipe, the presence of the container and the free water surface263

caused acoustic distortions which meant that this setup did not reproduce the264

conditions in a typical, long rising main buried in soil. Consequently, direct265

comparison of the experimental data with the results of the original numerical266

model for an infinitely long pipe presented in section 2 was not possible.267

A more representative numerical model was developed to simulate the mul-268

tiple defects, finite pipe length, surrounding water and container response. This269

model is shown in Figure 7. The values of all the relevant parameters used270

in the model are provided in Table 3. The container walls were 10 mm thick271

PVC panels. Appendix A presents the validation of the mesh while Appendix272

B presents further results illustrating the sensitivity of the model to certain273

aspects of the environment, such as the container sides.274

The results for the amplitude of the acoustic pressure and radial acoustic275
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(a)

(b) (c)

Figure 7: (a) schematic, (b) geometry and (c) mesh of model of pipe in PVC tank filled
with water showing the locations of the speaker and pipe wall defects. The speaker has
been modelled as an air filled metal cylinder, with the source face having a prescribed initial
pressure. The location and size of the wall defects are based on the experimental setup,
although they have been approximated as clean ellipses in the model. All the dimensions are
in meters.

velocity predicted with the finite element model are shown in Figure 8. In276

Figures 8 (a) and (b), which show the results for the pressure, there is very277

little discernible difference between the pressure field for a pipe with defects278

along the top of the pipe (Figure 8(a)) and without (Figure 8(b)). In contrast,279

there is a clear change in the y and z velocity fields, as shown in Figures 8(c-280

f). vx has not been plotted since it showed very similar behaviour to p. These281

results demonstrate that, as for the case of an infinite pipe, the acoustic velocity282
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is at least an order of magnitude more sensitive to the presence of a defect than283

the acoustic pressure. A more detailed analysis of these results with reference284

to the experimental data is provided in Section 3.3.285
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 8: A comparison of the acoustic response of the fluid to a 170 Hz source positioned at
x =-0.8 m, the response is shown for a vertical cut plane along the centre line of the pipe for
(a, b) the acoustic pressure, (c, d) the horizontal component of the acoustic velocity vector
and (e, f) the vertical velocity component. (a, c, e) show the acoustic response for a pipe
with defects along its upper edge, (b, d, f) show the acoustic response for a pipe rotated by
90◦ such that the top edge is intact. The isolines are 50 Pa apart for the pressure graphs and
5× 10−5 m/s apart for the velocity graphs.
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3.3. Results286

There are three sets of results presented in the following sub-sections. The287

first set aims to compare the numerical model against experimental data taken288

over a 1 m length of pipe centred 1.3 m from the end of the pipe. The second set289

presents data and their variability in close proximity to a defect between 1.025290

and 1.425 m. It also presents a comparison with the results of the numerical291

simulation in this region, thereby supporting the veracity of the observed be-292

haviour of the acoustic pressure and velocity. Finally, the angular dependence293

of the acoustic velocity measured along the pipe’s circumference is studied for294

two different axial locations in order to assess the sensitivity of the method to295

orientation.296

3.3.1. Model calibration297

In order to evaluate the accuracy of the model, measurements were taken298

at 0.2 m intervals along the length of the pipe. To study cases close to and299

distant from defects (see Figures 4 and 7), the pipe was rotated to move the300

line of defects closer to or further away from the sensor. In this experiment301

the two cases were realised with the pipe rotated to 9◦ and 89◦, respectively.302

A comparison of the results of the model and the experiment is provided in303

Figure 9 for the acoustic pressure measurements and for the three components304

of the acoustic velocity vector. The amplitude of the each acoustic velocity305

component was normalised by the acoustic pressure amplitude measured at the306

same time. This removed drift observed in the speaker output.307

There are strong similarities in the behaviour of the measured and modelled308

velocities near and away from the line of defects. However, the measured acous-309

tic pressure is significantly lower than that predicted close to the speaker. It310

is believed that this is due to the speaker overheating occasionally during test-311

ing causing a drift in output. For both of these sets of measurements the data312

shown was recorded at 1.8 m first, and the sensor moved along the pipe to 0.8 m313

with only small gaps between tests. The acoustic velocity measurements have314

been normalised by the pressure to remove this effect. Aside from the drift in315
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Figure 9: A comparison of the measured (markers) and modelled (lines) acoustic quantities.
The error bars are calculated as the standard deviation of 2 x 9 repeated measurements on
an intact and defective section of pipe. The location of the holes are indicated by the shaded
regions in gray. The green ∆ markers and lines are the results corresponding to the receiver
being next to intact pipe wall. The purple×markers and lines are for the results corresponding
to the receiver being next to the defects.

amplitude, the measured pressure are very similar for the two pipe orientations,316

as expected based on the model. For the first few measurements, from x = 1.6317

to 1.8 m the amplitude of the measured and predicted pressures are also very318

similar.319

The axial component of the acoustic velocity, vx, displays the most similar-320

ities between the modelled and measured data, with the dominant behaviour321

being a clear increase in amplitude along the length of the pipe. The measure-322

ments of vx have a variability (as measured by repeating measurements 9 times323

at two locations and calculating the standard deviation) of 1.2× 10−7 m/s/Pa.324

Given this level of error there is little difference between the axial velocity mea-325

sured in the presence or absence of the defects, i.e. vx is relatively unaffected326
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by the presence of the defects.327

In contrast, a key influence of the line of defects on the acoustic field in the328

pipe is a much more complex variation in the horizontal and radial components329

of the acoustic velocity (vy and vz) when compared to the case where the sensor330

is close to an ‘intact’ section of pipe. The predicted acoustic field close to the331

defects shows localised increases in vy and vz, wherease next to an intact pipe332

the acoustic field is smooth along the pipe length. The horizontal component333

of the acoustic velocity vector, vy, is very sensitive to the proximity of the line334

of defects (compare the purple line versus the green line in Figure 9(c)). The335

agreement between the model and experiment deteriorates for x > 1.6 m, with336

the maximum difference of 4.3 × 10−7 m/s/Pa between the model and data at337

x = 1.8 m corresponding to a relative error of 300%. It should be noted that338

the amplitude of vy is at least an order of magnitude smaller in comparison339

with that measured for vx and vz, this may make it challenging to measure vy340

outside of a lab environment, in areas with higher background noise.341

The predicted radial component, vz, of the acoustic velocity also shows a342

close agreement between the experimental data and the model for the case343

when the line of defects was near the sensor and for x ≤ 1.6 m. For x > 1.6 m344

the measured amplitude of the radial velocity component is significantly larger345

than predicted. For most of the measured range, the model over-predicted the346

amplitude of the radial velocity component for the case when the sensor is away347

from the line of defects. The discrepancy is particularly acute for x > 1.6 m,348

where the measured velocity has remained constant but the model predicts an349

increase towards the end of the pipe.350

The consistent discrepancies between the model and data towards the end of351

the pipe may be due to the increasing deterioration of the pipe condition in that352

region such that the model is a poor representation the conditions: the model353

has assumed that the edges of defects are smooth, it can be seen in Figure 4 that354

this is not always the case. Further, the model assumes the internal walls are355

smooth and of consistent thickness, in fact ultrasonic gauge measurements show356

that the pipe wall thickness varied from 10.6 to 11.9 mm. Finally, the walls of357
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the water tank caused a large number of reflections resulting in a complicated358

pattern of standing waves. A summary of investigations into this complexity is359

provided in Appendix B.360

3.3.2. Acoustic field near a defect and measurement repeatability361

A more granular set of measurements was taken at 0.025 m increments over362

a 0.4 m range around a 0.05 m diameter hole (the defect) at 1.225 m in order363

to determine how sensitive the acoustic pressure and velocity vector compo-364

nents are to the presence of the defect. The measurements were supported with365

COMSOL simulations to determine the ability of the model to reproduce the366

fine structure of the acoustic field in the vicinity of the defect. The results are367

shown in Figure 10 for the sensor installed at 9◦ (near the defects) and 89◦ (away368

from the defect). As in Section 3.3.1, the three velocity components shown in369

Figures 10(b-d) were normalised by the amplitude of the corresponding pressure370

measurement. The data in this figure are presented with error bars showing the371

variation in measurements over 3 repeats at each location.372

The analysis of the measured and predicted acoustic pressures shown in373

Figure 10(a) suggests that this quantity is insensitive to the presence of the374

defect. The predicted amplitude of the acoustic pressure reduces with distance375

from the speaker. This behaviour is not supported with the measured data376

which are relatively independent of the distance.377

The analysis of the measured and predicted acoustic velocities shown in Fig-378

ures 10(b-d) for the amplitude of the three components of the acoustic velocity379

vector suggests that the model captures well the general behaviour of the mea-380

sured data at 9◦. The maximum relative error is 220% for the data at 9◦ (for381

vz at x = 1.402 m).382

The defect has a relatively small effect on vx, in line with the modelled383

result (see Figure 10(b)). The horizontal component of the acoustic velocity,384

vy, is sensitive to the presence of the defect as shown in Figure 10(c). The data385

show that its amplitude displayed a sharp local change by a factor of 7 when the386

sensor was placed close to the defect. The model captures particularly well the387
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Figure 10: A comparison at a higher resolution of the measured (markers) and modelled (lines)
acoustic quantities around a 0.05 m hole at x = 1.225 m (the shaded region in gray). The
green ∆ markers and lines are the results corresponding to the receiver being next to intact
pipe wall. The purple × markers and lines are for the results corresponding to the receiver
being next to the hole. The error bars show the repeatability of measurements.

behaviour of vy with the maximum relative error being 120% at x = 1.252 m388

for angle 9◦ and the mean relative error being 46%. For this component of389

the acoustic velocity the model is mostly within the experimental error both390

near the defect and away from the defect. In the case when the sensor is away391

from the defect, the behaviour of the model and data is much less complex and392

relatively independent of the distance.393

Similar behaviour can be observed in the vz data, with the measurements394

and predictions close to the line of defects showing much more variation than the395

modelled intact case. The measurements of the ‘intact’ pipe deviate strongly396

from the model here, and show more variation across this length than might397

be expected. There is also more of a discrepancy between the modelled and398
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measured values of vz close to the defects for x < 1.15 m and x > 1.30 m (up399

to a relative error of 220% at 1.402 m for 9◦). There are two possible reasons400

for these differences. Firstly, the thickness of the pipe was not constant. The401

level of corrosion and graphitisation in the pipe material was not known. The402

pipe wall thickness was measured for points on the wall corresponding to each403

of the data points shown in Figure 10. Over this range the pipe wall thickness404

varied by 1.3 mm with the average being 11.2 mm. Also, the results shown in405

the Appendix suggest that the effect of the tank wall can be rather complex406

to capture accurately with the proposed model because the predicted acoustic407

pressure and velocity components are dependent on the choice of the Young’s408

modulus for the PVC panel material and the quality of the tank assembly.409

3.3.3. Effect of pipe angle410

When scanning a pipe in a laboratory or in the field there is no guarantee411

that the sensor will be aligned perfectly beneath any defects, i.e. within a given412

pipe cross-section there may be some angle between the defect line and the413

sensor. An additional experiment was carried out to determine the effect of414

this pipe angle on the amplitude of the three velocity components measured415

with the tiaxial accelerometer. The results from this experiment, shown in416

Figure 11 and summarised in Table 5, suggest that the horizontal component of417

the acoustic velocity vector is the most sensitive to the angle at which a defect418

is approached. The amplitude of this component increases progressively when419

the angle reduces below 40◦ (see 11(b)). A 5.5-fold maximum increase in the420

amplitude is observed in the vy data when the sensor was at 9◦. The behaviour421

of the amplitude of the radial velocity component as a function of pipe angle is422

more complicated as illustrated in Figure 11(c). The maximum vz amplitude is423

for the minimum angle of 9◦. It is a 3-fold increase with respect to that recorded424

at 89◦ and it is approximately 2.5 times greater than the maximum of vy at 9◦.425

Between these angles vz oscillates suggesting that it can be possible to use this426

quantity as an indicator of the wall damage presence even if the sensor is not427

in the immediate vicinity of it, e.g. at 40-50◦. In contrast, the angle has little428
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Figure 11: The effect of the angle between the sensor and line of defect on the amplitude of
the three components of the acoustic velocity vector. The data were taken at x = 1.227 m,
corresponding to the pipe cross-section with a 0.025 m diameter hole at 0◦.

effect on the amplitude of the axial component of the acoustic velocity, vx (see429

Figure 11(a)). There is still some increase in vx when the angle reduces from430

89◦ to 9◦, but its amplitude does not change by more than 16% confirming that431

this velocity component is much less sensitive to the presence of damage.432

Table 5: Summary of variation in each parameter over angle, in x10−7 m/s/Pa.

Max. Angle Min. Angle Change

vx/P 5.3 9.24 4.6 36.97 14%
vy/P 2.1 18.48 0.29 90.56 150%
vz/P 3.3 9.24 1.3 83.17 90%
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3.4. Discussion and future work433

This paper has demonstrated both numerically and experimentally that the434

acoustic velocity in a low frequency sound wave is a much more sensitive to435

the presence of a pipe wall defect than the acoustic pressure. A new acoustic436

velocity sensor based on a high-fidelity triaxial accelerometer has been designed437

and tested in a 0.31 m diameter, 2 m long water-filled ductile iron pipe with wall438

perforations and wall thinning representing typical in-pipe defects. The sensor439

has been suspended in water to respond freely to the passing sound wave. This440

pipe used to serve as part of a rising main to pump wastewater. A refined441

COMSOL finite element model of this pipe placed in a water-filled tank has442

been developed to predict the acoustic pressure and velocity distribution. The443

model has been validated against the data from a complementary laboratory444

experiment. It has been shown that the model agreed with the data within445

certain regions; the error increases to 220% in the worst case, where end effects446

and simplifications in the defect shapes are most egregious. For the central447

region of the pipe, the model agrees with the measured data to within 20%, and448

the trends in behaviour are very consistent between the two.449

The results from the numerical simulation for a long rising main suggest that450

the radial and horizontal components of the acoustic velocity vector are very451

sensitive to the presence of wall damage such as wall thinning or perforation.452

These results (see Figures 10 and 3) demonstrate that the presence of a defect453

in a long water-filled pipe has a profound influence on the amplitude of the454

horizontal (tangential) and vertical (radial) components of the acoustic velocity455

vector. This influence can be detected many meters away from the defect. The456

distance at which this defect can be detected is much greater than the defect’s457

dimensions.458

The results of our experiment in the 2 m long water-filled section of an459

exhumed rising main suggest that the proposed acoustic velocity sensor can460

very clearly localise a 0.025 m diameter defect at around 0.1 m away from it461

(see Figure 9) and within an angular range of 9-40◦ (see Figure 11). The method462

has used a scanning resolution of 25 mm, as opposed to the 3 mm used by the463
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PIG in [15, 7], allowing for significantly faster scanning of the pipe than would464

be possible with this PIG. It has been confirmed from the experiment that465

the acoustic pressure and axial velocity components are relatively insensitive to466

the presence of pipe wall damage. On the contrary, the radial and horizontal467

components of the acoustic velocity are very sensitive to wall damage. It has468

been shown that the amplitude of these two components changes by up to a469

factor of 5 when the sensor and damage spot were aligned.470

This finding suggests that the new sensor offers the opportunity to detect471

damage in live rising mains and clean water pipes made from ductile iron. The472

presence of pipe wall damage is clearly visible in the acoustic velocity data much473

further away from its centre than the damaged spot dimensions. This sensor can474

be deployed on an in-pipe robotic platform, allowing for detection of significantly475

smaller wall defects than is currently possible. The use of low-frequency sound476

waves with relatively low attenuation in metal pipes enables the sound source to477

be placed far away from the sensor making it easier to control the experiment,478

quality of the collected data and to manage power.479

The next stage of this project will look at deploying this sensor on an au-480

tonomous robot roaming a long section of a buried rising main. A limitation of481

the work presented here is that reference measurements of the pipe are required,482

since the presence of a defect is decided based on comparison with the baseline.483

Therefore, part of the future work will be to investigate whether acoustic infor-484

mation collected continuously while traversing from an intact pipe section to a485

defective section can be used to train a suitable machine learning algorithm to486

detect the defect, or whether reference measurements of an exemplary pipe are487

still required.488

4. Conclusions489

In this paper the efficacy of a triaxial accelerometer at detecting a small de-490

fect in the wall of a rising main has been demonstrated. The difference between491

measurements taken close to a defect and those next to an intact section of pipe492

is within the limits of the repeatability of the sensor measurements, and the493
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deviation in behaviour close to a defect is striking enough to be detectable in494

a scan along the pipe length. This result has been proven experimentally in a495

limited setting, for the specific case of small holes in a pipe wall. It has been496

used to validate the results of numerical models which predicted that the radial497

and torsional components of the acoustic velocity would be more sensitive to498

small defects in a pipe than the pressure or axial velocity. These models go be-499

yond the results of the experiment and predict that the acoustic velocity vector500

can be used to find not only small holes in the pipe wall, but also internal and501

external pitting defects. Further work is required to investigate the limitations502

of this result experimentally, although the range of the sensor in terms of axial503

distance from a defect and angle between the sensor and the defect has been504

shown. This work stands as a proof of concept that this kind of sensor can be505

used to detect small defects in pipe walls, allowing for improved predictive and506

preventative maintenance of pipes.507
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Figure A.12: Schematic of the mesh for the model described in Section 2.

Appendix A. Model development: mesh validation519

In order to understand better the accuracy of the finite element models520

described in Sections 2 and 3.2 the size of the meshes in each model was varied521

and results analysed accordingly522

Appendix A.1. Validation of basic model523

A schematic view of the mesh used in the model described in Section 2 is524

provided in Figure A.12 showing each of the meshing elements. Based on this525

there are 6 main parameters than can be modified within the mesh:526

• mp, the maximum element size of the free triangular mesh that is swept527

along the majority of the pipe.528

• dp, the distance between elements in this swept mesh.529

• nw, nw,3D, the number of elements in the pipe wall, in the main pipe wall530

and close to the defect (in the 3D section).531

• mt, the maximum element size of the tetrahedral mesh close to the defect.532

• md, mh, the maximum element size on the surface of the defect/at the533

location of the hole in the pipe.534
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Table A.6: A representative selection of the mesh sizes tested for basic model, where R is the
radius of the pipe, h is the pipe wall thickness and r is the radius of the hole in the pipe wall.

mp,mt dp (m) nw nw,3D md mh d3D (m) description

R/2 0.3 1 3 h r 1 very coarse
R/3 0.25 1 5 h/3 r/3 1 coarse
R/5 0.25 2 7 h/4 r/5 1 medium
R/8 0.2 3 10 h/4 r/8 1 ultra-fine
R/3 0.25 1 5 h/3 n/a 2 fine, long 3D
R/8 0.1 5 5 h/4 r/8 0.25 med., short 3D

• d3D, the length of the 3D mesh.535

In order to simplify the problem, we set mp = mt in all cases.536

The size of the mesh used in each test for each section of the model is537

summarised in Table A.6, with the results compared in Figure A.13. The error538

here is calculated as ϵ = (xmodel−xfine)/(xfine+ζ), where ζ is a regularisation539

constant and xmodel and xfine are the feature of interest for the model under540

consideration and the model with the fine mesh, respectively. It can be seen541

that the error in the results is similar for both the medium and fine meshes,542

however the fine mesh has lower errors close to the defect for p and vx, so was543

chosen for the model described in the main text. The results along the length544

of the pipe for each parameter are shown in Figure A.14 for a subset of the545

mesh sizes shown above. The relative error as a function of the mesh size is also546

shown. Inspection of Figure A.14 shows that the relatively high error in vy is547

dominated by a very dissimilar result immediately next to the defect, removing548

this increases the similarity in the results of the fine and ultra-fine meshes, the549

remaining high relative error can be explained by the very low values of vy being550

measured. There is a similar very localised increase in the error of vz close to the551

defect, largely due to the sudden decrease in vz distorting the error calculation.552

In general the low level of difference seen between the fine and ultra-fine meshes553

led to the selection of the fine mesh for the results presented in this paper.554
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Figure A.13: Effect of different sized meshes on the error in the value of each parameter along
the sensor line. The error has been calculated with respect to the ’ultra-fine’ model. The
mesh sizes for each section of the model are summarised in Table A.6.
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Figure A.14: Effect of different sized meshes on the model results along the sensor line for 3
different meshes. The error is between the fine and ultra-fine meshes. The mesh sizes for each
section of the model are summarised in Table A.7.
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Table A.7: The maximum element size, in m, for the mesh in each component in the model.

Component Mesh used Finer mesh

tank 0.25 0.05
pipe wall 0.25 0.01

pipe interior 0.25 0.01
speaker 0.08 0.01
defect 0.005 0.001

Table A.8: The relative error between the fine mesh and that used in the final model.

Pressure vx vy vz

0.078 0.057 0.038 0.048

Appendix A.2. Validation of model mesh of experiment555

This section provides a comparison between the model used in Section 3.2556

and a significantly finer mesh (for context the model used take 2.5 minutes to557

run, the finer meshed model takes 6 hours). The maximum element size of each558

component of the model for the two cases is provided in Table A.7.559

The relative error, ϵ, was calculated for each of the parameters of interest,560

and is shown in Table A.8. These are relatively high, however an inspection of561

the relevant graphs (Figure A.15) shows that the main contributions to these562

errors are close to the speaker and at minima in the signals. An inspection of563

Figure A.16 further demonstrates the strong similarities in the behaviour of the564

two models. This led to the choice of mesh used.565
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Figure A.15: Effect of different sized meshes on the model results. The mesh sizes for each
section of the model are summarised in Table A.7.
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(a)

(b)

(c)

(d)

Figure A.16: A comparison of the acoustic response of the fluid to a 170 Hz source positioned
at x =-0.8 m, the response is shown for a vertical cut plane along the centre line of the pipe
for (a, b) the horizontal component of the velocity and (c, d) the vertical component. (a) and
(c) show the results for a fine mesh, while (b) and (d) show the results used in the main body
of this work. The isolines are 5× 10−5 m/s apart.
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Appendix B. Model development: parametric analysis566

The water level in the tank and visco-elastic properties of PVC panels of567

which the tank was made are two parameters that may affect the acoustic pres-568

sure and velocity predicted with the COMSOL model. An investigation into569

these effects were carried out accordingly. In this investigation:570

i) the Young’s modulus of the PVC panels was varied from infinitely rigid, as571

assumed in the original model, to E = 2.9 GPa and 4 GPa, respectively;572

ii) the depth of the water in the tank was varied from its base value of 0.025573

m to 0.1 m, 0.25 m and 0.5 m above the crest of the pipe, respectively.574

The results of these permutations were compared against those from the575

‘baseline’ model presented in the main body of the paper. The geometry of576

the model was not varied from that shown in Figure 7 and detailed in Table 3.577

Figures B.17 and B.18 present the results that illustrate the effect of the finite578

Young’s modulus for the PVC panels and water level in the tank, respectively.579

The solid lines shown in these figures correspond to the case with the pipe wall580

perforations. The dashed lines correspond to the case of the undamaged pipe.581

The velocity amplitudes were normalised by the acoustic pressure to support a582

comparison with the results shown in the main body of this paper.583

It can be seen in Figures B.17 (a,b) that changing the Young’s modulus of the584

PVC panels has a minimal effect on the amplitude of the acoustic pressure and585

axial velocity component. However, the finite value of the Young’s modulus586

has a much more pronounced effect on the horizontal (Figure B.17 (c)) and587

radial (Figure B.17 (d)) components of the acoustic velocity particularly as the588

receiver approaches the source. Generally, there is a significant, approximately589

2-fold, increase in the amplitude of the radial velocity in the case when the walls590

of the tank are acoustically rigid. The behaviour of the horizontal component591

of the acoustic velocity is more complex and somewhat chaotic. The difference592

between the results for E = 2.9 GPa and E = 4.0 GPa are very small. This593

difference is much larger between the case when the tank panel is assumed rigid594

and when it is elastic, i.e. when the value of E is finite.595
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Figures B.18 demonstrate the effect of water level on the four acoustics quan-596

tities. In these calculations the tank walls were assumed rigid. The acoustic597

velocities were normalised again by the acoustic pressure to support a compari-598

son with the results shown in the main body of this paper. These results suggest599

that the effect of the water level on the acoustic pressure is relatively small (see600

Figure B.18(a)), but stronger than the effect of the value for E (see Figure601

B.17(a)). Generally, the acoustic pressure amplitude slightly increases by a few602

% with the increased water level. The effect of water level on the amplitude of603

the three acoustic velocity components is also small, except at distances farther604

away from the speaker and near the far end of the tank (see Figures B.18(b-d)).605

For example, the normalised amplitudes of vz/p can vary by up to a factor of 2606

at x = 1.8 m (see Figure B.18(d)). Generally, amplitude of the acoustic velocity607

components decreases with the increase in the water level.608
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Figure B.17: Comparison of multiple models, similar to the model described in Section 3.2
but with small changes. The results for a defective pipe are shown with solid lines and the
complementary results for an intact pipe are shown with dashed lines.
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Figure B.18: Comparison of multiple models, similar to the model described in Section 3.2
but with varying water depths. The results for a defective pipe are shown with solid lines and
the complementary results for an intact pipe are shown with dashed lines.

39



References609

[1] Water UK. Design and construction guidance for foul and surface water610

sewers offered for adoption under the code for adoption agreements for611

water and sewerage companies operating wholly or mainly in England (‘The612

Code’), 2019.613

[2] P. Rizzo. Water and wastewater pipe nondestructive evaluation and health614

monitoring: A review. Advances in Civil Engineering, 2010, 2010. DOI:615

10.1155/2010/818597616

[3] Y. Kleiner, B. Adams, and J. Rogers. Water distribution network renewal617

planning. Journal of Computing in Civil Engineering, 15, 2001. DOI:618

10.1061/(ASCE)0887-3801(2001)15:1(15)619

[4] D. Misiunas. Failure monitoring and asset condition assessment in wa-620

ter supply systems. Lund University, Department of Industrial Electrical621

Engineering and Automation, 2005.622

[5] Technologies to assess conditions of wastewater rising mains. Water New623

Zealand Conference Proceedings, 2018. [Online; accessed 5-August-2024].624

[6] A. Rainer, T. F. Capell, N. Clay-Michael, M. Demetriou, T. S. Evans,625

D. A. Jesson, M. J. Mulheron, L. Scudder, and P. A. Smith. What does626

NDE need to achieve for cast iron pipe networks? ICE Infrastructure Asset627

Management, 4:68–82, 2017. DOI: 10.1680/jinam.16.00020628

[7] Y. Yu, A. Safari, X. Niu, B. Drinkwater, and K. V. Horoshenkov. Acoustic629

and ultrasonic techniques for defect detection and condition monitoring in630

water and sewerage pipes: A review. Journal of Applied Acoustics, 183,631

108282, 2021. DOI: 10.1016/j.apacoust.2021.108282632

[8] M. S. El-Abbasy, F. Mosleh, A. Senouci, T. Zayed, and H. Al-Derham.633

Locating leaks in water mains using noise loggers. Journal of Infrastructure634

Systems, 22, 2016. DOI: 10.1061/(ASCE)IS.1943-555X.0000305635

40



[9] Z. Xue, L. Tao, J. Fuchun, E. Riehle, H. Xiang, N. Bowen, and R. P. Singh.636

Application of acoustic intelligent leak detection in an urban water supply637

pipe network. Journal of Water Supply: Research and Technology-Aqua,638

69(5):512–520, 2020. DOI: 10.2166/aqua.2020.022639

[10] Pure Technologies, Xylem: SmartBall. https://www.640

xylem.com/en-us/products--services/pipeline-assessment/641

smartball-inline-free-swimming-inspection-platform/. Accessed:642

2024-08-20.643

[11] Pure Technologies, Xylem: Pipediver. https://www.644

xylem.com/en-us/products--services/pipeline-assessment/645

pipediver-condition-assessment-platform/. Accessed: 2024-08-646

20.647

[12] Pure Technologies, Xylem: Sahara. https://www.xylem.648

com/en-us/products--services/pipeline-assessment/649

sahara-inline-tethered-inspection-platform/. Accessed: 2024-650

08-20.651

[13] Xylem: Increased regulation makes rising main management a risk priority.652

https://www.xylem.com/en-uk/the-pipeline/assessment-services/653

increased-regulation-makes-rising-main-management-a-risk-priority/.654

Accessed: 2024-08-20.655

[14] Hong Kong DSD. R&D Report No. RD1074: Assessment of service con-656

ditions of rising mains. https://www.dsd.gov.hk/EN/Files/Technical_657

Manual/RnD_reports/RD201201.pdf. Accessed: 2024-08-20.658
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