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S U M M A R Y 

Seismic signals generated by near-surface explosions, with sources including industrial ac- 
cidents and terrorism, are often analysed to assist post-detonation forensic characterization 

efforts such as estimating e xplosiv e yield. Explosiv ely generated seismic displacements are 
a function of, amongst other factors: the source-to-receiver distance, the e xplosiv e yield, the 
height-of-b urst or depth-of-b urial of the source and the geological material at the detonation 

site. Recent experiments in the United States, focusing on ground motion recordings at dis- 
tances of < 15 km from e xplosiv e trials, hav e resulted in empirical models for predicting 

P -wave displacements generated by explosions in and above hard rock (granite, limestone), 
dry alluvium, and water. To extend these models to include sources within and above sat- 
urated sediments we conducted eight explosions at Foulness, Essex, UK, where ∼ 150 m 

thicknesses of alluvium and clay overlie chalk. These shots, named the Foulness Seismoa- 
coustic Coupling Trials (FSCT), had charge masses of 10 and 100 kg TNT equi v alent and 

were emplaced between 2.3 m below and 1.4 m above the ground surface. Initial P -wave 
displacements, recorded between 150 and 7000 m from the e xplosions, e xhibit amplitude 
variations as a function of distance that depart from a single po wer-la w decay relationship. 
The layered geology at Foulness causes the propagation path that generates the initial P -wave 
to change as the distance from the source increases, with each path exhibiting different ampli- 
tude decay rates as a function of distance. At distances up to 300 m from the source the first 
arri v al is associated with direct propagation through the upper sediments, w hile bey ond 1000 

m the initial P -waves are refracted returns from deeper structure. At intermediate distances 
constructive interference occurs betw een P -wa ves propagating through the upper sediments 
and those returning from velocity-depth gradients at depths between 100 and 300 m. This 
generates an increase in displacement amplitude, with a maximum at ∼ 800 m from the 
source. Numerical waveform modelling indicates that observations of the amplitude varia- 
tions is in part the consequence of high P- to S- wave velocity ratios within the upper 150 

m of saturated sediment, resulting in temporal separation of the P and S arri v als. We ex- 
tend a recently developed empirical model formulation to allow for such distance-dependent 
amplitude variations. Changes in e xplosiv e height-of-burst within and above the saturated 

sediments at Foulness result in large P -wave amplitude variations. FSCT surface explosions 
e xhibit P -wav e displacement amplitudes that are a factor of 22 smaller than coupled explo- 
sions at depth, compared to factors of 2.3 and 7.6 reported for dry alluvium and granite, 
respecti vel y. 
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1  I N T RO D U C T I O N  

Recordings of e xplosiv ely generated seismic waves can be used to 
estimate the yield (or charge mass) of a detonation. Historically, 
significant effort has been expended in identifying relationships 
between seismic signal parameters, including amplitudes and asso- 
ciated magnitude estimates, and the yield of underground nuclear 
test explosions (e.g. Douglas & Marshall 1996 ). 

As seismometer deployments have become more widespread, 
recordings from smaller conventional explosive sources have be- 
come more commonplace. Unlike underground nuclear tests these 
sources are often close to the surface. Examples include truck bomb 
detonations (Koper et al. 1999 , 2002 ), accidental industrial explo- 
sions (Pilger et al. 2021 ; Song et al. 2022 ) and munition storage 
accidents (Nippress et al. 2023 ). To estimate an e xplosiv e yield for 
such sources, the analyst must account for the partitioning of kinetic 
e xplosiv e energy into seismic waves, damage (e.g. crater formation) 
and airborne acoustics. 

Near-surface explosions generate smaller seismic signals than 
fully coupled buried explosions with commensurate charge masses 
(e.g. Khalturin et al. 1998 ). Over the past decade there has been a 
concer ted effor t to design, and execute, experiments that allow the 
variation in seismic coupling as a function of e xplosiv e height-of- 
b urst or depth-of-b urial to be determined (e.g. Bonner et al. 2013a , 
b ). The results have allowed empirical models for seismic displace- 
ment to be constructed (e.g. Ford et al. 2014 , 2021 ; Templeton et al. 
2018 ) and then validated against other data sets (e.g. Pasyanos & 

Ford 2015 ; Kim & Pasyanos 2023 ). 
For simplicity, we describe height-of-burst and depth-of-burial 

v ariations b y one continuous parameter, which we denote HoB, with 
ne gativ e/positiv e values indicating subsurface/subaerial explosions 
(following the notation of Templeton et al. 2018 ). 

Empirical models for predicting e xplosiv ely generated initial P - 
wave seismic displacements must account for variations caused 
by: the distance from the source at which the recording is made, 
the e xplosiv e yield, the e xplosion HoB and the geological setting 
in which the explosion and seismic propagation takes place (e.g. 
Ford et al. 2014 , 2021 ). The dependence on geological setting 
limits the wider applicability , or transportability , of such empir- 
ical models. In addition, simplifications such as the assumption 
of isotropic seismic source radiation are often implicit within the 
model formulation. When interpreting signals generated by an ex- 
plosion in a given location, an analyst has to consider the applica- 
bility of models validated using trials data collected at a different 
site. 

The field trials data from which the empirical models were built 
have also illustrated the benefit of multiparameter recordings. With 
measurements of a single phenomenon (e.g. seismic body waves) it 
is difficult to distinguish between the effects of variations in HoB 

and yield. The joint analysis of seismic and airborne acoustic (blast) 
data has been successful in resolving this parameter trade-off (Ford 
et al. 2014 ; Williams et al. 2021 ). 

Ford et al. ( 2021 ) report seismic displacement models for three 
generic rock-type environments: hard (granite, limestone), soft (al- 
luvium, soil) and wet (saturated soil). Little information is given 
regarding the geological variations as a function of depth at the trial 
locations, and the specific propagation paths taken by the initial 
P -wave as a function of source-to-receiver distance are not con- 
sidered. These factors are unimportant in areas of homogeneous 
geology, where the initial P -wave will, at all relevant distances, be a 
direct wave within the same material as that in which the explosion 
was detonated. The assumption of direct P -wave paths is attractive 
because signal amplitude decay as a function of distance may be ex- 
plained by a simple po wer-la w relationship. Ho wever , in layered ge- 
ologies (for example, where sediments overlie bedrock), variations 
in the path taken by the initial P -wave (direct wave, refracted head 
wave) lead to more complex variations in initial P -wave amplitude 
with distance (e.g. Červen ý 1966 ; Banda et al. 1982 ). Therefore, 
it is important to understand the applicability of empirical seismic 
displacement models, such as those of Ford et al. ( 2014 , 2021 ), in 
environments where the initial P -wave path changes as a function 
of distance. 

Additionally, the Ford et al. ( 2021 ) wet-rock model is only con- 
strained by data from the Humming Terrapin trials series, for which 
the majority of the explosions occurred within or above large ponds 
at Aberdeen Proving Ground , Maryland , US (Stone 2017 ). There- 
fore, questions remain about whether the Ford et al. ( 2021 ) wet-rock 
model is applicable to explosions in and above saturated sediment, 
or whether it should only be used for detonations in and above water. 

A series of eight explosions were conducted to address the gap 
in knowledge regarding P -wave amplitude variation, as a function 
of HoB, for explosions in and above saturated sediment. The trials, 
conducted on Foulness Island, Essex, UK, and referred to as the 
Foulness Seismoacoustic Coupling Trials (abbreviated to FSCT) 
were undertaken within and above saturated alluvium and clays 
overlying more competent sedimentary rocks (Sections 2 & 3 ). 

In this paper w e, ha ve focused upon ground motion recordings at 
distances of between 20 and 7000 m from the explosions (Section 4 ). 
These measurements have increased our understanding of energy 
partitioning for sources within, and above, soft saturated sediments, 
and allow comparison to previous results. We utilized numerical 
modelling to improve our understanding of the initial P -wave trav- 
eltime and amplitude measurements (Section 5 ). In particular, the 
modelling results suggest that observed distance-dependent varia- 
tions in signal amplitude decay rates can be attributed to the effect 
of geological layering beneath Foulness Island. These findings have 
been incorporated into a seismic displacement model (Section 6 ), 
based upon that of Ford et al. ( 2021 ). 

2  F O U L N E S S  S E I S M OA C O U S T I C  

C O U P L I N G  T R I A L S  

FSCT comprised eight detonations within a 75 m × 75 m area of 
undisturbed ground (referred to as the shotpad) at a UK Ministry of 
Defence firing range on Foulness Island, Essex, UK, during October 
2021 (F ig. 1 , Tab le 1 ). The site was chosen due to the > 100 m
underlying thicknesses of alluvium and clays, facilitating a HoB 

experiment in soft saturated sediments. A pre-FSCT reflection and 
refraction seismic surv e y was conducted to understand the seismic 
velocity structure in the vicinity of the shotpad (Collins 2018 ), and 
a detailed geological description is provided in Section 3 . 

The eight e xplosiv e charges, referred to as S1 to S8, had equiv- 
alent TNT charge masses of 10 kg (S1, S7, S8) and 100 kg (S2 to 
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Figure 1. The layout of the FSCT across Foulness Island (panel a), ∼ 70 km east of London (panel a inset). The eight explosions (S1 to S8) were contained 
within a 75 m × 75 m shotpad, that was surrounded by a ring of geophones (panels b and c). The explosions were detonated at HoB of between 1.4 m above and 
2.3 m below the ground surface (panel d, and Table 1 ). Borehole labels (A to F) correspond to those in Fig. 2 . Broad-band seismometer locations are labelled 
TR01 to TR12. 
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6) and were constructed as cylinders to allow emplacement within
oreholes. The aspect ratio of the cylinder (1:1.57) was a compro-
ise between requiring a compact source and ensuring a tight fit
ithin the boreholes. The lateral spacing between the explosions

cross the shotpad (Fig. 1 c) was designed to minimize interaction
etween the e xplosiv ely generated craters. The allowable FSCT
harge mass was restricted by Foulness site regulations, such that
he shots were smaller than the explosions underpinning previous
mpirical models; the distribution of e xplosiv e charge masses used
n the Ford et al. ( 2021 ) analysis had a lower quartile to upper
uartile range of 91–540 kg. 
The e xplosiv e package centroid depths w ere betw een 2.32 m
elow the ground surface (S2) and a height of 1.36 m above the
round surface (S6) (Fig. 1 d). The above-ground charge (S6) was
laced on a wooden platform, and the on-surface e xplosiv es (S5,
7, S8) were placed on a thin cardboard sheet. The below-ground
 xplosiv es (S1 to S4) were emplaced at the base of boreholes, lined
sing a single length of ribbed high-density polyethylene (HDPE)
ipe that ensured the surrounding alluvial sediments did not col-
apse before charge emplacement. Any small gap ( < 100 mm)
etween the HDPE liner and the edge of the drilled hole was back-
lled with sharp sand. Once the charge and cabling were securely

art/ggaf178_f1.eps
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Table 1. Information regarding the eight FSCT trial explosions. W is the TNT equi v alent charge mass. Height-of- 
burst (HoB) values are to the centre of the charge; ne gativ e values indicate a buried charge. The positional data was 
surv e yed using 3-D scanning data, combined with a tie-point from satellite imagery, and is consistent with handheld 
GPS measurements. † : seismic velocities calculated using these times suggest there is a timing discrepancy for these 
explosions, particularly S8, of up to 0.1 s. 

Shot W HoB Firing time Latitude Longitude 
(kg) (m) (UTC) ( ◦N) ( ◦E) 

S1 10 −2.15 2021-10-19 10:08:57.226 51.579 266 0.861 024 
S2 100 −2.32 2021-10-21 11:19:13.031 51.579 820 0.861 526 
S3 100 −1.39 2021-10-20 11:20:50.847 51.579 695 0.860 821 
S4 100 −0.70 2021-10-08 10:42:25.936 † 51.579 611 0.861 615 
S5 100 0.15 2021-10-07 10:59:49.288 51.579 483 0.860 932 
S6 100 1.39 2021-10-05 11:30:52.393 51.579 760 0.861 179 
S7 10 0.105 2021-10-04 13:57:45.564 51.579 615 0.861 337 
S8 10 0.105 2021-10-18 10:49:30.816 † 51.579 469 0.861 217 

Table 2. Instrumentation deployed during FSCT. N is the number of sensors. 

Instrumentation N Sampling rate Distance from Recording 
(samples per shotpad centre period (2021) 

second) (m) 

Seismic Broad-band 12 250 360 to 6950 27-Sep to 25-Oct 
Nodes 46 1000 170 to 1640 27-Sep to 25-Oct 

Accelerometers 4 1 ×10 6 55 to 70 During each explosion 
Blast gauges 4 1 ×10 6 55 to 70 During each explosion 
Infrasound 4 100 770 to 1650 28-Sep to 22-Oct 
High-speed video 2 10 000 & 2000 95 During each explosion 
3-D Scanning 2 – – After each explosion 
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deployed at the base of the borehole, sharp sand was used to stem 

the borehole to surface level taking care to ensure no voids were 
present around the charge casing. Further details of the explo- 
sives and their emplacement are given in Supporting Information 
Section A . 

An instrumentation suite was deployed across Foulness Island 
(Fig. 1 and Table 2 ) to record the seismoacoustic wavefield gener- 
ated by the FSCT explosions. This paper focuses on seismic data 
collected at distances of 150 to 7000 m (37 to 1500 m/kg 1 / 3 from the 
100 kg explosions) for comparison with the models of Ford et al. 
( 2014 , 2021 ) alongside closer proximity ( < 100 m) accelerome- 
ter data that allows comparison with ground shock studies (e.g. 
Drake & Little 1983 ). Continuous seismic data, collected across 
∼1 month, is available (Green & Nowacki 2021 ), although not 
analysed in depth here. Blast wave data, collected on piezoelectric 
sensors, did not capture the whole low-frequency waveform leading 
to impulse measurements being underpredicted; an issue identified 
by Ford et al. ( 2014 ). Ho wever , recorded peak pressures for the 
above ground shots were consistent with the blast wave model of 
Kinney & Graham ( 1985 ), and the reduction in peak pressure for 
buried explosions agrees with the observations of Ford & Voro- 
biev ( 2023 ). For completeness this analysis is detailed in Fig. S1 
( Suppor ting Infor mation ). High-speed video of the explosions and 
3-D laser scans of the resultant craters were also made but have yet 
to be comprehensi vel y anal ysed. 

3  G E O L O G I C A L  S E T T I N G  

Foulness Island, a ∼ 10 × 4 km area of reclaimed coastal marsh- 
land, is located on the nor ther n shore of the Thames Estuary, 
∼ 70 km east of London (Fig. 1 a inset). The geological sequence 
underneath the island can, to first order, be described by a six 
layer model (progressing downward from the surface): Marine and 
estuarine alluvium (with a thickness of ∼ 20 m), London Clay 
( ∼ 100 m thickness), Lower London Tertiaries ( ∼ 40 m thick- 
ness), Chalk ( ∼ 200 m thickness), Upper Greensand and Gault 
Clay ( ∼ 40 m thickness) underlain by Palaeozoic Basement Sand- 
stones. The upper 200 m of the sedimentary sequence beneath Foul- 
ness Island has been constrained from a small number of historical 
boreholes (e.g. Figs 1 a and 2 a). 

The upper ∼ 20 m at Foulness consists of unconsolidated marine 
and estuarine alluvium deposits, predominantly formed of clays, 
silts and sands. Previous studies suggest that the alluvial deposits 
e xhibit P -wav e v elocities ( v p ) of between 1.5 and 1.9 km s −1 (Con-
way et al. 1984 ). Within 500 m of the FSCT shotpad, borehole 
logs indicate that the alluvium comprises ∼ 8 m of sand overlain 
by ∼ 9 m of clays and silts (Boshier 1982 , 1983 , and summarized 
in Fig. 2 a). Undrained triaxial compression tests and consolidation 
tests indicated that the upper two to three metres of material has 
a bulk density of between 1.6 and 2.0 Mg m 

−3 . Cohesion (shear 
strength) values exhibit large variations, but reduce from between 
15 and 105 kPa in the desiccated upper layer to between 3 and 10 
kPa at depths of 2–3 m. This led Boshier ( 1983 ) to conclude that 
the clays at the depths of the deepest FSCT explosions ( ∼ 2 . 3 m) 
should be classified as very soft. 

Beneath the upper alluvial layers lies an ∼ 90 m thickness of 
London Clay, a unit comprised of silty and sandy clays (e.g. Lake 
et al. 1986 ); for the purposes of our study we do not attempt to 
subdivide this into finer lithological units. Across Foulness Island 
the mapped depth to the base of the London Clay is remarkably 
consistent, with depths between 103 and 111 m below the sur- 
face (Lake et al. 1986 , and Fig. 2 a). London Clay is likely char- 
acterized by high v p / v s ratios ( > 5); mean v p measurements are 
∼ 1 . 6 km s −1 , while shear wave velocities ( v s ) of between 200 and 

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
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Figure 2. The geological structure beneath Foulness Island (panel a) compared to a P -wave seismic velocity profile (panel b) constructed from a seismic 
reflection surv e y conducted ∼ 300 m to the north–east of the FSCT shotpad (Can 2020 ). Boreholes labels (A to F) correspond to those shown in Fig. 1 (a); 
boreholes B and C are within 500 m of the FSCT shotpad, and details of the upper 20 m sediment sequence are given at the base of panel (a). Borehole 
summaries are based upon records provided by British Geological Surv e y (UKRI). 
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00 m s −1 are reported (e.g. Conway et al. 1984 ; Hight et al. 1997 ;
essi-Cheimariou et al. 2019 ). Samples of London Clay collected at
ther UK locations exhibit mechanical anisotropy (e.g. Nishimura
t al. 2007 ), but we are unaware of dedicated studies at Foulness
nd this property is not considered further in this paper. 

Below the London Clay lies an ∼ 40 m thickness of Palaeo-
ene sediments laid down in a mixture of shallow sea, coastal and
uvial environments (e.g. Sumbler 1996 ). We refer to these using

he historical ‘Lower London Tertiaries’ classification, rather than
plitting the layer into the Lambeth Group (upper ∼ 10 m of sands)
nd Thanet Sand (lower ∼ 30 m of clays and sands) due to the low
onfidence in being able to distinguish between the two in historical
orehole records. Seismic investigations of the Lower London Ter-
iaries at a site ∼ 85 km to the north–east of Foulness suggests that
hear-wav e v elocities within this unit are low ( v s < 500 m s −1 ),
ith the clays of the Thanet Sand perhaps forming a low-velocity

one with v s as low as 300 m s −1 (Hight et al. 1997 ). 
Carboniferous chalk deposits underlie the Lower London Ter-

iaries (Fig. 2 a), with the interface at a depth of ∼ 160 m (Lake
t al. 1986 ). Although the deposit thickness has not been proven
ia drilling on Foulness Island, deep boreholes across the Thames
stuary re gion hav e rev ealed a relativ ely consistent 200 ±15 m

hickness of chalk. Despite southern UK chalk having variable ge-
mechanical strength properties, related in part to the presence of
lay-rich marl beds (e.g. Bell et al. 1999 ), a single layer description
s sufficient for our purposes. Beneath the chalk the closest deep
orehole, 18 km from the FSCT shotpad, reveals a 40 m thick-
ess of early Cretaceous sandstones and mudstones (the Upper
reensand and Upper Gault) before Palaeozoic sandstones are
eached at a depth of ∼ 400 m (Smart et al. 1964 ; Lake et al.
986 ). 

A seismic reflection surv e y, conducted a few hundred metres to
he north–east of the FSCT shotpad (see Collins 2018 ; Can 2020 ),
esulted in a v p profile (Fig. 2 b). This suggests that the sediments
n the upper ∼ 100 m have v p values of ∼ 1 . 7 km s −1 , with the
pper < 10 m likely exhibiting lower v p of ∼ 1 . 2 km s −1 . Below
hese units, the first-order behaviour is a positive v p gradient with
ncreasing depth, such that at a depth of ∼ 400 m the estimated v p 
as increased to between 3.5 and 4.0 km s −1 . 

 DATA  A N D  R E S U LT S  

he focus of this paper is to understand better the variability in
eismic amplitudes generated by near-surface explosions within
aturated sediment environments, and the influence of layered ge-
logical structures upon the observations. In this section, we de-
cribe the analysis methodologies applied to, and results gained
rom, FSCT ground motion data collected on (i) accelerometers at
istances < 90 m from the explosions and (ii) seismometers located
cross Foulness Island at distances between 150 and 7000 m from
he shotpad. 

In studies of e xplosiv ely generated phenomena, including seismic
mplitudes, hydrodynamic scaling relationships are often employed
o relate measurements across wide ranges of physical time and
ength scales (e.g. Ford et al. 2021 ). These scaling laws describe
ow, for point-source explosions, time and length scale with the
ube-root of yield (e.g. Denny & Johnson 1991 ); cube-root scaling

art/ggaf178_f2.eps
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Figure 3. Vertical ground motion measured on accelerometers within 87 m of the FSCT explosions (Fig. 1 c). The measured peak particle velocities ( PPV ) 
are dependent upon both the scaled distance from the source (panel a) and the height-of-burst (panel b). Only two recordings are available for shot S6. A 

Department of the Army ( 1986 ) model (TM 5-855-1) for ground shock generated PPV for buried explosions has been fit to the S1 and S2 data (panel a, black 
line: solid in distance range of original TM 5-855-1 study, dashed when extrapolated to further distances). The ground shock coupling factors are illustrated 
in panel (b); the lines indicate the TM 5-855-1 models ( f ( ̃ h ) , eq. 1 ) while the data points are the ratio of the measured FSCT PPV to that predicted by the 
TM 5-855-1 model for a fully coupled explosion ( f FSCT , eq. 2 ). Example acceleration recordings are provided in panels (c) and (d); positive values indicate 
upwards motion. 
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has been validated for seismic displacement measurements from 

near-surface explosions (Templeton et al. 2018 ). Following the no- 
tation of Ford et al. ( 2021 ), we denote scaled variables with an over 
tilde. For example, the physical source-to-receiver distance is given 
by r (m), while the scaled distance is ˜ r = r W 

−1 / 3 (m/kg 1 / 3 ) where 
W is the e xplosiv e charge mass, or yield. 

4.1 Near-source acceleration recordings 

Four Endevco Model 2228C triaxial piezoelectric accelerometers, 
with a flat response ( ≤5 per cent deviation) to accelerations between 
1 and 4000 Hz, were emplaced at a depth of 0.6 m below the 
ground surface along a radial line approximately North–West from 

the centre of the e xplosiv es pad (Fig. 1 c), such that the distances 
between detonation and sensor varied between 17 m (for the closest 
sensor to S3) and 87 m (for the furthest sensor from S4). Recordings 
were made at 1 ×10 6 samples per second. Prior to deployment the 
corners of each sensor w ere screw ed onto the top of a metal rod that 
was then set into a plaster cube with edge lengths of 100 mm; this 
cube provided a stable base for the sensor with a density similar 
to that of the surrounding ground material. Across the weeks of 
deployment the vertical component recordings proved to be more 
reliable than the horizontal components, some of which failed likely 
due to water ingress during the experiment. Therefore, only vertical 
recordings are considered within this analysis. 

The acceleration recordings (e.g. Fig. 3 ) consist of arri v als that 
have both propagated through the ground to the station and, for 
explosions at or above the surface, an air-to-ground coupled phase 
associated with the later arri v al of the blast wave (not shown). 
The FSCT recordings of the ground propagated wave consist of 
short ( < 0 . 05 s) waveforms with a peak frequency content of be- 
tween 100 and 200 Hz; they do not exhibit the classic rapid onset 
and exponential decay of ground shock recordings at very short 
stand-off distances (e.g. Shelton et al. 2014 ). Across the twenty 
observations from explosions S1 to S5 the arrival times of the 
first arri v al on the vertical channel is consistent with a propagation 
velocity of 1.66 ±0 . 06 km s −1 (median value ± median absolute 
deviation). 

Previous studies of ground motions close to explosions include 
the Department of the Army ( 1986 ) Technical Manual, referred to 
here as TM 5-855-1, that builds on work by Drake & Little ( 1983 ). 
To compare Foulness recordings with ground velocity relationships 
in TM 5-855-1, a linear trend was removed from unfiltered FSCT 
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cceleration recordings prior to integration. The peak particle ve-
ocity ( PPV ) was then measured as the maximum zero-to-peak am-
litude on the vertical component recording. PPV values decrease
ith both distance from the source (Fig. 3 a), as expected due to
eometric spreading and attenuation, and as the e xplosiv e HoB in-
reases. TM 5-855-1 provides empiricall y deri ved relationships for
xpected PPV values close to explosions within various soil types,
hich in metric units can be expressed as, 

V 0 ( ̃ r , ̃  h , n ) = 48 . 77 f ( ̃ h ) ( 2 . 5208 ̃ r ) −n (1) 

here V 0 is the peak particle velocity (m s −1 ), ˜ r is the scaled
ource-to-receiver distance (m/kg 1 / 3 ), ̃  h is the scaled height-of-burst
m/kg 1 / 3 ), f ( ̃ h ) is a ground shock coupling factor and n is a geolog-
call y dependent coef ficient that accounts for geometrical spreading
nd attenuation. Values of n vary between 1.5 for heavy saturated
lays and 3.25 for loose, dry sands. 

We fit a TM 5-855-1 model (eq. 1 ) to the FSCT PPV measure-
ents made within 100 m of the explosions, to confirm they are

onsistent with previous recordings in, and above, saturated soils.
o estimate n for the FSCT data we make the assumption that
xplosions S1 and S2 are fully coupled, that is, f = 1 (the TM
-855-1 f ( ̃ h ) function indicates f > 0.95 for the S1 and S2 HoB
alues). Minimizing the sum of squared residuals between the S1
nd S2 PPV observations and the eq. ( 1 ) predictions, across a phys-
cally reasonable range of n values, results in an estimate of n = 1.8
b lack line, F ig. 3 a). This is consistent with previous measurements
n saturated sandy cla ys. How ever, it is noted that the calculation
as limitations including: (1) the original measurements were made
t shorter scaled distances ( < 12 m/kg 1 / 3 ) than w e ha ve access to
t FSCT, and (2) the fit is sensitive to the limited range of scaled
istances at which we observe S1 and S2. 

To compare to the HoB coupling curve of TM 5-855-1 (i.e.
f ( ̃ h ) ) we normalize the Foulness PPV measurements, PPV meas , with
espect to the predicted value, PPV pred , for a fully coupled explosion
t the measurement distance, taking n = 1 . 80 , 

f FSCT ( ̃ h ) = 

PPV meas ( ̃ r , ̃  h ) 

PPV pred ( ̃ r , ̃  h , n ) 
= 

PPV meas ( ̃ r , ̃  h ) 

V 0 ( ̃ r , −1 , 1 . 80) 
(2) 

nce the effect of amplitude decay with distance has been removed,
easured PPV values reduce by approximately two orders of mag-

itude between fully coupled (S1 at ˜ h = −1.0 m/kg 1 / 3 ) and above
round explosions (S6 at ˜ h = 0.3 m/kg 1 / 3 ). The calculated f FSCT ( ̃ h )
alues exhibit a more gradual reduction in PPV as a function of
ncreasing ˜ h when compared to the TM 5-855-1 f ( ̃ h ) function
F ig. 3 b), w hich reduces rapidly between ˜ h = −0.1 and ˜ h = 0.1
/kg 1 / 3 . Ho wever , the coupling for a surface explosion (e.g. S5
here the FSCT coupling factor ∼0.1) is close to that recommended
y TM 5-855-1 for contact bursts ( f = 0.14). 

.2 Gr ound v elocity recordings acr oss Foulness Island 

he FSCT seismic network contained 12 broad-band sensors and
6 geophones (Fig. 1 a); all sensors recorded three orthogonal com-
onents of motion. The broad-band seismometer network consisted
f 10 G üralp Certimus sensors (locations TR01 to TR10) and two
 üralp 6TD sensors (locations TR11 and TR12); all broad-band

ensors recorded at 250 samples per second. These sensors spanned
 distance range of [360, 6960] m from the centre of the FSCT
hotpad. The broad-band sensors were deployed upon a metal plate
itting on a bed of compacted damp sand within a sunken barrel,
nd timing information was provided by an external Global Naviga-
ion Satellite System (GNSS) antenna. The geophones (SmartSolo
odes), with a natural frequency of 5 Hz and a flat response to ve-
ocity above ∼ 10 Hz, recorded at 1000 samples per second (see
igs S2 to S4 in the Supporting Information for a comparison of
ensor responses and recorded waveforms). These nodes have an
ntegral GNSS timing unit, and were deployed directly into the soft
arth such that the top of the unit was flush with the ground sur-
ace (or just below); care was taken to ensure voids were not left
round the geophones. During FSCT, 40 nodes were deployed in a
ing approximately 200 m from the centre of the shotpad (Fig. 1 b)
nd six were co-located with the broad-band stations closest to the
 xplosions (e xcept TR03). The co-located sensors provided both a
omparison with the broad-band recordings and redundancy if the
losest broad-band sensors clipped (which they did for the large
uried explosions). 

The seismic network recorded signals for all eight of the FSCT ex-
losions, with a wavefield composed of multiple body-wave paths,
ir-to-ground coupled arri v als and surface waves (Figs 4 and 5 ).
rior to analysis the instrument response was deconvolved from all
avefor m data, retur ning velocity seismog rams in physical units;

his was particularly important to allow direct comparison between
eophone and broad-band recordings. Arri v al time picks were made
anually in two two-octave passbands: [0.5, 5] Hz to allow direct

omparison with Ford et al. ( 2014 , 2021 ) and [3, 30] Hz as seis-
ograms in this passband exhibited higher signal-to-noise ratios

while the upper frequency limit remained below the spectral cor-
er frequency of the explosive sources). Only the initial P -waves
 xhibited impulsiv e arrivals (e.g. Figs 4 b and c), while later arri v als
ere either emergent in nature, or had low-amplitude initial arri v als

hat were obscured by earlier arriving energy. 

.3 Seismic w av efield ov erview 

road-band body wave arrivals were recorded for all explosions,
ith corner frequencies of ∼50 or 70 Hz depending upon source

harge mass (see Fig. S5 in the Supporting Information ). The body
ave amplitudes are a function of charge mass, HoB and propaga-

ion distance, with the most deeply buried 100 kg explosion (S2)
enerating the largest ground motion (e.g. Fig. 4 ). P -wave amplitude
easurements are described further in Section 4.4 . Recordings on

ensors within 400 m of the explosions comprise an initial P -wave
rri v al propagating at ∼ 1 . 7 km s −1 followed by a series of coherent
eflections from deeper layers (Fig. 5 c). At stations beyond ∼ 600 
 from the source, the initial P -w ave arri v al times are consistent
ith refractions from deeper layers (Figs 5 a and b). Following the

nitial refracted arri v al, a larger amplitude, temporall y extended,
ave packet propagates at ∼ 1 . 7 km s −1 and is interpreted as body
a ve energy tra velling through, and reverberating within, the ∼150

o 200 m of soft sediments that overlie the denser chalk (e.g. Fig. 2 ).
Air-to-ground coupled arri v als, associated with the arri v al of

he atmospheric air-wave at the station, are observed propagating
cross the network with velocities of ∼ 345 m s −1 for both the above
urface and near-surface explosions (S3 to S8), with reducing am-
litudes as the depth of the explosion increases. For the deepest
wo explosions (S1 and S2) the air-to-ground arri v al is not clearl y
bserved due to a combination of reduced signal amplitude and
ncreased explosion-generated seismic noise (e.g. Fig. 4 for signals
t TR06). A Hyperion IFS-3000 microbarometer, co-located with
he seismic sensors at TR06, allowed air-to-ground coupling coeffi-
ients to be estimated via comparison of time domain peak-to-peak

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
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Figure 4. Velocity seismograms recorded at TR06, 1285 m from the centre of the shotpad for the eight explosions (S1 to S8). Labels to the right of panel (a), 
showing unfiltered waveforms, indicate the explosive charge mass (kg) and HoB (m). Boxed annotations indicate the P -wave, air-to-ground coupled (A2G) 
and surface wave arrivals. Details of the P -wave onsets are shown in two passbands: 0.5 to 5 Hz (panel b) and 3.0 to 30 Hz (panel c). 
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amplitudes. In the 2 to 4 Hz passband the coupling coefficient is 
estimated to be ∼ 8 × 10 −6 m s −1 Pa −1 , consistent with measure- 
ments in other areas of low-velocity near-surface sediments (e.g. 
Wills et al. 2022 ). 

A surface wave packet, with energy in the 1–4 Hz passband, ar- 
rives after the coupled airwave. For the below ground explosions, 
this surface wave packet comprises two prominent branches: a lower 
frequency (1.0–1.5 Hz) normally dispersed branch that starts almost 
co-incident with the airwave (at a velocity of ∼ 350 m s −1 ) and a 
higher frequency (1.5–4 Hz) inversely dispersed branch that arrives 
with a velocity of ∼ 180 m s −1 . The branches merge to form an 
Airy phase at a time corresponding to a velocity of 120 m s −1 . 
For the above ground explosions, the surface wave is dominated 
by an almost monochromatic phase (with a frequency of ∼ 1 . 75 
Hz) that again arrives with source-to-station velocities of between 
350 and 120 m s −1 . Read ( 2024 ) provides a detailed study of these 
surface wave arrivals, and a comparison with previous studies of 
such phases (e.g. Jardetzky & Press 1952 ; Langston 2004 ). An as- 
sessment of their amplitude variation (as a function of charge mass, 
HoB and source-to-receiver distance) will be the subject of a future 
study. 

4.4 Seismic P -w av e amplitudes 

First arri v al P -w a ve displacement amplitudes w ere calculated from 

bandpass filtered instrument-corrected vertical component velocity 
seismo grams, b y integrating across the initial positiv e v elocity pulse 
following the P -w ave arri v al time pick. The initial P -wave pulse was 
identified as being between the datapoint closest to the P -wave ar- 
ri v al time ( t P ) and the next datapoint for which the velocity was less 
than that recorded at t P . To reduce errors due to the discretization 
of the seismogram, the recordings were resampled using a Fourier 
(or sinc) interpolation with a sampling rate of 2000 samples per 
second; testing showed this resampling did not introduce artifacts 
into the initial P -phase pulse. 

In this study, we use vertical-component amplitudes. Ford et al. 
( 2021 ) maximized the initial P -wave amplitude by rotating the three- 
component seismograms using a Principal Component Analysis 
(PCA) to identify the directional vector onto which to project the 
seismic wa veforms. How ever , lo w signal-to-noise ratios in the [0.5, 
5] Hz passband at Foulness, particularly on the horizontal com- 
ponents, result in highly variable PCA-optimized amplitudes. In 
the [3, 30] Hz passband, where root-mean-squared horizontal noise 
amplitudes have a median value 15 times smaller than in the [0.5, 
5] Hz passband, a comparison of vertical and PCA-optimized am- 
plitudes across the network showed that in 90 per cent of cases 
there was less than 7 per cent difference between the two mea- 
surements. This indicates that the initial P -waves at Foulness are 
dominated by vertical motion, and that analysing vertical compo- 
nent amplitudes and comparing to the PCA-optimized amplitudes 
of Ford et al. ( 2021 ) is justifiable. The small horizontal signal ampli- 
tudes also make an across-network comparison of P- wave polariza- 
tion attributes difficult; we therefore restrict our analysis to vertical 
recordings. 

art/ggaf178_f4.eps
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Figure 5. Seismogram record sections, bandpass filtered between 3 and 30 Hz, recorded after explosion S2. The body wave packets that arrive before the 
airwave are shown in panel (a), with arrivals from ray-tracing through the best-fitting four layer model (black line, panel d) shown as coloured lines. The dotted 
line that continues the reflected arri v al from the top of Layer 3 out to distances greater than ∼ 3 . 5 km represents an arri v al with a velocity of 1.7 km s −1 , that 
is, a direct wave though Layer 2. Details of the near-source arri v als, out to distances of 2 km and 350 m, are shown in panels (b) and (c), respecti vel y. The thin 
grey line in panel (d) is the model of Can ( 2020 ). 
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Displacement amplitudes, d , recorded at Foulness do not de-
rease with a constant po wer-la w gradient as a function of source-to-
eceiver distance, r (Figs 6 a and b). Measurements across all explo-
ions, and both frequency bands, exhibit a near constant po wer-la w
ecay gradient at distances < 300 m from the source (i.e. d ∝ r −x 1 )
efore the amplitudes increase to a maximum and then decay with
 different power law exponent as source-to-receiver distance in-
reases (i.e. d ∝ r −x 2 where x 2 �= x 1 ). 

The po wer-la w gradients, and the source-to-receiver distance and
agnitude of the amplitude maximum, are frequency band depen-

ent. In the [0.5, 5] Hz band the amplitude maximum occurs at
1000 m from the source and is only ∼33 per cent larger than the

mplitude minimum that occurs at a distance of ∼ 700 m from the
ource (Fig. 6 a). In contrast, the amplitude maximum for the [3, 30]
z measurements occurs closer to the source (between distances of
00 and 800 m) and is considerably larger; amplitudes at the max-
mum are between two and three times larger than those recorded
etween 300 and 400 m from the source (Fig. 6 b). Estimates of
he po wer-la w exponents are made during construction of a P -wave
mplitude model in Section 6 . 

We note that the distance at which the amplitudes reach a max-
mum, and the distance ranges in which particular po wer-la w gra-
ients are applicable, are a function of physical distance not scaled
istance (compare, e.g. Figs 6 b and d). This is consistent with the
mplitude variations with distance being controlled by geometrical
ropagation effects (e.g. multipathing through layered structures)
ather than an effect of the e xplosiv e source. This is explored further
n Section 6 when considering the appropriate scaling of parameters
ithin empirical models of P -wave displacement. 
Hydrodynamic scaling of length variables is required to simplify

he relationship between e xplosiv e HoB and displacement ampli-
udes (Fig. 6 c), that is, ˜ d is a function of ˜ h whereas d is not a
unction of h . For example, although shots S1 (a 10 kg shot at ˜ h =
1 . 0 m/kg 1 / 3 ) and S5 (a 100 kg shot at ˜ h = 0.07 m/kg 1 / 3 ) produce

art/ggaf178_f5.eps
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Figure 6. First arri v al P -w ave displacements across the FSCT seismic network, measured in two passbands: [0.5, 5] Hz (panels a and c) and [3, 30] Hz (panels 
b and d). Filled symbols indicate geophone nodes, open symbols indicate broad-band sensors. R 1 and R 2 , shown above panels (a) and (b), refer to the distance 
ranges in which models of approximately po wer-la w distance decay are fit (Section 6 ). The grey dashed lines, representing a smoothed fit through the S3 data, 
are vertically offset from the observed amplitudes and have been added to provide a visual guide to the general form of displacement decay with distance. In 
panels (c) and (d) the underlying amplitude data are the same as that for panels (a) and (b), respectively; the difference is that the amplitudes and distances in 
the lower panels have been scaled by the cube-root of the e xplosiv e charge mass. A comma separated variable file containing the displacement measurements 
is provided in the Supporting Information . 

Table 3. The best-fitting four la yer P -wa v e v elocity model, constrained 
using P -wave arrival picks and the associated P -wave quality factor, Q p , 
estimated for the expected materials in these depth ranges. 

Thickness (m) v p (km s −1 ) Q p 

7 1.18 5 
195 1.70 95 
230 3.15 150 
Half-space 4.40 200 
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comparab le displacements (F ig. 6 a), S1 exhibits scaled displace- 
ments that are a factor of ∼40 greater than those for S5 at a given 
scaled distance. 

To inform our efforts to construct an empirical model for the 
FSCT seismic displacements, we first employ numerical modelling 
to identify seismic velocity profiles as a function of depth that 
can explain the major features of the recorded arri v al times and 
amplitudes. 

5  M O D E L L I N G  T H E  P  - WAV E  V E L O C I T Y  

S T RU C T U R E  

The initial P -wave arrival time observations across the FSCT 

seismometer network can, to first order, be split into three dis- 
tance ranges with approximately constant v p : [150, 800] m, 
[800, 1300] m and [1300, 7000] m with the velocity increasing 
from ∼1.7 to 4 . 4 km s −1 as the distance increases (Fig. 5 b). 
We use FSCT refraction and reflection arri v al times to invert 
for a simple four -lay er v p model, by minimizing the sum of 
squared residuals between 22 observations and predictions made 
using the Herrmann ( 2013 ) refmod96 algorithm. Details are pro- 
vided in Supporting Information Section F and the model, re- 
ferred to as our baseline four -lay er model, is summarized in 
Table 3 . 

The observed amplitude variations as a function of source- 
to-receiver distance (Fig. 6 ) provide additional information to 
help constrain models of the subsurface structure. Simulated P - 
wave displacement measurements have been made from waveforms 
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Figure 7. A comparison of arri v al time and displacement amplitude observations with numerical modelling results using three simplified seismic velocity 
models: (a) our baseline four -lay er model constrained using arri v al time data onl y (Table 3 ), (b) the P -wav e v elocity model of Can ( 2020 ), with an assumed 
v p /v s ratio of 1.73 and (c) our preferred model where the v p /v s ratio is allowed to increase within the upper 200 m. From left to right the five panels for 
each model give (i) the model v p and v s profiles (in orange and blue, respecti vel y) in comparison to the v p profile estimated by Can ( 2020 ) (in grey), (ii) the 
model v p /v s ratio (in maroon) in comparison to a v p /v s ratio of 1.73 (in green), (iii) a comparison of the observed and modelled P -w ave arri v al times, and 
comparisons of the initial P -wave amplitudes in comparison to observations for explosion S2 in the (iv) [0.5, 5] Hz and (v) [3, 30] Hz passbands. 
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enerated by propagating a 0.064 s duration parabolic pulse through
 suite of velocity models using the Herrmann ( 2013 ) wavenum-
er integration code. This modelling required a simple attenuation
odel, characterized by the P -wave quality factor, Q p , to be de-

eloped for the subsurface. The model is summarized in Table 3 ,
nd detailed in Suppor ting Infor mation Section G . Ho wever , tests
howed that modelled P -w ave arri v al amplitudes at the frequencies
nd stand-off distances considered in this study are insensitive to
he Q p values employed. An example of the waveform simulation
nput is provided in Supporting Information Section H . 

Using the baseline four -lay er model (Tab le 3 ) the initial P -wave
nsets of the simulated waveforms provide a good fit to the arri v al
ime data as expected, but the simulated P -wave amplitudes do not
eproduce the observations in either the [0.5, 5] Hz or [3, 30] Hz
assbands (Fig. 7 a). In the [0.5, 5] Hz passband the simulated P -
av e amplitudes e xhibit a reduced variation with distance compared

o the observations. This is due to interference between the initial
 -wave pulse and a later downw ard motion, likel y an S v arri v al,

educing the amplitude (see Supporting Information Section H for
n illustration of this effect). At distances > 1000 m the simulated
mplitude reduces rapidly as a low-amplitude refracted arrival from
he deepest model layer interface separates from the later arriving
avefield. In the [3, 30] Hz passband the gradient of the simulated

mplitude decay at short source-to-receiver distances ( < 350 m)
s comparable to that observed. The seismic arri v al pulse widths
n this passband are shorter, such that the P- and S -waves do not
nterfere when using a nominal v p /v s ratio of 1.73. Ho wever , the
bserved increase in P -wave amplitudes at distances of between
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∼400 and 1000 m from the source, with a maximum at ∼ 700 
m, is not predicted. Reductions in amplitude are observed as re- 
fracted waves from successively deeper layers emerge as the initial 
arri v al. 

Increasing the model complexity by employing the Can ( 2020 ) 
P -wav e v elocity model (and again assuming v p /v s = 1.73 through- 
out) produces simulated waveforms with similar arri v al times and 
amplitude characteristics as the four layer model (Fig. 7 b). At the 
lower frequencies, [0.5, 5] Hz, the amplitude variations are almost 
identical to the four layer model. At these frequencies the P -wave 
wavelengths are � 350 m; consequently the waves are only sensi- 
tive to long wavelength model features, which are similar across 
both models to depths of ∼ 400 m (Fig. 7 a). At the higher frequen- 
cies, [3, 30] Hz, the simulated amplitude reductions (using the Can 
2020 , model) as a function of distance exhibit similar gradients to 
the observations for distances < 350 and > 900 m. There is also a 
small increase (less than a factor of two) in simulated displacements 
at distances of between 500 and 700 m from the source; however 
the maximum is not comparable in terms of amplitude or width to 
the observations. Modelled waveforms indicate that this amplitude 
increase is due to the positive interference of waves propagating ap- 
proximatel y horizontall y through the upper ∼ 100 m and refracted 
arri v als from the positive v p gradient at depths between 100 and 
300 m. 

A large suite of models with varying v p structures were tested to 
identify a velocity model that can reproduce the observed amplitude 
variations. Although models employing a smoothly increasing v p 
gradient at depths between 100 and 300 m can explain the [3, 30] 
Hz observations better than the Can ( 2020 ) and four -lay er models, 
none of the simulations for which v p /v s 	 1.73 could successfully 
simulate the observed variations in the [0.5, 5] Hz passband (see 
Fig. S8 in the Suppor ting Infor mation for an example of such a 
model). Improved results are possible if the v p /v s ratio is allowed 
to increase in the upper 150 m of the model (i.e. at depths where we 
expect to find predominantly alluvium and London Clay, Fig. 2 ). 
Previous studies provide a justification for using higher v p /v s ratios 
where such material is expected; measurements of v p (Conway 
et al. 1984 ; Hight et al. 1997 ) and v s (Hight et al. 1997 ; Lessi- 
Cheimariou et al. 2019 ) are consistent with v p /v s ratios greater 
than five. In addition, simulations of surface waves generated 
by FSCT also require very low v s values of < 360 m s −1 in the 
upper 150 m (Read 2024 ). Fig. 7 (c) shows results for our preferred 
model where the v p /v s values reduce from 8.0 to 2.0 over the 
upper 150 m. 

The consequence of increased v p /v s ratios is to temporally sep- 
arate the P - and S -wave arrivals propagating in the medium, such 
that S -wave arrivals do not interfere with the initial P -wave pulses 
in either passband. This results in the model being able to match 
the amplitude variations in both passbands, with a source moment 
of 3 ×10 11 N ·m. Undertaking a finite-difference simulation using 
the SW4 package (Petersson et al. 2023 ) utilizing our preferred ve- 
locity model (Fig. 7 c) provided a complementary visualization of 
the w avefield e volution. This confirmed that the increased displace- 
ment amplitudes between ∼400 and 800 m from the source arise 
due to the constructive interference of energy propagating almost 
horizontally through the upper 100 m of the model, and refracted en- 
ergy returning to the surface from the v p gradient between 100 and 
300 m depth. Supporting Information , including waveforms and 
wavefield snapshots are provided in Supporting Information 
Sections H and I . 

We recognize that our preferred model is simple, and is unlikely 
to be a unique solution. We have not, amongst other parameters, 
considered attenuation (Q) or anisotropy effects upon amplitudes. 
Additionally, the assumption of a 1-D (depth-dependent) seismic 
proper ty str ucture is an approximation; across Foulness Island al- 
luvial deposits are known to infill channels incised into the top 
of the London Clay (e.g. Lake et al. 1986 ). Ho wever , our models 
demonstrate that the P -wa ve tra veltimes and amplitudes are highly 
dependent upon the subsurface v p and v s structure. In particular, 
the variation in P -wave arrival amplitude decay rate as a function of 
source-to-receiver distance provides a physically justifiable reason 
for modifying the seismic coupling models of Ford et al. ( 2021 ). 

6  A  S E I S M I C  C O U P L I N G  M O D E L  F O R  

S A  T U R A  T E D  S E D I M E N T S  

Ford et al. ( 2014 ) proposed that first-arri v al P -w ave displacements, 
d (m), generated by near-surface explosions can be predicted from 

knowledge of the e xplosiv e charge mass, W (kg), source-to-receiver 
distance, r (m), and the HoB of the source, h (m), given the assump- 
tion that cube-root (hydrodynamic) scaling holds. Ford et al. ( 2021 ) 
developed the following model for seismic displacements, 

log 
(

˜ d i 
) = β1 + β2 log 

(
˜ r i, j 

) + β3 logistic 
(
β4 ̃

 h j + β5 

) + εi, j (3) 

where ε is the error vector (assumed to be normally distributed). 
Natural logarithms are used throughout, and the subscripts refer to 
the i th station, and j th explosion. The logistic function, logistic ( x 

) , 
is gi ven b y 1 / 

(
1 + e −x 

)
. Recall that the over tilde indicates a 

parameter that has been scaled by the cube root of the charge 
mass. 

The model (eq. 3 ) is structured such that β1 contains informa- 
tion about the shotpoint geological conditions; it is a prediction 
of the near-source seismic displacement generated by a fully cou- 
pled explosion. β2 describes the decay of signal displacement as a 
function of distance. The β3 logistic 

(
β4 ̃

 h j + β5 

)
term models the 

expected reduction in amplitude as the HoB value increases; β3 de- 
scribes the magnitude of the signal amplitude reduction between 
deeply buried and significantly above-ground explosions, while 
β4 and β5 describe the rate of amplitude decrease as a function 
of HoB. 

βn are five parameters ( 1 ≤ n ≤ 5 ) to be estimated, and Ford et al. 
( 2021 ) showed that the values of βn depend upon the geological me- 
dia in, or over, which the explosion has occurred (and in which the 
seismic wa ves ha ve propagated). Guided by the data available to 
them, Ford et al. ( 2021 ) assumed that βn do not change as a func- 
tion of source-to-receiver distance, r . Displacement measurements 
indicate that this is not the case at Foulness (Fig. 6 ). Here, we make 
the assumption that βm 

, where m = 1 , 2 carr y infor mation about 
propagation between source and receiver and will be dependent 
upon r , but βp , where p = 3 , 4 , 5 will be a function of shotpoint
geolo gy onl y. Under these assumptions the model (eq. 3 ) can be 
updated to, 

log 
(

˜ d i 
) = β1 

(
r i, j 

) + β2 
(
r i, j 

)
log 

(
˜ r i, j 

) + β3 logistic 
(
β4 ̃ h j + β5 

) + εi, j (4) 

Given the FSCT displacement amplitude observations (Fig. 6 ), 
and guided by the modelling results in Section 5 , we make the 
simplifying assumption that at Foulness β1 ( r ) and β2 ( r ) can be 
considered constant across restricted ranges of source-to-receiver 
distance where displacement amplitude decay can be approximated 
by a po wer-la w (i.e. ˜ d ∝ β1 ̃  r β2 ). We note that this complicates the 
interpretation of the model. An attractive property of the Ford et al. 
( 2021 ) formulation (eq. 3 ) is that all terms scale hydrodynamically. 
For the updated model (eq. 4 ) this is not the case; the amplitude 

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
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At Foulness we define two distance ranges in which βm 

( r ) , where
 = 1, 2, can be considered approximately constant, 

R 1 = [140 , 300] m 

R 2 = [1000 , 7000] m 

he amplitudes in the distance range between R 1 and R 2 (i.e. 300 to
000 m) exhibit variations that are not consistent with a po wer-la w
ecay, and are not considered in the simple P -wave displacement
odel constructed here. Numerical modelling results (Section 5 )

uggest the non po wer-la w amplitude variations are due to the initial
 -wave in this source-to-receiver distance range being the superpo-
ition of direct waves propagating through the upper sediments and
rri v als refracted from a v p gradient at depth. 

Due to the higher density of datapoints in R 1 compared to R 2 

Fig. 6 ) we adopt a two-step procedure to estimate the β parameters.
e first undertake a nonlinear least squares inversion, employing a
ev enberg–Mar quardt algorithm (Newville et al. 2023 ), using only
ata from distance range R 1 to estimate βn,R 1 , where n = 1 , . . . , 5 .
ssuming that βp,R 1 = βp,R 2 , where p = 3 , 4 , 5 (i.e. the source-
ependent terms), we fix βp and then employ the same nonlinear
east squares inversion method using data from distance range R 2 to
stimate βm,R 2 , where m = 1 , 2 (i.e. the distance-dependent terms).
stimates of the β parameters, and the associated covariance ma-

rices, are provided in Tables 4 and 5 for the [0.5, 5] Hz passband
llowing for direct comparison to the Ford et al. ( 2021 ) parameters
results for the [3, 30] Hz passband are provided in Tables S3 and
4 in the Supporting Information ). Prediction intervals for ˜ d are es-

imated using both the Delta method (e.g. Xu & Long 2005 ) and a
arametric bootstrapping technique. Results from the two methods
re broadly similar, so we show only 95 per cent prediction intervals
stimated using the Delta method in subsequent plots. 

The best-fit model is compared to observations in Fig. 8 . For
istance range R 1 the logistic curve function (eq. 4 ) captures the
ariability in the observations as a function of ˜ h (Fig. 8 a), with the
5 per cent prediction interval limits for ˜ d being a factor of ∼1.7
elow and above the mean model at ˜ h = 0. For explosions close
o the surface there is some evidence that a more rapid change
ccurs in ˜ d than can be accommodated by the estimated logistic
unction; ˜ d measurements for S4 ( ̃ h = −0 . 15 m/kg 1 / 3 ) are higher
han the predicted mean model, while ˜ d measurements for S5 ( ̃ h =
 . 03 m/kg 1 / 3 ) are slightly lo wer. Ho wever , this variability is captured
y the prediction interval estimates. 

Given the experimental limits on achie v able HoB, the data do not
ully constrain the logistic curve asymptotes. Despite this, the pre-
icted ̃  h values at which full coupling (for ne gativ e ̃  h ) and maximum
ecoupling (for positive ˜ h ) occur are broadly similar to those found
y Ford et al. ( 2021 ). These full coupling and maximum decoupling
imits should only be considered valid over a restricted near-surface
oB range (which has yet to be fully determined). For deeply buried

xplosions the seismic amplitude will decrease due to overburden
ffects (e.g. Ford & Walter 2013 ), and for high-altitude bursts no
bserv able P -w ave displacement from near-epicentre coupling is
xpected. 

The model fit to the observations as a function of source-
o-receiver distance confirms that a single po wer-la w amplitude
ecay with distance is not applicable at Foulness (Fig. 8 b). For
easurements in the [0.5, 5] Hz passband, the direct wave in the

pper geological layers that generates the first arri v al across R 1 

xhibits a decay parameter β2 ,R 1 = −3 . 1 , whereas the first arriving
efracted arri v al in R 2 exhibits a slow er deca y with distance given
y β2 ,R 2 = −2 . 2 . The sparser data, and larger amplitude variability,
n R 2 leads to a wider ˜ d prediction interval when compared to R 1 :
or ˜ h = −0 . 3 m/kg 1 / 3 the ratio of the upper to lower 95 per cent
rediction interval limits is 2.9 in R 1 (at ˜ r = 40 m/kg 1 / 3 ) whereas
t equals 4.2 in R 2 (at ˜ r = 300 m/kg 1 / 3 ). 

The model variations as a function of HoB are qualitatively sim-
lar across the FSCT and Ford et al. ( 2021 ) geological settings
Fig. 9 ); the most rapid reductions in ˜ d are predicted as the HoB
ncreases from a burial of ˜ h ∼ −0 . 5 m/kg 1 / 3 to a height of ˜ h ∼ 0 . 3 

/kg 1 / 3 (Figs 9 a & b). Ho wever , the change in ˜ d between fully
oupled (deeply buried) explosions and detonations at, or above,
he surface is highly dependent upon geology, as found by Ford
t al. ( 2021 ). Recognizing that ˜ d = 

˜ d 
(

˜ h , ̃  r , r 
)

(eq. 4 ), a predicted
ecoupling factor, γ

(
˜ h 

)
, can be defined as, 

(
˜ h 

) = 

˜ d ( −2 , ̃  r , r ) 
˜ d 
(

˜ h , ̃  r , r 
) (5) 

nd represents the reduction in scaled displacement in comparison
o a fully coupled, deeply buried, explosion. Decoupling factors for
urface explosions, γ ( 0 ) , and e xample abov e-ground e xplosions,
( 1 ) , are given in Table 6 ; these suggest that saturated ground con-

itions, such as the wet estuarine sediments at Foulness (Section 3 )
nd those constraining the wet-rock model of Ford et al. ( 2021 ), lead
o higher variations in near-surface coupling than soft or hard dry
ock. For example, the surface explosion decoupling factor, γ ( 0 ) ,
t Foulness is estimated to be 22, compared to the soft-rock model
f Ford et al. ( 2021 ) for which γ ( 0 ) = 2 . 3 . 

The absolute value of ˜ d at a given ˜ h (and the relative value com-
ared to other geologies) is highly dependent upon the distance
i.e. ˜ r ) at which the measurement is made. This is particularly pro-
ounced when comparing FSCT results with those from Ford et al.
 2021 ) due to the difference in amplitude decay with distance in the
odels, as captured by parameter β2 (e.g. Figs 9 c & d). At Foulness

2 = −2 . 2 at ̃  r ≥ 200 m/kg 1 / 3 , whereas the three Ford et al. ( 2021 )
odels have β2 values between −1 . 1 and −1 . 3 . Consequently, at

hort stand-off distances from an explosion (e.g. ˜ r = 220 m/kg 1 / 3 )
he FSCT model predicts ˜ d at ˜ h = 0 that are a factor of 4.4 greater
han the Ford et al. ( 2021 ) wet-rock model (Fig. 9 a), but as ˜ r in-
reases to 800 m/kg 1 / 3 the difference between the predicted ˜ d for
urface explosions reduces to ∼15 per cent (Fig. 9 b). At further dis-
ances the predicted ˜ d for Foulness conditions will become lower
han those predicted by the Ford et al. ( 2021 ) models. 

Although the difference in β2 values between this study and Ford
t al. ( 2021 ) is large, numerical modelling of the initial P -wave
hases at Foulness (Section 5 and Fig. 7 ) show amplitude decay
ates with distance that are consistent with β2 values ≤ −2 . The
ifference between the FSCT and Ford et al. ( 2021 ) β2 values is
iscussed in Section 7 . 

 D I S C U S S I O N  

he FSCT explosions occurred within, or above, soft saturated estu-
rine sediments. The measured PPV decay with distance at Foulness
Fig. 3 ) confirms that the propagation conditions close to the source
 ̃ r < 40 m/kg 1 / 3 ) are consistent with previous ground shock stud-
es in saturated sandy clays (Department of the Army 1986 , TM
-855-1). Therefore, we are confident that the FSCT provide results
hat are complementary to recently developed models of seismic
oupling as a function of HoB in hard rock, soft rock and wet (wa-
er) environments (Ford et al. 2021 ). A comparison of the FSCT
esults with the models in other geological settings can be divided

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggaf178#supplementary-data
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Table 4. Least-squares estimates of the P -wave displacement model parameters ( βn , where n = 1 , . . . , 5 , eq. 4 ) and 
the associated covariance matrix, for observations in the [0.5, 5] Hz passband and the [150, 300] m source-to-receiver 
distance range ( R 1 ). 

Parameter β1 β2 β3 β4 β5 

Mean value 0.04 −3.07 −4.99 3.17 0.48 
β1 0.25 −0.045 −0.16 −0.14 −0.022 
β2 −0.045 0.0084 0.025 0.020 0.0026 

Covariance β3 −0.16 0.025 0.19 0.16 0.047 
β4 −0.14 0.020 0.16 0.14 0.040 
β5 −0.022 0.0026 0.047 0.040 0.017 

Table 5. Least-squares estimates of the P -wave displacement model param- 
eters ( βm 

, where m = 1 , 2 , eq. 4 ) and the associated covariance matrix, for 
observations in the [0.5, 5] Hz passband and the [1000, 7000] m source- 
to-receiver distance range ( R 2 ). βp , where p = 3 , 4 , 5 , are assumed to take 
the same values as the inversion undertaken at closer source-to-receiver 
distances (Table 4 ). 

Parameter β1 β2 

Mean value −2.17 −2.16 
Covariance β1 1.1 −0.19 

β2 −0.19 0.032 
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into two components: the effects of near-source coupling and local 
seismic propagation. 

7.1 Near-source coupling effects 

The near-source coupling effects can be posed as two inter-related 
questions: (1) What is the predicted seismic displacement for a fully 
coupled (i.e. deeply buried) explosion, and (2) what is the expected 
reduction in displacement as the HoB of the explosion increases? 

7.1.1 Estimated displacements for fully coupled explosions 

In eq. ( 4 ), information regarding the near-field displacements ex- 
pected for a fully coupled source is captured by β1 . Comparing 
β1 values for FSCT ( β1 ,R 1 = 0.04) and the Ford et al. ( 2021 ) mod- 
els ( −11.4 < β1 < −9.6) indicates very large differences between 
the expected displacements in the [0.5, 5] Hz passband at ˜ r = 1 
m/kg 1 / 3 . Ho wever , because the seismic measurements are restricted 
to ̃  r > 30 m/kg 1 / 3 , the β1 values are highl y sensiti ve to the estimate 
of parameter β2 : the rate of P -wave displacement reduction with 
distance. As noted in Section 6 the β2 values in Ford et al. ( 2021 ) 
( −1 . 3 < β2 < −1.1) are considerably less than those identified for 
Foulness ( β2 ,R 1 = −3.07, β2 ,R 2 = −2.16), consistent with lower β1 

values for the Ford et al. ( 2021 ) model (see e.g. Figs 9 c and d). 
The data slices shown by Ford et al. ( 2021 ) illustrating displace- 
ment reduction with distance (their fig. 13, upper right panel) do 
not, in our opinion, provide a good fit between model and data for 
the soft- and wet-rock models. In both cases, the reduction in P - 
wave displacement measurements with distance appears more rapid 
than the model predicts. This is consistent with earlier studies using 
the data; the original soft-rock model of Ford et al. ( 2014 ) found 
β2 = −1 . 74 , and the re-analysis of Templeton et al. ( 2018 ) gave an 
alluvium model β2 = −1 . 87 ± 0 . 18 . 

The mismatch between model and data amplitude decay with 
distance is particularly notable for the wet-rock model of Ford et al. 
( 2021 ); the data point at ˜ r = 100 m/kg 1 / 3 that has an amplitude of 
∼ 30 nm/kg 1 / 3 has a displacement almost two standard deviations 
above the median model prediction (fig. 13 of Ford et al. 2021 ). We 
note that FSCT displacements at similar scaled distances, which 
are at distances just less than those influenced by velocity gradients 
at depth (see Section 5 ), have almost identical amplitudes ( ∼ 30 
nm/kg 1 / 3 , Fig. 6 c). The wet model of Ford et al. ( 2021 ) was con- 
strained using data from a series of explosions at Aberdeen Proving 
Ground , Maryland , US (the Humming Terrapin trials, see e.g. Stone 
2017 ), where Precambrian metamorphic basement rocks are over- 
lain by between 20 and 90 m of water-saturated cla ys, gra vels and 
sands (Whitten et al. 1997 ). We might therefore expect qualitati vel y 
similar propagation conditions for Humming Terrapin and FSCT. 
A future joint re-analysis of these two data sets may provide insight 
into whether unmodelled refraction effects should be taken into ac- 
count for the Ford et al. ( 2021 ) wet model, leading to revised β1 and 
β2 estimates. To summarize, it is currently difficult to compare the 
near-source predicted seismic amplitudes for this study and those 
of Ford et al. ( 2021 ) due to the large variation in amplitude decay 
predictions. 

7.1.2 The effect of HoB on seismic coupling 

The predicted reduction in displacement as a function of increas- 
ing HoB has shown to be larger for saturated sediments (FSCT) 
and the Ford et al. ( 2021 ) wet-rock model when compared to (dry) 
soft or hard rocks (e.g. Fig. 9 ). The reduction in coupling for a 
surface explosion when compared to a deeply-buried explosion is 
predicted to be almost ten times larger in saturated sediments when 
compared to the dry alluvium underpinning the Ford et al. ( 2021 ) 
soft rock model (Table 6 ). Increased coupling for deeply-buried 
explosions in water and clays (Fig. 9 ) is consistent with observa- 
tions of underground nuclear tests in different geological media 
(Murphy 1996 ), the high seismic efficiency of underwater chemical 
explosions (e.g. Khalturin et al. 1998 ), and exploration geophysics 
practices of setting charges below the water table and in clays to 
increase e xplosiv e ef fecti veness (e.g. Section 7.2, Sheriff & Geldart 
1995 ). 

Although the magnitude of predicted displacement reductions 
as HoB increases is dependent upon the geological setting, the 
scaled HoB at which decoupling occurs is less variable. The ˜ h 

value at which half the full decoupling in log displacement is 
achieved (indicated by the ratio −β5 / β4 , eq. 4 ) is al wa ys at shallow 

below-ground burial depths, ranging between −0.15 to −0.03 
m/kg 1 / 3 across the four models. 

Despite the model uncertainties being highly dependent upon 
r, ˜ r , ˜ h and geological setting (e.g. Fig. 9 ), it is instructive to look at 
an example to illustrate the uncertainties in yield inference associ- 
ated with seismic-only models. For a station at 1665 m from a 100 
kg surface explosion the mean model displacement prediction, d̄ , in 
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Figure 8. The scaled seismic displacement model (eq. 4 ) fit to the measured FSCT amplitudes in the [0.5, 5] Hz passband, as a function of scaled HoB (panel 
a) and scaled distance (panel b). Variations with HoB (panel a) are shown at r= 200 m, within a distance range for which there is a high density of geophone 
recordings (Figs 1 b and 6 ). The superimposed measured amplitudes (coloured symbols) are taken from the [180, 220] m distance range. Two models are 
shown, corresponding to the scaled distances of the 100 kg explosions (black lines) and the 10 kg explosions (grey lines). The solid lines are the mean model, 
with the dashed lines representing the 95 per cent prediction interval. Variations with scaled distance (panel b) are shown for a below ground explosion (S3, 
˜ h = −0 . 3 m/kg 1 / 3 ) and an above ground explosion (S6, ˜ h = 0.3 m/kg 1 / 3 ); the models are only shown across the scaled distances for which they were calculated. 
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he 0.5 to 5 Hz passband is 73 nm, with an associated 95 per cent pre-
iction interval spanning [36, 150] nm. The equivalent experimental
easurement (station TR07, shot S5) is 54 nm. The prediction in-

erval is approximately [ ̄d / 2 , 2 ̄d ]; utilizing the cube-root scaling
ssumption this displacement interval is equivalent to an interval
f [ ̄w / 8 , 8 ̄w ] where w̄ is the yield estimated from d̄ . This large
ield uncertainty demonstrates the difficulty in using seismic-only
odels for near-surface explosion yield inference, and the need for

omplementary models using other data sources to constrain the
stimate (e.g. airblast impulse, Ford et al. 2021 ). In addition, we
ave considered a case where an appropriate geological model has
een chosen by the analyst. If an incorrect model was chosen, for
xample, if the soft rock model was used to interpret data from a
aturated sediment environment, the results would be subject to a
ignificant bias (e.g. Fig. 9 ). 

.2 Local propagation effects 

hen considering the effects of local propagation upon e xplosiv ely
enerated seismic P -waves, FSCT provides an example where seis-
ic velocity contrasts at depth lead to changes in the propaga-

ion path taken by the initial P -wave with increasing source-to-
eceiver distance. At short source-to-receiver distances the initial
 -wave is a direct arrival within the near-surface sediments. As the
ource-to-receiver distance increases the initial P -wave is associ-
ted with arri v als refracted from velocity gradients at depth (e.g.
igs 5 and 6 ). A consequence of this is that models of the initial
 -wave displacement (e.g. eqs 3 and 4 ) cannot be a function of

he explosion site near-surface geology alone; knowledge of the
eeper geology is required. Depths to refractors control the source-
o-receiver distance at which particular propagation dependent pa-
ameters ( β1 , β2 ) will be applicab le, and presumab ly the material
roperties of the deeper layers (and the impedence contrasts be-
w een the la yers) will affect the absolute amplitudes of the refracted
rri v als. 

The FSCT results provide an example where complex ampli-
ude variations with distance can occur; we interpret an amplitude
ncrease with increasing distance from the source as being gen-
rated by superposition of direct waves and refracted waves. At
oulness the observations suggest positive velocity gradients at
epth enhance these amplitude variations, although such interfer-
nce patterns are also possible in simple layered structures (e.g.

ˇ er ven ý 1966 ). These obser vations have implications for the trans-
ortability of models for interpreting e xplosiv ely generated P -wav e
isplacements at local distances. 

At distances > 1000 m, the FSCT seismometer network has a
estricted azimuthal coverage of 54 ◦ (Fig. 1 ), such that the model
Section 6 ) will not capture any azimuthal P -wave amplitude vari-
tions resulting from subsurface structure towards the south and
 est. How ever, our measurements can be satisfactorily modelled
sing a sequence of horizontal layers, in agreement with previous
eological interpretations (see Section 3 ). At other locations 3-D
ubsurface structural features may lead to more complex P- wave
mplitude variations that depend both on range and azimuth. 

The trials described by Ford et al. ( 2014 ) and this study (FSCT)
ere designed with the purpose of constraining model parameters

hat could then be applied to rapid post-event analysis of seismic
ata from explosions in locations with similar near-surface rocks or
oils. The FSCT results suggest that caution will be required when
pplying these models to geographical areas for which validated
odels are not available. 
Due to the increasing density of seismometer networks, seis-

ological studies of accidental or terrorist explosions occasionally
ave a small number of recordings at distances < 10 km, (e.g. Koper
t al. 1999 ; Zhao et al. 2016 ) for which relationships such as those
eveloped in Ford et al. ( 2021 ) and this study may be applicable for
 xplosiv e yield estimation. Ho wever , it is perhaps more common
or seismological investigations of explosions to only have access
o recordings at distances at tens of kilometres, or further, from the
etonation (e.g. Pilger et al. 2021 ; Song et al. 2022 ; Nippress et al.
023 ). In these cases one might calculate a seismic magnitude and
tilize an appropriate magnitude-to-yield relationship (validated for
ully coupled explosions) to which a decoupling factor can be ap-
lied to account for the explosion being close to the surface (see

art/ggaf178_f8.eps
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Figure 9. Comparison of the FSCT seismic displacement model (black lines) with those reported for different geological settings by Ford et al. ( 2021 ), indicated 
as F21 in the legend. All models are for [0.5, 5] Hz passband predictions. The model variations as a function of scaled HoB are shown at scaled distances 
of 220 m/kg 1 / 3 (panel a) for comparison with Ford et al. ( 2021 ) and at 800 m/kg 1 / 3 (panel b) to illustrate the difference in scaled displacements at different 
distances from an explosion. Modelled scaled displacements as a function of scaled distance for an above-ground explosion (panel c) and a below-ground 
explosion (panel d) show the difference in scaled displacement amplitude for explosions at different scaled HoB. Solid lines indicate the mean model; dashed 
lines for the FSCT models indicate the 95 per cent prediction interval. In panels (c) and (d), an e xplosiv e charge mass of 100 kg was assumed when calculating 
the scaled distance ranges at which the FSCT models were applicable, such that the S3 and S6 data (symbols) could be added for direct comparison. 

Table 6. Predicted decoupling factors γ
(

˜ h 
)

(eq. 5 ) for surface, 
(

˜ h = 0 
)
, 

and above-ground, 
(

˜ h = 1 
)
, explosions. 

Model γ ( 0 ) γ ( 1 ) 

Soft 2.3 3.8 
Ford et al. ( 2021 ) Hard 7.6 42 

Wet 13 85 
FSCT (this study) 22 130 
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e.g. Khalturin et al. 1998 ). As the decoupling factors estimated in 
experiments such as FSCT (e.g. Table 6 ) are only dependent upon 
the source geology and e xplosiv e height-of-burst, the y may be suit- 
able for wider application within magnitude-to-yield relationships. 
Ho wever , many regional magnitude scales are not based upon P - 
wave displacements, and the applicability of P -wave decoupling 
factors to other phases (e.g. L g ) has not been verified. A further 
complication is that where local and re gional P -wav e magnitude 
scales exist (e.g. Green et al. 2020 ) there are not al wa ys w ell con- 
strained magnitude-to-yield relationships available for fully coupled 
explosions. 

8  F U T U R E  S T U D I E S  

Seismic propagation within layered geologies leads to complex vari- 
ations in P -wave amplitudes as a function of distance from the 
source. In such settings where there are not significant lateral varia- 
tions in seismic properties (e.g. Foulness), surface wave amplitudes 

art/ggaf178_f9.eps
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ay exhibit a simpler decay relationship as a function of distance
e.g. Bonner et al. 2013b ; Read 2024 ). Such a scenario may al-
ow a site-specific empirical relationship, of the form proposed by
ord et al. ( 2021 ), to be developed linking charge mass, source-
o-receiver distance, and HOB to surface wave amplitude. Such a
elationship would have the advantage that hydrodynamic scaling
a ws w ould be applicable across all distances, although the effects
f along-path attenuation (Q) may have to be accounted for. Test-
ng whether such a relationship exists for the FSCT surface wave
ecordings will moti v ate a future study. 

A comprehensi ve anal ysis of FSCT high-speed video and laser
can data would also be beneficial, as it would likely provide con-
traints on crater formation processes. Crater dimensions may pro-
ide additional constraints for e xplosiv e charge mass estimation
outines (e.g. Cooper 1976 ), and an understanding of the time- and
ength-scales of crater formation will be of interest when consid-
ring the seismic surface wave source function for near-surface
xplosions. 

 C O N C LU D I N G  R E M A R K S  

round motion data from the eight explosions comprising
SCT provide insight into seismoacoustic energy partitioning for
ear-surface explosions in, and above, saturated sediments. Mea-
urements of peak particle velocities within 100 m of the explosions
re consistent with previous ground shock measurements in satu-
ated clays. 

At Foulness, the initial P -wave displacement amplitudes display
omplex variations as a function of distance away from the source,
xhibiting both distance-dependent variations in the rate of de-
ay and a distance range in which amplitudes increase to a local
aximum. Numerical modelling suggests that both effects can be

xplained by the layered geology beneath Foulness. Seismic multi-
athing causes the initial P -wave to be associated with distinct paths
direct waves, refracted arrivals) within distinct ranges of source-to-
eceiver distance, with each propagation path exhibiting a different
mplitude decay rate as a function of distance. The observed lo-
al maximum in initial P -wave amplitude between 700 and 1000
 from the source is shown to be the result of constructive inter-

erence, betw een wa ves propagating through the upper sediments
nd waves propagating along longer, faster paths that return from
elocity gradients at depth. The observation of this amplitude max-
mum at short stand-off distances from the explosion appears to be
ssociated with the high v p /v s ratios (i.e. values > 5) expected for
aturated London Clays. Simulations suggest that, in settings where
 p /v s 	 1.73, the interference between P - and S -waves in the [0.5,
] Hz passband at short stand-off distances would cause truncation
f the P -wave pulse, such that the amplitude maximum would not
e observed. 

An aim of seismoacoustic partitioning studies is to provide sim-
lified models for predicting P -wave displacements given knowl-
dge of the e xplosiv e yield, source height-of-burst, source-to-
eceiver distance and near-source geological setting. To account
or the observed distance-dependent effects in the FSCT data set,
 e ha v e proposed a model that e xtends the formulation dev eloped
y Ford et al. ( 2021 ). This updated model allows for distance-
ependence by defining discrete distance ranges in which the am-
litude decay with distance can be approximated by a po wer-la w
ecay. Model parameters associated with the source height-of-burst
emain independent of the source-to-receiver distance. At Foulness
eeply-buried explosions produced near-source seismic amplitudes
ver an order-of-magnitude larger than those expected for sources
n hard rock and dry alluvium. Additionally, the reduction in P -
ave displacement for a surface explosion, compared to a tamped

xplosion, is approximately a factor of 20 for seismic signals in the
0.5, 5] Hz passband; this is almost ten times larger than models for
ry alluvium (Ford et al. 2021 ). 

Explaining the P -wave displacement variations as a function of
ource-to-receiver distance at Foulness required a detailed under-
tanding of the geological structure, and associated geophysical
arameters, beneath the source region. This was aided by previous
eological interpretations of borehole logs (e.g. Lake et al. 1986 ),
argeted geophysical surv e ys (e.g. Can 2020 ) and knowledge of
ave propagation in similar environments (e.g. Lessi-Cheimariou

t al. 2019 ). Given the difference in both amplitude decay and
eight-of-burst variations compared to results from other trials (e.g.
ord et al. 2021 ), this raises questions regarding the transportability
f empiricall y deri ved P -w ave amplitude relationships. In limited
ircumstances, numerical modelling results may be able to guide an
nalyst. For instance, if an explosion occurred within similar media
o an existing model, but at a location with different thicknesses
f geological units, modelling results may help to identify distance
anges where empirical models remain applicable. Ho wever , when
aced with determining the correct model for a locality where little
s known about the subsurface structure, care will need to be taken
o address the uncertainties related to transporting the empirical
elationships. 
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