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Abstract – It is commonly accepted that the shape and temporal evolution of the auroral zones (here
defined as the climatological average of the auroral ovals) are primarily influenced by the dipolar and
high-latitude features of the geomagnetic field. Though recent studies challenge this view, a systematic
approach to linking the joint evolution of auroral zones and geomagnetic fields are currently missing. Here
we attempt to fill this gap via the introduction of a novel technique, based on a Green’s function approach,
that allows exploration of the sensitivity of the auroral zones to regional changes of the internally generated
magnetic field at the core-mantle-boundary (CMB). We define key diagnostics for the auroral zones’
shapes and location: the auroral zone surface area, the location of their centroid (i.e., their geometric
centre), and the distance between the zones and selected cities. We focus on the temporal period covered
by ESA’s Swarm mission. We find that temporal changes in the dipolar field dominate the variation in the
location of the auroral zones, i.e., their centroid latitudes and distances from selected locations. However,
non-dipolar contributions play and important role, especially in the Northern Hemisphere. In particular,
they dominate changes in the northern auroral zone surface area and offset the dipolar contribution to
the distance from Northern England locations. Furthermore, we show that all diagnostics are influenced
by geomagnetic field changes that are globally distributed on the surface of the Earth’s core, and not only
in the polar regions. We found significant contribution, from the mid-to-low latitude regions and, in
particular, from the same geomagnetic features responsible for the existence of the South Atlantic
Anomaly. Our methodology thus provides a link between polar and mid-to-low latitude features of interest
for space weather and space climate.

Keywords: Auroal zones / Green’s function / Secular variation

1 Introduction

Auroral ovals can be defined as the geographical regions
where aurorae sightings are most likely (Feldstein & Starkov,
1970; Feldstein, 2016). Aurorae are caused by the ionisation
of atmospheric particles with electrons, energised by solar
activity and travelling towards Earth’s surface along the geo-
magnetic field lines. During geomagnetically quiet times, the
auroral ovals have roughly the shape of annuli with a latitudinal
extension of about 10� and are compressed in the hemisphere
pointing towards the Sun (the day-time sector). The ovals are
roughly located around the geomagnetic poles, the points where
the geomagnetic dipole axis intersects the surface of the Earth.
Instantaneously, however, the centers of the ovals are shifted
towards the night-time sector, as a consequence of the Earth’s
magnetosphere being compressed by the solar wind in the

day-time sector and elongated into the magnetotail in the
night-time sector. The area enclosed by the pole-ward edges
of the auroral ovals, commonly referred to as the “polar caps”,
can be shown to encircle the footprint of magnetic field lines
that are open, meaning that they are connected to the interplan-
etary magnetic field (Dungey, 1961; Feldstein & Starkov, 1970;
Alexeev, 2005; Milan, 2009). Therefore, the auroral ovals are an
important component of the entire space weather system.

Since aurorae are caused by the precipitation of charged
particles along a magnetic field lines, the auroral ovals are asso-
ciated with increased radiation fluxes and geomagnetic activity.
During periods of intense solar activity, these perturbations can
have potentially harmful effects on human life and our technol-
ogy. For example, particle precipitation in the auroral regions
can damage the electronics onboard Low-Earth-Orbit satellites
(Noeldeke et al., 2021), and cause increased radiation exposure
that is potentially harmful for aircrew on long-haul flights
(Kubo et al., 2023).
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The shape and location of the auroral ovals depend on the
instantaneous conditions of the solar wind (Yokoyama et al.,
1998; Wagner & Neuhäuser, 2019; Blake et al., 2021), on the
long-term solar variability (Silverman, 1992; Hayakawa et al.,
2017; Silverman & Hayakawa, 2021) and on the configuration
of the main component of the geomagnetic field (Zossi et al.,
2018, 2020), which originates in the Earth’s core by dynamo
processes. The temporal variability of the latter ranges from
the inter-annual to decadal scales (Lesur et al., 2022) to the
millennial scales that describe the frequency of geomagnetic
reversals (Constable & Constable, 2023). The instantaneous
conditions due to increased solar wind intensity are referred to
as space weather, while the long-term variability caused by
changes in solar activity and geomagnetic field configuration
is referred to as space climate. In the present paper, we focus
on the inter-annual to decadal evolution of the auroral oval
caused by the temporal rate of change of the internal field,
i.e., its Secular Variation (SV).

In order to link the auroral ovals variability with the SV,
a climatological definition of the former in terms of the latter
is needed. As in Maffei et al. (2023), we use the term “auroral
zones” to describe the climatologically averaged auroral ovals.
A classical operational definition of the auroral zones is the
geographic locations enclosed by the geomagnetic latitudes of
65� and 70� (Akasofu, 1983; Feldstein, 1986, 2016). This
definition is supported, for quiet and moderate solar conditions
(i.e., Kp index less than 4), by time-averages of aurora occur-
rences as captured by the IMAGE satellite between 2000 and
2005 (Longden et al., 2010) and by multi-decadal geomagnetic
field observations from high-latitude stations (Kataoka &
Nakano, 2021). Once an appropriate geomagnetic coordinate
system is chosen, the auroral zones’ location and extension are
a property of the main field configuration. For example, Oguti
(1993a,b,c); Kataoka & Nakano (2021) employed Magnetic
Apex coordinate systems (Van Zandt et al., 1972; Richmond,
1995; Laundal & Richmond, 2017) to identify the footprint of
the auroral zones at ionospheric altitude. Different definitions,
however, exist in the literature. Maffei et al. (2023) defined the
auroral zones via the 65�-to-70� geomagnetic latitudinal bands,
at Earth’s surface, in Altitude Adjusted Corrected Geomagnetic
(AACGM) coordinates (Baker & Wing, 1989; Shepherd, 2014;
Laundal & Richmond, 2017). Tsyganenko (2019) defined the
auroral zones by mapping, at ionospheric altitude, the magnetic
field lines connected to quasi-circular contours on the equatorial
plane empirically defined via a data-based magnetospheric
model (Tsyganenko & Andreeva, 2015). Zossi et al. (2018,
2020) focus on the polar caps, which these authors define as
the projection, on Earth’s surface, of the open magnetic field
lines resulting from a superposition of the main field and an
imposed interplanetary magnetic field.

The definitions above lead to fundamentally similar results
concerning the location and temporal evolution of the auroral
zones and the polar caps. In particular, it is found that the
locations, shapes, and motions of the auroral zones from the
beginning of the 20th century to the present day are not
equivalent in the two hemispheres. While the present northern
zone appears to be an ellipse elongated in the Canada-Siberia
direction, the southern zone appears to be of a quasi-circular
shape, compressed on the side directed towards South America
(Oguti, 1993a; Tsyganenko, 2019; Zossi et al., 2020; Maffei

et al., 2023). Since the beginning of the 20th century, the north-
ern auroral zone has been migrating towards Siberia (e.g.,
Tsyganenko, 2019; Kataoka & Nakano, 2021; Zossi et al.,
2021; Maffei et al., 2023), qualitatively in line with the recent
rapid movement of the north dip pole, the location where the
local field is exactly vertical (Hope, 1957; Mandea & Dormy,
2003; Olsen & Mandea, 2007; Korte & Mandea, 2008;
Livermore et al., 2020). During the same time, the southern
auroral zone has shown much more modest variations, mostly
described by a slight westward rotation and an elongation
towards Australia. The southern zone evolution is also in
qualitative agreement with a migration of the dip and geomag-
netic southern poles towards Australia. These trends are going
to persist over the next 50 years, according to the current main
field forecasts (Maffei et al., 2023). Furthermore, Zossi et al.
(2020) estimated the temporal evolution of the surface area
enclosed by the polar caps and auroral zones and found that,
while in the Southern Hemisphere, these areas have been stea-
dily increasing since 1900 AD, in the Northern Hemisphere
they have been decreasing since about 1940 AD. This indicates
an expansion of the southern auroral zones and a shrinking of
the northern auroral zones, both at a rate of about 5% every
10 years, in agreement with observational evidence inferred
from measurements of electrons precipitating at auroral latitudes
(Zossi et al., 2021).

Assuming that the size of the magnetosphere is given by a
balance, at the magnetopause, between the solar wind pressure
and the magnetic pressure due to Earth’s dipolar field, a number
of studies (Siscoe & Chen, 1975; Glassmeier et al., 2004;
Cnossen et al., 2012) have proposed that the size of the auroral
zones would increase during periods of lower dipolar field
strength. Considering the steady decrease in the dipolar field
strength since the late 17th century (Gubbins et al., 2006), it
can therefore be expected that both auroral zones would expand
with time. The different shapes and evolution of the northern
and southern auroral zones, polar caps, and dip poles must
therefore be due to non-dipolar components of the main field,
generating morphology that is not symmetric in the northern
and southern polar regions. Zossi et al. (2020) suggest that
the shrinkage of the northern auroral zone is caused by an
increase in the main field intensity localised in the northern
polar areas. This increase is in turn due to the relationship
between the geomagnetic SV, with the patches of intense radial
magnetic field located at the Core-Mantle Boundary (CMB)
below Siberia and Canada. The current strengthening of the
Siberian patch and the weakening and westward drift of the
Canadian patch resulted, according to Zossi et al. (2020), in
both the drift of the northern auroral zone towards Siberia and
its shrinking. In the analysis presented by Zossi et al. (2020)
only the high-latitude main field is considered, while the influ-
ence of the mid-to-low latitude main field on the auroral zone’s
geometry is assumed negligible. Although it would appear to be
reasonable, it has not yet been rigorously shown that this
assumption is accurate.

In the present study, we explore in detail which geographic
features of the main field and of the SV are responsible for the
auroral zones’ recent evolution and whether the low-latitude
main field truly has a negligible effect. In order to do so, we
introduce a novel analysis based on Green’s function formalism
designed to highlight the effect of the main field and SV on the
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auroral zones and their evolution. The Green’s functions formal-
ism has been used in the past to link geomagnetic features
observed at Earth’s surface with the radial magnetic field at
the CMB (Gubbins & Roberts, 1983; Johnson & Constable,
1997; Finlay et al., 2020) and to estimate the sensitivity of geo-
magnetic satellite observations of the magnetic field on the
CMB (Hammer & Finlay, 2018). In these studies, Green’s func-
tion, or kernel, Gi, is used to relate the radial magnetic field at
the CMB, Br(rc) (where rc is the position vector on the
CMB) with the magnetic field components Bi(r) (where i indi-
cates either the radial, i = r, latitudinal, i = h or longitudinal,
i = /, component) observed at a position r on, or above, Earth’s
surface. Relating Bi(r) to the radial component Br(rc) at the
CMB is of particular significance since the latter is the quantity
that is traditionally derived by inversion of the geomagnetic
field and SV observations (Jackson & Finlay, 2015). The link
between Bi(r) and Br(rc) is expressed in the following way:

BiðrÞ ¼
I

CMB

Giðr; rcÞBrðrcÞdX; ð1Þ

where the integration is performed over the entire surface of
the CMB, here assumed perfectly spherical, and dX =
sinhdhd/. In a functional sense (Giaquinta & Hildebrandt,
2004, pp. 9–10), the Green’s function can be expressed as
the derivative of Bi(r) with respect to Br(rc):

Giðr; rcÞ ¼ @BiðrÞ
@BrðrcÞ ; ð2Þ

or, equivalently, the change in Bi, measured at r, caused by a
small perturbation of the CMB field, Br(rc). In the latter sense,
the Green’s function Gi is also referred to as sensitivity.
Similar kernels can be computed for quantities that are nonlin-
ear functions of Br(r), such as the magnetic declination, D,
and inclination, I, at Earth’s surface (Johnson & Constable,
1997). In this case, the Green’s functions GD and GI are inter-
preted as the kernels expressing the linearised relationship
between small variations of Br around a background state
and small variations in D and I, respectively.

In the present paper, we will compute, for the first time,
analogous Green’s functions for quantities related to the loca-
tion and shape of the auroral zones. The sensitivity of certain
quantities at Earth’s surface, such as the radial magnetic field,
to the radial field at the CMB relates local observations at
Earth’s surface with regions at the CMB immediately below
the observation location. Other quantities, such as the magnetic
declination, are sensitive to the radial field over a much broader
extent of the CMB (Johnson & Constable, 1997). For example,
for an observer located at coordinates 60� N, 0� E, the magnetic
declination is sensitive to radial magnetic field changes in two
regions of the CMB centered to the East and West of the pro-
jection of the observation location on the CMB, which stretches
from the North Pole to the equator and has a longitudinal extent
of about 140� (see Fig. 5 of Johnson & Constable, 1997). The
magnetic inclination is sensitive to radial field changes located
in an area centered 20� south of the CMB projection of the same
observation location and of latitudinal and longitudinal exten-
sion of about 60�. It is therefore not obvious that the auroral
zones, despite being polar features, are solely sensitive to the
radial field on the CMB in polar regions.

The present paper is organised as follows: In Section 2, we
introduce the methodologies followed to derive the auroral

zones’ location and the Green’s function formalism by which
we estimate the sensitivities to temporal changes in the main
geomagnetic field. In Section 3, we present the results obtained
by applying Green’s function formalism. As a reference field we
adopt the 2020 AD epoch described by the IGRF-13 model
coefficients (Alken et al., 2021). Note that, during the temporal
period considered in the present study, geomagnetic field obser-
vations from ESA’s Swarm mission are essential for magnetic
field models to provide an accurate spatiotemporal description
of the geomagnetic field. Our results focus on the effect that
non-dipolar and mid-to-low latitude features of the SV have
on the present evolution of the auroral zones. We conclude
the paper with a brief summary and discussion in Section 4.

2 Methodology

2.1 Main field model and auroral zones description

To describe the main field during the 20th and 21st century
we make use of the IGRF-13 model (Alken et al., 2021). In this
model, the main field is described by a three-dimensional
vector B in a spherical coordinate system with the origin at the
center of Earth, with radial, meridional and azimuthal compo-
nents (Br, Bh, B/). The coordinates (r, h, /) define the radius,
co-latitude and longitude, respectively. In this coordinate
system, / = 0 indicates the Greenwich meridian and the geo-
graphical North and South poles are located at h = 0 and
h = p, respectively. The surface of Earth is at re = 6371.2 km
and the radius of Earth’s outer core (i.e., the location of the
CMB) is rc = 3485.0 km. Both surfaces are assumed perfectly
spherical for simplicity. The IGRF-13 model contains the
temporal evolution of the Gauss coefficients (gml , h

m
l ), which

describe the main field via the following spherical harmonic
expansion:

B ¼ �rer
XL

l¼1

Xl

m¼0

re
r

� �lþ1
gml cosðm/Þ þ hml sinðm/Þ
� �

Pm
l ðcos hÞ

" #
;

ð3Þ
where Pm

l ðxÞ are the associated Legendre functions of degree l
and order m, L is the maximum degree of expansion and r is
the gradient operator acting on the spatial coordinates. The
IGRF-13 model provides the Gauss coefficients up to L = 13.

In the present study, we are mostly concerned with the tem-
poral changes (the SV) of the radial magnetic field component,
Br. In order to simplify notation, for the remainder of the paper
we will indicate the surface radial field, Br(re), with Be and the
CMB radial field, Br(rc), with Bc. Unless otherwise specified,
both Bc and Be are solely functions of the latitude and longitude
over the spherical surfaces defined by, respectively, r = rc and
r = re. Where our methodology applies to either r = rc and
r = re, we will indicate the radial magnetic with Br. The SV
we will refer to has been calculated via the difference between
the fields in 2020 AD (Bc,2020), and 2015 AD (Bc,2015), as
provided by the IGRF-13 model. At the CMB, this quantity is:

_Bc � Bc;2020 � Bc;2015

5
; ð4Þ

and a similar formula holds for _Be, at the Earth’s surface. We
show the SV calculated as above, from the IGRF-13 model, at
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both the Earth’s surface and the CMB in Supplementary
Material, Figure S2.

As in Maffei et al. (2023), we calculate geomagnetic lati-
tudes in AACGM coordinates (Baker & Wing, 1989; Shepherd,
2014; Laundal & Richmond, 2017), at Earth’s surface, from the
IGRF-13 model coefficients, and isolate the latitudinal bands
between 65� and 70� in both hemispheres. We define the auroral
zones as the area between these latitudinal boundaries, with the
polar caps being the area enclosed by the poleward boundary
(i.e., 70� in AACGM coordinates). AACGM coordinates are a
class of nonorthogonal magnetic coordinate systems (Laundal
& Richmond, 2017) that make use of the full set of available
Gauss coefficients (gml , h

m
l ). By contrast, other commonly used

magnetic coordinate systems make use of either only the l = 1
dipolar coefficient (such as the Centered Dipole system) or of
the coefficients up to l = 2 (such as the Eccentric Dipole
system). A limitation of the AACGM coordinate system is that,
by construction, it is not defined in regions where the magnetic
field lines do not intersect the magnetic dipole equator
(Shepherd, 2014). In particular, this results in a large area over
the equatorial Atlantic Ocean where AACGM coordinates
cannot be used. However, for geomagnetic latitudes greater than
about 40� (relevant to the present study) the AACGM system is
largely equivalent to the Magnetic Apex and other Quasi-Dipole
coordinate systems (Laundal & Richmond, 2017). The advan-
tage of the AACGM system is the existence of fast routines
for their calculations.

We use the Python package aacgmv2 version 2.6.2 to
convert geographic coordinates to AACGM coordinates and
vice-versa. The aacgmv2 package implements the methodol-
ogy detailed in Shepherd (2014) and is freely available at
https://github.com/aburrell/aacgmv2. We calculated AACGM
latitudes at the surface of Earth on a geographical grid with a
uniform resolution of 0.5� in both longitude and latitude. The
aacgmv2 package requires the full date as input to the calcu-
lation. Considering that the timescales of the SV are inter-annual
or longer, we fix the day and month to the 1st of January and
vary the input year as needed.

We will also consider the centroid of the auroral zones,
which we define as the geometric center of the polar caps. These
are calculated via a generalisation of the formula for the center
of mass of spherical triangles (Brock, 1975) to a generic spher-
ical polygon (see Appendix A). The auroral zones for the year
2020 AD, together with the locations of the geomagnetic poles,
dip poles, and polar cap centroids are illustrated in Figure 1. The
locations of the poleward edges of the auroral zones and their
centroids are in agreement with Zossi et al. (2020). To calculate
the surface areas of the auroral zones’ we implemented an algo-
rithm to compute the area of an enclosed polygon on the surface
of a sphere (Bevis & Cambareri, 1987) that has been used in
Zossi et al. (2020) to calculate the surface areas of the auroral
zones and polar caps. In Figure 2, we report the evolution of
the auroral zones surface area and their centroid’s latitude for
the entire timespan covered by the IGRF-13 model (1900–
2020 AD).

Our calculations qualitatively agree with those reported by
Zossi et al. (2020), though they differ both in the size of the
auroral zone areas and in their time-dependence prior to 1940
AD. We attribute these differences primarily to the different
descriptions of the polar caps, which, in Zossi et al. (2020),
are defined as the areas, at Earth’s surface, enclosed by the
boundary between closed and open magnetic field lines. The
latter are defined, in Zossi et al. (2020), as those lines that, at
their apex, reach a value of less than 49 nT, estimated to be
the magnetic intensity at the magnetopause during quiet solar
conditions. Note that a more rigorous definition of open mag-
netic field lines arises considering the magnetic reconnection
between the geomagnetic field and a southward interplanetary
magnetic field (Hill & Rassbach, 1975; Zossi et al., 2018).

2.2 Green’s function formalism

We now describe how we quantify the sensitivity of the
auroral zones’ shape and location to changes in the main field
on the CMB. Although these nonlinear diagnostics are func-
tions of the field on the CMB, they are not given by analytic

Figure 1. Auroral zones for the year 2020 AD, indicated by the shaded areas. Also indicated are the locations of the geomagnetic poles
(diamonds), the dip poles (triangles), and polar cap centroids (squares). Also reported by the figure are the locations of four high-latitude cities
considered in this study.
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formulae, but rather a numerical recipe involving field line trac-
ing. The standard method for quantifying geomagnetic Green’s
functions for other nonlinear quantities such as the declination
and inclination (Gubbins & Roberts, 1983; Johnson & Consta-
ble, 1997) does not apply here, as it relies on the quantity of
interest being defined as a closed-form analytic expression of
the radial magnetic field at r = re.

In order to introduce the new methodology, we apply it to
the case of the radial field component Be, at Earth’s surface,
for which the Green’s function is known and can be expressed
as (Constable et al., 1993):

Be ¼ 1
4p

I
CMB

q2ð1� q2Þ
R3 � q2

� �
BcdX; ð5Þ

where q = rc/re and R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2ðr̂ � ŝÞqþ q2

p
, with r̂ the unit

vector in the direction of the measurement location and ŝ the
unit vector spanning the surface of the CMB in the above
integral.

We proceed by implementing a numerical functional differ-
entiation to construct the Green’s function, oBe/oBc. To do this,
we need to choose a functional perturbation to Bc, in order to
quantify the associated changes in Be. A natural approach is
based on spherical harmonics because this is a common repre-
sentation of the magnetic field itself. Thus, we consider func-
tional changes to Bc and Be by changing the Gauss
coefficients gml ; h

m
l in equation (3), up to degree L, making

use of the shorthand notation bm
l to indicate either gml or hml at

a given epoch. By making use of the chain rule for derivatives,
the sensitivity with respect to Bc can then be expressed as:

@Be

@Bc
¼

XL

l¼1

Xl

m¼0

@Be

@bm
l

@bm
l

@Bc
: ð6Þ

In the above, @Be=@b
m
l , a standard partial derivative, is the sen-

sitivity of Be with respect to the Gauss coefficient bm
l , while

@bm
l =@Bc, a functional derivative, is the sensitivity of the Gauss

coefficients with respect to the CMB radial field. Because the
radial field can be written in terms of spherical harmonics from
equation (3):

Brðr; h;/Þ ¼
XL

l¼1

Xl

m¼0

ðlþ 1Þ re
r

� �lþ2
bm
l Y

m
l ðh;/Þ; ð7Þ

it follows that the Gauss coefficients can be written as

bm
l ¼ 1

ðlþ 1Þ
r
re

	 
lþ2 ð2lþ 1Þ
4p

�
Z p

0

Z 2p

0
Y m

l ðh;/ÞBrðr; h;/Þ sin hdhd/; ð8Þ

where Ym
l ðh;/Þ are the Schmidt quasi-normalised spherical

harmonics, representing either cosðm/ÞPm
l ðcos hÞ or

sinðm/ÞPm
l ðcos hÞ, with norm (see e.g., Backus et al., 1996):Z p

0

Z 2p

0
jY m

l ðh;/Þj2 sin hdhd/ ¼ 4p
ð2lþ 1Þ ;

and the integration is performed over the surface of the sphere
at radius r. Taking the functional derivative in Br(r, h, /) of
equation (8):

@bm
l

@Brðr; h;/Þ ¼
1

ðlþ 1Þ
r
re

	 
lþ2 ð2lþ 1Þ
4p

Y m
l ðh;/Þ: ð9Þ

In expressions (8) and (9), we explicitly indicated the functional
dependence of Br on the spatial coordinates. By setting r = rc in
the above formula, we obtain the functional derivative needed in
(6). The derivative @Be=@b

m
l can be computed directly from (7):

@Be

@bm
l

¼ ðlþ 1Þ cosðm/Þ for bm
l ¼ gml

sinðm/Þ for bm
l ¼ hml

� �
Pm
l ðcos hÞ: ð10Þ

Thus a truncated form of the analytic Green’s function can be
written:

@Beðh;/Þ
@Bcðh0;/0Þ ¼

XL

l¼1

Xl

m¼0

rc
re

	 
lþ2 ð2lþ 1Þ
4p

Y m
l ðh;/ÞY m

l ðh0;/0Þ:

The equivalency of the above expression with (5) is shown in
the Appendix of Constable et al. (1993).

In this study, we are interested in scalar diagnostics, Q, that
are non-linear and non-analytic functions of Bc and hence of b

m
l .

Generalising equation (10), the Green’s functions of interest can
then be written:

@Q
@Bc

¼
XL

l¼1

Xl

m¼0

@Q
@bm

l

@bm
l

@Bc
; ð11Þ

where @bm
l =@Bc is the sensitivity of the Gauss coefficients

with respect to the radial field (usually to be taken on the

Figure 2. Temporal evolution of the auroral zones surface area (left) and of their centroid’s latitudes (right). The latter are reported as unsigned
values, and the geographical poles are located at a latitude of 90�, for both hemispheres. As noted in Zossi et al. (2020), the evolution of the
surface areas is not equatorially symmetric.
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CMB, but it could also be on the Earth’s surface), given by
(9). In place of the analytic derivative for @Q=@bm

l we adopt
a numerical forward-difference approximation. For each
Gauss coefficient bm

l , we impose a variation dbm
l and so obtain

a perturbed quantity Q+. The difference in the observable
caused by the perturbation dbm

l is written as:

dQ ¼ Qþ � Q: ð12Þ
The required derivative is estimated by dividing dQ by dbm

l :

@Q
@bm

l

’ dQ
dbm

l

: ð13Þ

The above relationship is approximately an equality for dbm
l

small enough so that the variations of Q with bm
l can be consid-

ered linear (for more details, see Sect. 3.1 and the discussion in
Supplementary Material).

One of the goals of the present study is to relate temporal
changes in the geomagnetic field with temporal changes in
observables related to the auroral zones geometry and locations.
The temporal variation of the Gauss coefficients can be obtained
from geomagnetic field models. Another application of the
chain rule allows us to obtain:

@Q
@t

ðl;mÞ ¼ @Q
@bm

l

@bm
l

@t
ð14Þ

which is the change in time of Q caused by a temporal change
in a specific coefficient bm

l . The contribution of each spherical
harmonic degree l to the temporal changes of Q can be calcu-
lated by summation over spherical harmonic order:

@Q
@t

lð Þ ¼
Xl

m¼0

@Q
@bm

l

@bm
l

@t
; ð15Þ

where the above is independent of the geographical location.
Similarly, the contribution to temporal changes of Q coming
from temporal changes in Br at either the CMB or Earth’s sur-
face, can be obtained via:

@Q
@t

h;/ð Þ ¼ @Q
@Br

@Br

@t
: ð16Þ

Note that in expressions (15) and (16), we explicitly indicate the
dependence on either the spherical harmonic degree l or the
location (h, /) on the spherical surface of radius r, respectively.
We also make use of the azimuthal integral of (16), denoted by
an overline:

@Q
@t

hð Þ ¼
Z 2p

0

@Q
@t

h;/ð Þ sin hd/; ð17Þ

which represents the contribution to temporal change in Q
caused by the cumulative SV from a specific co-latitude, h.

The reference geomagnetic field configuration for which the
unperturbed zones are computed is given by IGRF-13 at epoch
2020. The calculation of the Green’s functions @Q=@bm

l is per-
formed in double precision with a program we have written in
Python (version 3.8.5). In formulas (14)–(16), the quantities
@bm

l =@t, oBc/ot have been calculated via a formula equivalent
to (4), using the IGRF-13 coefficients in 2015 AD and 2020
AD. The azimuthal integration in (17) has been performed,
numerically, via a trapezoidal integration rule.

To test our methodology, we first considered the magnetic
inclination at Leeds (at Earth’s surface) and calculated the
sensitivity to changes in the Gauss coefficients and in the radial
magnetic field at both the CMB and Earth’s surface. The results,
illustrated in Appendix B, are in excellent agreement with both
theoretical calculations and previously published results
(Johnson & Constable, 1997).

Given our definition of the auroral zones as being the
regions, at Earth’s surface, lying between 65� and 70� of
AACGM latitude, we apply the same technique to the auroral
zones surface area (indicated as Ai, where i = N, S for the north-
ern and southern zones, respectively), the latitude of the
centroids (indicated as kci , where i = N, S for the northern and
southern zone, respectively) and to the angular distance between
the equator-ward edge of the auroral zones and selected cities:
Leeds, Edmonton, Salekhard, and Dunedin. These locations
have been reported in Figure 1. The geomagnetic latitudes of
these cities is either approximately equal to or greater than
50 degrees and therefore highly exposed to the impact of severe
space weather events (Thomson et al., 2011; Maffei et al., 2023).
We indicate the great-circle angular distance of each of the
selected cities from the closest auroral zone as dj, where j indi-
cates a specific location. The distance of the auroral zones with
respect to a given city is calculated by considering the auroral
zone in the same hemisphere as the city and calculating the angu-
lar distance between the city and the equator-ward boundary
point that is closest. This quantity is of interest for two reasons.
Firstly, it is a proxy for the shape of the auroral zones and is
sensitive to deformations of the auroral zones in a way that the
total surface area is not. Alternative proxies for the shape have
been considered in the literature (e.g., Xiong & Lühr, 2014)
but they assume that the auroral zones boundaries can be param-
eterised as ellipses, which is an oversimplification (see Fig. 1).
Secondly, our previous study (Maffei et al., 2023) has considered
the evolution of the quantity dj over the current and next
centuries and found much larger changes for Salekhard and
Edmonton than for Leeds and Dunedin. Since all these locations
are exposed to severe space weather hazard, it is of interest to
further explore the dependence of changes in dj as a function
of Gauss coefficients and radial magnetic field changes in more
detail.

To summarize our methodology, we first estimate the
Green’s function with respect to the Gauss coefficients accord-
ing to equation (13), replacing Q with either Ai, k

c
i or dj. The

Green’s function with respect to the CMB radial magnetic field
is then estimated via (11). Having obtained these sensitivity
kernels, we estimate sources of temporal changes of the quantity
of interest both as a function of the spherical harmonic degree l
(via Eq. (15)) and as a function of the location on the CMB (via
Eq. (16)). The latter can be integrated into longitude (see
Eq. (17)) to estimate the latitudinal distribution, at the CMB,
of the sources of temporal changes for Ai, k

c
i or dj.

Concerning the numerical calculation of the Green’s func-
tions for Ai, k

c
i or dj, defined according to (13), we found that

as l and m increase, a larger dbm
l needs to be imposed to have

a quantifiable change in the quantities here considered and a
numerically converged Green’s function estimation. This is
due to a general decrease in sensitivity to the Gauss coefficients
as l and m increase. In particular, as m increases, spherical
harmonic contributions become focussed in the low-latitude
regions, with little effect at high latitudes, which in turn causes
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a decrease in the magnitude of the Green’s functions them-
selves. These issues, particularly pronounced for l > 5, lead to
a contrast between needing to choose a large dbm

l and the fun-
damental linearisation assumption behind the Green’s function
approach, requires “small” perturbations. Experimentally, we
found that an l-dependent variation of magnitude
dbm

l ¼ expð3:7206þ 0:296276 � lÞ nT is generally a good
compromise to obtain numerically stable results for which the
Green’s functions (13) are independent of dbm

l to 4 significant
figures. Note that these values of dbm

l are different from those
adopted in Appendix B (formula (24)). In fact, when Q is the
magnetic inclination, a simpler l-dependence was found to be
sufficient to obtain numerically stable results. Additional details
on the calculations of the Green’s functions are given in Supple-
mentary Material.

3 Results

3.1 Sensitivity and dependence with respect to the
Gauss coefficients

The auroral zone surface area Green’s functions, with
respect to bm

l , linearised around the IGRF-13 model at epoch
2020, are shown for the full main field (i.e., up to degree
L = 13) in the left panels of Figure 3, for both the northern
(top panels) and southern (bottom panels) auroral zones. In
the right panels we report the Green’s functions linearised
around a “quasi-axial dipole” field described by the axial dipole
component, g01, of IGRF-13, equatorial dipole components set to
g11 ¼ h11 ¼ 0:1 nT and all other coefficients set to zero. We do
this to emulate an axial dipole field, and the non-zero, but small,
g11, and h11 components are necessary for the aacgmv2

algorithm to calculate AACGM coordinates. The value of
0.1 nT is chosen to be the smallest, non-zero value in the
IGRF-13 coefficients (e.g., the g1013 coefficient for 2020 AD).

To aid the reader in gaining intuition in interpreting Figure 3,
some examples of how the auroral zones and their centroids
vary when selected Gauss coefficients are modified are given
in Supplementary Material, Figure S2 and Table S1. Restricting
our attention to l � 5, maximum values of sensitivity for the full
IGRF-13 main field (Fig. 3, left panels) are found for
l = 3, m = 0 for both the Northern and the Southern Hemisphere
(with values of 355.4 km2/nT and 401.9 km2/nT, respectively).
From Figure 3 (left panels) we note the decaying trend as the
order m increases. This is also observed for the centroid lati-
tudes and for the distance from selected cities (see Supplemen-
tary Material, Figs. S4 and S5). As mentioned above, this is
linked to the increasingly low-latitude structure of spherical har-
monics with l ’ m, for high values of m. As a result, the
changes in extension of the auroral zones are mostly insensitive
to these coefficients.

As expected, the structure of @Ai=@b
m
l is simpler for the

quasi-axial dipole field than for the full IGRF-13 field. In
particular, the terms corresponding to changes in the dipolar
coefficients, g01, g

1
1 and h11, are all zero in the axial dipole field

case, while for the full IGRF-13 field this is no longer the case.
For an axial dipole background field, this is expected since a
change in the dipolar coefficients alone causes a tilt of the whole
field configuration, but not an increase in the area of the auroral
zones (see also Supplementary Material, Fig. S4). In contrast,
the more complex structure of the full field makes it possible
to alter the auroral zone surface area by altering the dipole coef-
ficients. Also from Figure 3 (left panels), we note that the signs
of @AN=@b

m
l and @AS=@b

m
l are opposite for variations in the

equatorial dipole coefficients g11 and h11. Thus, the same field
perturbation can have opposite effects for AN and AS.

As illustrated in Figure 2, the current trend for the auroral
zone surface area is an expansion for the southern zone and a
shrinking for the northern zone. As pointed out in Zossi et al.
(2020) the first behaviour is in agreement with the current dipole

Figure 3. Linearised sensitivity of the auroral zones surface area change, @Ai=@b
m
l , with respect to the Gauss coefficients gml and hml , in 2020

AD. Left panel: the reference main field is the IGRF-13, truncated at degree L = 13. Right panel: the reference field is a quasi-axial dipole field,
described in the main text. The top and bottom panels refer to, respectively the northern and southern auroral zone.
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intensity decay, while the second is due to non-trivial contribu-
tion from the non-dipolar components of the main field. To
explore these behaviours more quantitatively, we computed
the contributions to the yearly variation in the auroral zones
surface areas from various main field components by multiply-
ing each of the @Ai=@b

m
l by the SV given for the period 2015–

2020 in the IGRF-13 model, according to formulas (14) and
(15). In Figure 4 (left panel) we show the quantity oAi/ot, as a
function of the degree l (formula (15)). The expansion of the
southern auroral zone is primarily driven by l = 1 coefficients,
with degrees l = 2, 3, 4 contributing to subdominant shrinking.
The shrinking trend in the northern auroral zone is primarily dri-
ven by l = 2 contributions, with a subdominant (by a factor of 2)
contribution from the dipolar terms. The fact that l = 1
themselves contribute to shrinking is in contradiction to the
self-similar scaling laws of Siscoe & Chen (1975), Vogt &
Glassmeier (2001), Glassmeier et al. (2004) and in opposition
to the behaviour of the southern auroral zone. This shows the
l = 1 Green’s functions already includes behaviour that cannot
be expected from a purely dipolar main field. In fact, as we
mentioned earlier, the @Ai=@b

m
l are a function of all Gauss

coefficients bm
l of the reference epoch for which the variations

(12) are being calculated. Table 1 illustrates the calculation of
oAi/ot for the dipolar SV alone. From Table 1 it is clear
that the opposite sensitivities, @Ai=@b

m
l , to variations in g11 and

h11 in the two hemispheres, are crucial in order to explain the total
dipolar contribution to temporal changes in the surface area.

The result of similar calculations for changes in the centroid
latitudes is shown in the right panel of Figure 4. Note that, since
the latitude of the southern centroid is negative by definition,
i.e., kcS < 0, Figure 4 indicates that the l = 1 SV coefficients
drive both centroids to higher latitudes and closer to the

geographic poles. The same remains true when one considers
the total change, obtained by summing the contributions over
ls, giving 0.081 deg/year for the northern centroid and
�0.021 deg/year for the southern centroid. The pole-ward
migration of the centroids is in agreement with the currently
observed motions of the dipole axis (e.g., Alken et al., 2021).
The temporal changes of the centroids latitudes are primarily
driven by the dipolar SV (l = 1 Gauss coefficients), at least at
present. This is expected for a dipole-dominated magnetic field.
However, significant contributions from the non-dipolar compo-
nents are present, in particular l = 2, and they significantly offset
changes driven by the dipolar field for the southern centroid.

The contribution of each spherical harmonic degree l to
temporal changes of the distance, dj, between the auroral zones
and selected high-latitude cities (see Sect. 1) is shown in
Figure 5. In all cases, the dominant contribution is from the
l = 1 SV terms. Summing over all l we obtain dj = �0.0005,
0.008, 0.02, �0.03 deg/year for Leeds, Dunedin, Edmonton,
and Salekhard, respectively; where positive values indicate that
the auroral zones are moving further from the selected locations.
In agreement with Maffei et al. (2023), the largest changes are
obtained for Edmonton and Salekhard, since the auroral zones
are currently drifting away from North America and towards
Siberia. For Leeds and Dunedin, the temporal change in dj is
close to zero despite a significant l = 1 contribution (see
Fig. 5). As for the centroid latitudes, the dominant changes in
dj are caused by changes in the dipolar components of the geo-
magnetic field. However, the sum of the non-dipolar contribu-
tions can be large enough to offset the dipolar one, depending
on location.

Overall, our results indicate that, although a significant con-
tribution to the evolution of the auroral zones is indeed caused

Figure 4. Contribution by spherical harmonic degree, l, to the change in auroral zones area (left) and centroid latitudes (right) during the period
2015–2020 AD.

Table 1. Dipole contribution to the yearly change in auroral zone surface area. The first column indicates which dipolar coefficient each row
refers to. SV coefficients _bm

l are calculated as the yearly average over the 2015–2020 AD period from the IGRF-13 model, as in formula (4).
The sensitivities @Ai=@b

m
l are the same values as reported in Figure 3 (left panels). The temporal change contributions oAi/ot are obtained by

multiplying @Ai=@b
m
l with the corresponding _bm

l . The column-wise sum of the oAi/ot values agrees with the l = 1 value reported in Figure 4 (left
panel).

bml
_bml [nT/year] @AN=@b

m
l [km2/nT] @AS=@b

m
l [km2/nT] @AN=@t [km

2/year] @AS=@t [km
2/year]

g01 7.340 �1.339 �29.25 �9.825 �214.7

g11 10.18 �26.67 226.2 �271.5 2303

h11 �28.70 37.86 �80.12 �1087 2299
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by dipolar field coefficients, non-dipolar contributions can either
be individually dominant (as is the case for the northern zone
surface area, see Fig. 4) or combine so as to offset the dipole-
driven changes (e.g., the auroral zone distance from Leeds,
Fig. 5).

3.2 Sensitivity and dependence with respect to the
radial magnetic field

We now turn our attention to the sensitivity of the auroral
zones to geographical changes in the CMB radial magnetic
field, Bc; the relevant Green’s functions are computed using
formula (11). The sensitivities of the auroral zones’ surface area
and centroid latitude with respect to changes in Bc, are shown in
Figure 6. These figures show that the auroral zones are sensitive
to changes in Bc everywhere on the CMB, and not only in the
high-latitude regions.

The Green’s functions for the surface area (top panels of
Fig. 6), referred to as oAi/oBc, indicates that a positive increase
in Bc in the high-latitude regions of the CMB causes an expan-
sion of the northern auroral zone and a shrinking of the southern
zone. A global decrease of the dipole field intensity would cause
positive changes in Bc in the Northern Hemisphere and negative
changes in the Southern Hemisphere, with consequent expan-
sion of both auroral zones. This confirms that the decay of
the dipole field alone is not sufficient to explain the currently
observed surface area changes (see Fig. 2). The top panels of
Figure 6 also show a region of opposite, although weaker,
contribution from the mid-to-low latitude regions below the
Atlantic Ocean. The Atlantic Hemisphere is home to intense
non-dipolar SV features (e.g., Finlay et al., 2020) and the
mid-to-low latitude features of oAi/oBc suggest, in agreement
with Figure 4, that non-dipolar SV contributes significantly to
the observed changes in surface area of the auroral zones, even
though the sensitivity to changes in the region is weaker than at
higher latitudes.

The Green’s functions @kci =@Bc for the centroids latitude
with respect to the CMB radial fields are shown in the bottom
panels of Figure 6. Their structure indicates a high sensitivity to

changes in the equatorial dipole field components. Sensitivity to
non-dipolar contributions are evident in the location of the
maxima, located northward of the equator for the northern
centroid, and southward for the southern centroid.

Figure 7 illustrates the geographical contribution of _Bc

(estimated via formula (4)) to the changes in surface areas
oAi/ot(h, /) and centroid latitudes @kci =@tðh;/Þ, between
2015 and 2020 AD. These have been obtained from the
appropriate versions of the formula (16). The rightmost panels
in Figure 7 show the azimuthally integrated contribution
(Eq. (17)). Considering the surface area changes first (top panel
of Fig. 7), these figures illustrate non-trivial positive and
negative contributions from different regions of the CMB. In
particular, note the positive and negative patches on the CMB
underneath the low-latitude Atlantic Ocean and southern Africa,
particularly in the southern auroral zone (Fig. 7, top-middle
panel). As mentioned above, these patches emerge in spite of
the subdominant sensitivity in the region (see Fig. 6) because
of the strong SV there. Without our analysis, it is not obvious
whether these regions have a net impact on the surface area
changes of the auroral zones. To explore their contribution more
quantitatively, we show, in the top-right panel of Figure 7 the
azimuthal integral of oAi/ot(h, /). This quantity has been
obtained via formula (17) with the purpose of isolating the
latitudinal contribution. Low-latitude, non-negligible CMB
contributions to the change of auroral zones surface area clearly
emerges from Figure 7. For the northern zone, the main
negative contributions (leading to the observed shrinking) peak
around 75� and 0� latitude, both of the same order of magnitude
(between 104 and 2 � 104 km2/year). A positive peak of similar
magnitude can be seen around 60� of latitude and multiple
subdominant contributions are present at all latitudes. We also
note that the net contribution of the strong polar patches largely
cancels out at latitudes above 75�. For the southern auroral zone
the main positive contribution (in line with the observed
expansion) is located near the equator, and secondary peaks
are visible at high latitudes in both hemispheres. We can there-
fore conclude that the observed evolution of the auroral zone
surface areas are not solely driven by high-latitude magnetic
field variations, and that the entire CMB, including the low-
latitude regions, plays an important role in setting the observed
evolution, especially for the southern auroral zone.

The total surface area change predicted between 2015 and
2020 AD can be obtained by integrating oAi/ot(h, /) over the
entire CMB. In performing this calculation, the latitudinal
integration has been implemented via the Gauss-Legendre
quadrature (Olver et al., 2010, Chapter 3.5(v)). The resulting
estimate is compared, in Table 2, with the first-differences vari-
ation obtained directly from 2015 and 2020 results shown in
Figure 2.

As for the magnetic inclination example reported in
Appendix B (see Table B1), the Green’s function estimate is
in approximate agreement with the direct first-difference calcu-
lation, the differences being due to linearisation.

From the bottom panels of Figure 7, we see that, as expected
from the analysis of Figure 6, most of the sources of the
centroid’s latitude change are concentrated in the middle- to
low-latitudes (including the SAA region). Furthermore, we note
that @kcN=@t ’ �@kcS=@t, which follows from the shape of the
Green’s functions with respect to Bc (Fig. 6). Remarkably, this
results in both centroids latitude being almost unaffected by the

Figure 5. Temporal derivative of the angular distance between
selected cities and the closest auroral zone for each degree l.
Obtained by multiplying the kernels shown in Supplementary
Figure S5 by the SV for 2020 from IGRF-13 calculated via first
differences.
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CMB SV at high, northern latitudes. The northern zone centroid
latitude is therefore, at present, very weakly controlled by the
CMB field at high latitudes in the same hemisphere.

The sensitivity of dj (the distance between a selected loca-
tion and the nearest auroral zone) to changes in Bc and its

CMB sources of temporal changes are given, respectively, in
Figures 8 and 9. These are calculated in a similar fashion as
the results reported in Figures 6 and 7. Figure 8 illustrates
how changes in the radial magnetic field at the CMB, locally
stretch or compress the auroral zones at particular locations.

Figure 6. Green’s functions for the auroral zones surface area (top) and centroid latitude (bottom) with respect to changes of the radial
magnetic field, Bc at the core-mantle boundary (CMB). The panels on, respectively, the left (right) refers to the northern (southern) zone. The
shape of the auroral zone under consideration (northern or southern) is indicated via the red dashed lines while the location of the centroid is
shown in the maps via a red square.

Figure 7. CMB sources of changes in the auroral zone surface area (top panels) and centroid latitude (bottom panels), during the period 2015–
2020 AD. Results for the northern and southern zones are shown, respectively, in the left and middle panels. The rightmost panel illustrates the
azimuthally integrated contribution (Eq. (17)).
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Table 2. Changes in auroral zones surface area, AN (first row) and AS (second row), between 2015 and 2020 AD. The second column reports the
first-difference estimate from Ai calculated using the IGRF-13 model (analogous to formula (4)). The third column reports the estimates
obtained by integrating geographical sources of change over the CMB (top panels of Fig. 7).

Hemisphere 2015–2020 variation, _Ai Green’s function estimate, @Ai
@t

North �3085 km2/yr �3151 km 2/yr
South 2510 km2/yr 2630 km2/yr

Figure 8. Green’s function for the angular distance between selected cities and the closest auroral zone with respect to the radial field at the
CMB. The selected location is shown on the maps as a cyan dot.

Figure 9. CMB sources of temporal changes in the auroral zone angular distance from selected cities, during the period 2015–2020 AD. The
rightmost panel illustrates the azimuthally integrated contribution (Eq. (17)). The selected locations are shown on the maps as cyan dots.
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This sensitivity is largest for wide regions equator-ward of the
point on the CMB directly beneath the locations, with opposite
sensitivity at antipodal locations. This latter observation
suggests that an overall tilt of the radial magnetic field at the
CMB, rather than localised, regional changes, are the most effi-
cient way of modifying the quantity dj, in agreement with the
overall dominance of the l = 1 contribution in Figure 5. The
qualitative similarity between the Green’s functions odj/oBc
for Leeds and Dunedin explains the similarities of the resulting
source of temporal changes odj/ot shown in Figure 7. This is due
to the near-antipodal location of the two cities and therefore an
overall tilt of the dipole in a certain direction would, at least for
a purely dipolar magnetic field, influence their dj by the same
amount.

The smaller magnitudes of both odj/oBc (Fig. 8) and odj/ot
(see the maps of Fig. 9), for Edmonton and Salekhard, are
primarily caused by the different magnitude of the sensitivity
to changes in g11. The latter is larger, in magnitude, for Leeds

and Dunedin, while the sensitivity to changes in g01 and h11 is
of comparable magnitude for all cities.

Overall, Figure 9 shows that the temporal changes in dj are
not primarily driven by polar Bc as there are also strong contri-
butions from SV at lower latitudes. Despite the larger magni-
tudes of CMB contributions for Leeds and Dunedin, the total
change, odj/ot, in the period 2015–2020 AD, is much smaller
than for Edomonton and Salekhard (see Sect. 3.1). This is
due to non-trivial cancellations of the CMB contributions,
and, for the Northern Hemisphere, it is in line with the overall
translation of the northern auroral zone in the direction of
Siberia (e.g., Maffei et al., 2023). We explore this aspect in
more detail in the next section.

3.3 Effect of individual SV components

In order to further interpret the results presented above, we
illustrate, in Figure 10, the effect that the SV components

Figure 10. Effect of l = 1, 2, 3 components (respectively top, middle, and bottom panels) of the SV on the shape and position of the auroral
zones. For illustrative purposes, the actual SV has been magnified by a factor of 100. Left panels: the magnified SV components at the CMB.
Middle and right panels: the northern and auroral zones, plotted with the centroid positions for the 2020 IGRF-13 model (red) and the same
model, on top of which the SV shown in the left panels is added (blue).
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l = 1, 2, 3 have on changes of the shape and position of the
auroral zones.

These degrees have been selected for closer inspection as
they have been found to be the major contributors to total
changes in the diagnostics we have considered (see Figs. 4
and 5). In Table 3, we report the relative change in surface area,
and distance between the auroral zones and Leeds and Dunedin,
difficult to discern from an inspection of Figure 10 alone.

Since the actual SV produces, for the annual-to-interannual
periods here considered, auroral zone changes that are difficult
to discern by eye, we multiplied the SV components by a factor
of 100. Within the framework of linearised changes, this shows
the possible changes over 100 years of constant SV. The result-
ing SV produces changes that violate the small-perturbation
approximation needed to meaningfully calculate Green’s func-
tions. Nevertheless, these examples show how the low-degree
SV components drive changes that are qualitatively in agree-
ment with the results shown earlier and with findings on
multi-decadal timescales (Maffei et al., 2023). In particular,
we see, from Figure 10 and Table 3, that the dipolar, l = 1,
SV produces opposite changes in the northern and southern
zones surface area, in agreement with Figure 4. The changes
in the centroid latitudes and overall zone positions are most effi-
ciently driven by the l = 1 SV. The degrees l = 2, 3 impart mod-
ifications that are crucial in explaining the changes caused by
the total SV. Namely, the dipolar SV causes the distance
between Leeds and the northern zone increase, while the higher
degrees compensate for this effect, in agreement with Figure 5.
This cancelation explains the small change caused by the total
SV found above and in Maffei et al. (2023). Similarly, we
see that each degree causes significant alterations in the shape
and location of the southern auroral zone, but their effects com-
bine to produce small changes even on multi-decadal timescales
Maffei et al. (2023).

The low-degree SV considered in the left panels of Figure 10
dominates the changes in the auroral zones and has a markedly
global structure. In particular, there is a strong sensitivity at
mid-to-low latitude regions, in agreement with the results of
Figures 7 and 9. When individual SV components are evalu-
ated at Earth’s surface their magnitude is scaled by a factor of
(rc/ra)

(l+1) (see Eq. (3)) but their pattern remains unchanged.

We can therefore conclude that the evolution of the auroral
zones would similarly be reflected in low-latitude surface SV
features.

4 Conclusions

Our main conclusion is that the auroral zones’ temporal
changes depend on the global structure of SV at the CMB.
They cannot be solely described by the dipolar contribution to
the secular variation, nor by only the high-latitude geomagnetic
field changes. Although these approximations result in simple
models (e.g., Korte & Stolze, 2016) and physical insights
(e.g., Zossi et al., 2020) of auroral zones evolution, important
features might be lost when the full spatial complexity of the
main geomagnetic field is not considered.

In order to explore these issues, we introduced a novel
methodology to link the temporal evolution of the auroral zones
with temporal changes of the main magnetic field. Our method-
ology is based upon a Green’s function formalism that allows us
to link the sensitivity of the auroral zones’ shape and location
with changes in the Gauss coefficients that describes the geo-
magnetic SV. No assumption was made concerning the shape
of the main field or of the auroral zones. The former was taken
from IGRF-13 (Alken et al., 2021), which contains a time-
dependent description of both dipolar and non-dipolar Gauss
coefficients, up to degree l = 13. The recent spatiotemporal
features captured by this model are heavily constrained by the
data provided by ESA’s Swarm geomagnetic mission. The
auroral zones were obtained by calculating AACGM latitudes
via a methodology that considers all given Gauss coefficients
(Shepherd, 2014), and without parameterising the boundaries
of the auroral zones as, say, circles or ellipses (e.g., Korte &
Stolze, 2016; Xiong & Lühr, 2014). Our methodology is there-
fore capable of describing the shape of the auroral zones in their
full generality.

In the present study we focussed on key diagnostic quanti-
ties that characterise the extension, shape and location of the
auroral zones: their surface area, the location of their geometri-
cal center (i.e., their centroid), and the angular distance between
selected, mid-to-high latitude cities and the equator-ward edge
of the closest auroral zone. Sensitivity of these quantities to
the geomagnetic Gauss coefficients have been obtained numer-
ically by perturbing the IGRF-13 model (see Eq. (13)). From
these sensitivity kernels, we obtained the linearised sensitivities
to changes in CMB radial magnetic field (via Eq. (11)) and the
sources of temporal changes for all diagnostics as a function of
Gauss coefficients order (via Eq. (15)) and CMB location (via
Eq. (16)).

We found that non-dipolar contributions, up to about l = 5,
significantly affect the evolution of the auroral zones (see Figs. 4
and 5), and that the non-dipolar nature of the geomagnetic
field is the largest contributor of temporal changes of specific
auroral zone features. This is the case, for example, for the
observed shrinking of the northern auroral zone (see Fig. 4
and Zossi et al., 2020, 2021)), which cannot be explained by
known scaling laws (Siscoe & Chen, 1975; Cnossen et al.,
2012) that assume a purely dipolar control of the magneto-
sphere’s shape; the full structure of the main field must be taken
into account. Even when our analysis revealed a large dipolar
contribution, non-dipolar terms can completely offset the

Table 3. Relative changes in auroral zones surface areas, and
distances from Leeds and Dunedin, caused by l = 1, 2, 3 components
of the SV, magnified by a factor of 100 (indicated in the table). The
reported values are obtained as the changes relative to the
unperturbed 2020 auroral zones, calculated from the IGRF-13
model. These values refer to the results shown in Figure 10 and
have been reported in the table for ease of quantitative comparison.

SV degree, l 1 (� 100) 2 (� 100) 3 (� 100)
dAN

AN
�0.018 �0.035 0.0019

dAS

AS
0.058 �0.015 �0.017

ddLeeds
dLeeds

0.14 �0.012 �0.044

ddDunedin
dDunedin

0.099 0.086 �0.032
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leading order behaviour. This has been observed for the evolu-
tion of the distance between the northern auroral zone and
Leeds, a proxy for the deformation or motion of the auroral
zone along, approximately, the Greenwich meridian direction
at 0� longitude.

We also found that the auroral zone temporal evolution
significantly controlled by the geomagnetic field variations at
low and mid latitudes (see Figs. 6–8 and 10). The high-latitude
SV at the CMB can have a net contribution that is either
intrinsically small or large but completely opposed by SV at
low latitudes. Interpreting changes in the auroral zone shape
and location solely in terms of polar field changes at the
CMB can therefore be misleading.

Our results indicate that the auroral zones are currently
highly sensitive to changes of the main field in the mid-to-
low latitude regions, particularly on the CMB under the
Atlantic. This area is known to be characterised by high levels
of SV and contains geomagnetic features that result in the SAA
(see Finlay et al., 2020 and references therein). Since the low
magnetic field intensity of the SAA favours the occurrence of
equatorial aurorae in South Atlantic regions (He et al., 2020),
our result suggests an intriguing link between two seemingly
unrelated regions capable of visible auroral activity. The SAA
is currently expanding, shifting westward and splitting into
two main minima (Terra-Nova et al., 2019). This complex tem-
poral evolution may have non-trivial, future consequences on
the shape and locations of the auroral zones.
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Appendix A

The geometric center of a spherical polygon

In this Appendix, we give the formula used to calculate the location
of the centroids of the auroral zones. These are defined as the geometric
centers (or centers of mass) of the polar caps, the areas enclosed by the
poleward boundaries of the auroral zones.

Numerically speaking, the polar cap boundary is a closed polygon
on the surface of Earth, assumed to be a spherical surface of radius re
and center O. The polygon representing the polar cap boundary is com-
posed of N vertices, with the ith vertex denoted by Pi. We enumerate
the vertices from i = 1 to i = N. The vertices are connected by great-
circle segments and the angle between the two segments connecting
at the point Pi is denoted with P̂ i

Let vi the vector that originates in O and ends on the vertex Pi
(pointing outwards). Extending Brock (1975), we define the location
of the geometric center of the polygon as:

c ¼ r3e
2A

XN
i¼1

vi � viþ1

vi � viþ1j j P̂ i;

where A is the surface area enclosed by the polygon and it is assumed
that v1 = vN+1. Note that, in order for the above formula to refer to the
correct surface, the path identified by the succession of vertices
P1, P2, . . . PN has to be traversed so that the area of interest is to
the left of the path.

By definition, the centroid is defined via the moment of inertia, M,
of the surface such as:

M ¼ Ac;

from which it follows that:

M ¼ r3e
2

XN
i¼1

vi � viþ1

jvi � viþ1j P̂ i:

Furthermore, since the polar cap centroid lies on the surface of the
sphere, the norm of the vector c is |c| = re. This leads to the final
formula:

c ¼ re
M
jMj :

In practice the above calculation is performed in cartesian coordinates.
The final result is then converted in spherical coordinates so that the
centroid latitude, kci , is obtained.

Appendix B

Proof-of-concept: magnetic inclination at Leeds

In order to test our methodology, we calculated the Green’s func-
tion of the magnetic inclination with respect to bm

l and to the CMB
radial field Bc. The magnetic inclination, I, (or briefly, inclination) is
defined as, at a specific location at the Earth’s surface:

I ¼ tan�1 �Be

H

	 

; ðB1Þ

where H ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
h þ B2

/

q
is the horizontal field intensity (at Earth’s

sruface) and the components of the magnetic field (Be, Bh, B/) can
be obtained from (3). The variations of I with respect to the Gauss
coefficient bm

l , which we refer to as @I=@bm
l are calculated differen-

tiating equation (B1):

@I
@bm

l

¼ 1
HF 2 BhBe

@Bh

@bm
l

þ B/Be
@B/

@bm
l

� H 2 @Be

@bm
l

	 

; ðB2Þ

where F ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
B2
e þ B2

h þ B2
/

q
is the total field intensity at Earth’s

surface. Since B is a linear function of the Gauss coefficients, the
Green’s functions of the magnetic field components with respect to
bm
l can be readily derived from (3):

@Be

@bm
l

¼ ðlþ 1Þ cosðm/Þ for bm
l ¼ gml

sinðm/Þ for bm
l ¼ hml

� �
Pm
l ðcos hÞ; ðB3Þ

@Bh

@bm
l

¼ � cosðm/Þ for bm
l ¼ gml

sinðm/Þ for bm
l ¼ hml

� �
dPm

l ðcos hÞ
dh

; ðB4Þ

@B/

@bm
l

¼ m
sin h

sinðm/Þ for bm
l ¼ gml

� cosðm/Þ for bm
l ¼ hml

� �
Pm
l ðcos hÞ: ðB5Þ

We therefore have a closed-form, analytical solution for the Green’s
function of the magnetic inclination with respect to the Gauss coeffi-
cients (B2).

This solution is illustrated in Figure B1 (top-left panel, black
crosses) for the location of Leeds (latitude k = 53.81� North and longi-
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tude / = 1.549� West) and for a background field given by the IGRF-
13 model in 2020. Numerical solutions for @I=@bm

l are calculated, for
the same location, by explicitly calculating

@I
@bm

l

¼ Iþ � I
dbm

l

ðB6Þ

where I is the unperturbed inclination and I+ is the inclination ob-
tained by augmenting the coefficient bm

l by a perturbation
dbm

l . The perturbations were chosen small enough so that
I+ � I is linear in dbm

l . It was empirically found that:

dbm
l ¼ 0:01ðl!Þ1=3ml ðB7Þ

gave excellent agreement with the analytical solution (B2). Figure B1
(top-right panel) shows the numerical solution in matrix form, high-
lighting the sensitivity to gml and hml . The sensitivity of the inclination
with respect to the hml coefficients is much smaller than the sensitivity
with respect to gml , due to the reference location, very close to the /
= 0 meridian.

From the sensitivity to the Gauss coefficients it is possible to cal-
culate the sensitivity to unit changes of the radial magnetic field at
the CMB, oI/oBc, via a formula analogous to (11):

@I
@Bc

¼
XL

l¼1

Xl

m¼0

@I
@bm

l

@bm
l

@Bc
:

In Figure B1 (bottom-left panel), we illustrate the result obtained for the
2020 epoch taken from the IGRF-13 model at Leeds, the location of
which is marked by the yellow star in Figure B1. Figure B1 is visually
indistinguishable from Green’s function calculated according to the for-
mula reported in Johnson & Constable (1997):

@I
@Bc

¼ 1
H 2 þ Z2 HGZ � Z

H
ðXGX þ YGY Þ

� �
;

with (Constable et al., 1993):

GX ¼ � 1
4p

1þ2R�q2

R3T
q3ŝ � x̂;

GY ¼ � 1
4p

1þ2R�q2

R3T
q3ŝ � ŷ;

GZ ¼ 1
4p q2 � q2ð1�q2Þ

R3

h i
;

and shown in Figure B1, bottom-right panel. In the above X, Y, and Z
are, respectively, North, East and downward pointing magnetic field
components at Earth’s surface q = rc/re, R ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2lqþ q2
p

,
T = 1 + R� lq and l ¼ r̂ � ŝ, where r̂ is the unit vector in the direction
of the observation location on Earth’s surface, ŝ is a unit vector span-
ning the CMB, and x̂ and ŷ are the Northward and Eastward unit vec-
tors at the observation location.

Figure B1 illustrates the inclination at the Earth’s surface is sensi-
tive to both changes in the radial magnetic field in the vicinity of the
projection on the CMB of the observation location, and to changes at
remote locations, in particular in regions close to the North Pole.

To estimate the total change of inclination between 2015 and
2020 AD, we follow formula (16) and multiply the sensitivity to the
radial field, oI/oBr (at either the CMB or Earth’s surface) with the actual
temporal variation obtained from the IGRF-13 model via first-
differences (see definition (4)). The result, integrated over the spherical
surface, is reported in the last two rows of Table B1 for, respectively,
the changes at the CMB, (oI/ot)GC, and at Earth’s surface, (oI/ot)GE.
Numerically, the latitudinal integral is calculated via the Gauss-
Legendre quadrature (Olver et al., 2010, Chapter 3.5(v)). As expected,

Figure B1. Green’s function for the magnetic inclination with respect to the Gauss coefficients (top-left panel) compared to their theoretical
expectation. On the horizontal axis, the Gauss coefficients are grouped according to their degree l and ordered as: g0l ; g

1
l ; h

1
l . . . g

l
l; h

l
l. In the top-

right panel, we show the same values reported in (a) in matrix form. Green’s function for the magnetic inclination with respect to the radial
magnetic field at the CMB is shown in the bottom-left, showing our numerical result, and in the bottom-right panel, showing the result obtained
using the analytical formulae reported in Johnson & Constable (1997). The illustrated solutions are calculated for Leeds, with latitude
k = 53.81� North and longitude / = 1.549� West.
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and to confirm the validity of our numerical procedure, the two esti-
mates agree with each other. These Green’s function estimates can be
compared with the actual change of inclination, _I , during the 2015–
2020 period (first row of Table B1) and with an estimate, (oI/ot)LB,
obtained by linearising oI/ot in the temporal variation of the magnetic

field components (second row of Table B1). As expected from the
linear nature of the Green’s function approach, (oI/ot)GC and (oI/ot)GE
agree with the linear estimate (oI/ot)LB, and not with the variation _I
itself. The difference between the linear estimates and _I is, in this
particular case, around 50%.

Table B1. Changes of magnetic inclination, I, at Leeds, between 2015 and 2020 AD. The first row reports the first-difference estimate from the
IGRF-13 model (analogous to formula (4)). The second row reports an estimate obtained by linearising oI/ot in changes in surface magnetic
field (similar to Eq. B2). The third and fourth rows show the estimates obtained by integrating geographical sources of change over the CMB
and Earth’s surface, respectively (i.e., Eq. (16)).

Quantity Expression Value [deg/year]

_I I2020 � I2015
5

0.00170109

@I
@t

	 

LB

1

HF 2 BhBe _Bh þ B/Be _B/ � H2 _Be

 �� �

0.00110045

@I
@t

	 

GC

Z 2p

0

Z p

0

@I
@Bc

_Bc sin hdhd/ 0.00110045

@I
@t

	 

GE

Z 2p

0

Z p

0

@I
@Be

_Be sin hdhd/ 0.00110045
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