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Evaluating the Local Bandgap Across inxGa1-xas Multiple
Quantum Wells in a Metamorphic Laser via Low-Loss EELS

Nicholas Stephen,* Ivan Pinto-Huguet, Robert Lawrence, Demie Kepaptsoglou,
Marc Botifoll, Agnieszka Gocalinska, Enrica Mura, Quentin Ramasse, Emanuele Pelucchi,
Jordi Arbiol, and Miryam Arredondo*

Using high-resolution scanning transmission electron microscopy and
low-loss electron energy loss spectroscopy, the local bandgap (Eg), indium
concentration, and strain distribution across multiple InxGa1-xAs quantum
wells (QWs), on a GaAs substrate, within a metamorphic laser structure are
correlated. The findings reveal significant inhomogeneities, particularly near
the interfaces, for both the indium and strain distribution, and subtle
variations in the Eg across individual QWs. The interplay between strain,
composition, and Eg is further explored by density functional theory
simulations, indicating that variations in the Eg are predominantly influenced
by the indium concentration, with strain playing a minor role. The observed
local inhomogeneities suggest that differences between individual QWs may
affect the collective emission and performance of the final device. This study
highlights the importance of spatially resolved analysis in understanding and
optimizing the electronic and optical properties for designing next-generation
metamorphic lasers with multiple QWs as the active region.

1. Introduction

The integration of metamorphic buffers (MB) into laser struc-
tures has greatly advanced the device design and fabrication

N. Stephen, M. Arredondo
School of Mathematics and Physics
Queen’s University Belfast
University Road, Belfast BT71NN, UK
E-mail: nstephen01@qub.ac.uk; m.arredondo@qub.ac.uk
I. Pinto-Huguet, M. Botifoll, J. Arbiol
CISC and BIST
Catalan Institute of Nanoscience and Nanotechnology (ICN2)
Campus UAB, Bellaterra, Barcelona, Catalonia 08193, Spain
R. Lawrence, D. Kepaptsoglou
School of Physics
Engineering and Technology
University of York
Heslington, York YO10 5DD, UK

The ORCID identification number(s) for the author(s) of this article
can be found under https://doi.org/10.1002/admi.202400897

© 2025 The Author(s). Advanced Materials Interfaces published by
Wiley-VCH GmbH. This is an open access article under the terms of the
Creative Commons Attribution License, which permits use, distribution
and reproduction in any medium, provided the original work is properly
cited.

DOI: 10.1002/admi.202400897

of semiconductor devices, particularly
for telecommunications. Metamorphic
lasers incorporate a buffer layer between
the substrate and active region to mitigate
lattice constant mismatches, facilitating
the development of novel laser struc-
tures, in which the optoelectronic prop-
erties can be enhanced or tuned. Partic-
ularly, metamorphic InxGa1-xAs (where x
is the mole fraction) quantum well (QW)
lasers have demonstrated significant ad-
vantages in this regard,[1–4] with multi-
ple QWs (MQWs) offering clear bene-
fits over single QWs, including reduced
threshold current,[5] decreased temper-
ature sensitivity[6] and improved quan-
tum efficiency.[7] Moreover, by adjusting
the thickness[8,9] and number of QWs,[10]

the emission wavelength can be tuned,
due to carrier interactions within the
laser structure,[11,12] thus enhancing laser

performance. However, these performance improvements often
assume a certain degree of homogeneity across QWs, a condition
heavily influenced by factors such as chemical composition and
strain, both governed by the growth conditions.
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Figure 1. a) ADF-STEM sample overview b) and HAADF-STEM of the
In0.40Ga0.60As QWs region.

A key factor in semiconductor laser design is the bandgap
energy (Eg), which governs optical transitions and defines the
emission wavelength. InxGa1-xAs has a direct Eg, strongly linked
to the Indium (In) concentration, allowing laser emissions to
be tuned between wavelengths ranging from 1300 to 1550 nm,
predominantly used for telecommunication applications.[1,13,14]

Importantly, while the bandgap energy dictates the emission
wavelength, it is the details of the band structure that crit-
ically influence laser performance. Strain, both compressive
and tensile, plays a fundamental role in modifying these band
structures by altering band edge energies and modifying car-
rier dynamics.[15–22] Additionally, In concentration also affects
the lattice constant,[23] which in turn determines the type and
magnitude of strain within the laser’s active region and adja-
cent layers. For example, regions with higher Indium compo-
sition experience greater compressive strain. As a result, in ad-
dition to controlling the In concentration, strain engineering
is important for fine tuning the laser performance. However,
the impact of specific In and strain distributions within QWs
is still uncertain, mainly due to the limited ability to directly
correlate nanoscale variations with changes in the QWs’ elec-
tronic structure, including Eg. Traditionally, a variety of tech-
niques, including UV–vis spectroscopy,[24] X-ray photoelectron
spectroscopy[25] and photoluminescence[26] are used to measure
the Eg. While these are effective for bulk materials, they are often
limited by the spatial resolution required to capture nanoscale
phenomena that occur in thin films and other nanostructures
such as QWs and quantum dots (QDs), where heterogeneity
in composition, strain, and defects can create localized states
within the Eg. In contrast, low-loss electron energy loss spec-
troscopy (EELS) offers a significant advantage by probing the
electronic structure at high spatial resolution with compara-
ble energy resolution to traditional techniques, making it an
ideal tool for measuring the Eg at the nanoscale.[27–31] This tech-
nique has been applied to a variety of semiconductor materi-
als, including Cu(In, Ga)Se,[32] InxGa1-xN QWs,[33] CdSe QDs,[27]

alpha-alumina grain boundaries,[34] WS2 nanoflowers[35] and
MoxW1-xS2 nanoflakes.[36] However, spatially resolved Eg mea-
surements for InxGa1-xAs QWs remain scarce, with most studies
focusing on nanostructures, such as InAs/InGaAs nanowires,[37]

and few studies examining device structures.[33]

Understanding and controlling local inhomogeneity in QWs
within metamorphic lasers is key to advancing technologies in
telecommunications, photonics, and beyond, as these directly in-
fluence the optoelectronic properties and performance of devices.
In this study, we map the In concentration and strain distribution
across three stacked In0.40Ga0.60As QWs in an MB laser structure
at the nanoscale. Using low-loss EELS, we correlate these spatial
variations to the Eg values, providing insight into the complex
nanoscale interplay between composition, strain, and bandgap
within the QWs. Our findings suggest that variations across in-
dividual QWs may significantly impact laser emission, offering
valuable insight into designing the next generation of metamor-
phic lasers with multiple QWs.

2. Results and Discussion

2.1. Structure Overview

Figure 1a is an annular dark field-scanning transmission elec-
tron microscopy (ADF-STEM) image displaying a cross-sectional
overview of the full metamorphic laser structure, further de-
tailed in Figure S1 (Supporting Information), and elsewhere.[38]

The high angle annular dark field (HAADF) STEM image in
Figure 1b displays the active region of the metamorphic laser,
that containing the MQWs. This region consists of, using nomi-
nal thicknesses, a 5 nm GaAs interface controlling layer (CIL), a
7 nm In0.40Ga0.60As QW followed by a 20 nm In0.13Ga0.87As bar-
rier, repeated three times. The measured thickness of all QWs is
≈8.6 nm (Table S1, Supporting Information), with some visible
roughness at the interfaces (Figure 1b). For clarity in the next sec-
tions, the QW here referred as the bottom QW is that nearest to
the InxGa1-xAs MB, while the top QW is that furthest away from
the MB.

2.2. In Atomic Fraction Mapping

The relationship between indium (In) concentration and the re-
sulting Eg is well established. Increasing the Indium composi-
tion increases the emission wavelength, thereby decreasing the
Eg.[39,40] For QWs, the Eg is also intrinsically linked to the dimen-
sions of the confinement, if confined. Thus, controlling the In
concentration is a critical parameter in laser design and fabrica-
tion, any variations in the composition or thickness of a material
such as InxGa1-xAs can alter the band structure, consequently af-
fecting its Eg.

Figure 2 shows the In atomic fraction (at. %) maps across all
QWs, acquired by energy dispersive X-ray spectroscopy (EDX)
STEM (see Methods). In mole fraction, the QWs’ composition is
expressed as In0.40Ga0.60As, indicating that 50% of the atoms (at.
%) are As, 30% are Ga and 20% are In. The relationship between a
mole and atomic fraction is further detailed in the Supporting In-
formation. The average In concentration for the bottom, middle
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Figure 2. EDX In at. % color map for the a) bottom b), middle c), and top d) QWs region, and representative In at. % profile for the top QW. The blue
solid line denotes the experimentally measured In at. % with its uncertainty (shaded area). The secondary x-axis indicates x in InxGa1-xAs. The pixel size
is ≈0.13 nm.

and top QWs are 19.9 ± 4.2 at. %, 21.0 ± 4.1 at. % and 19.7 ± 4.4
at. %, respectively, in agreement with their nominal composition.
However, the distribution of In within each QW is not uniform.
A significant chemical gradient is observed near the interfaces,
for example reaching values as low as ≈15 at. % near the inter-
faces to ≈22–35 at. % at their centre (Figure 2; Figure S2, Sup-
porting Information). Similar inhomogeneity has been reported
for structures containing In: InxGa1-xN

[33,41] and InxGa1-xAs.[37,42]

These variations are significant, as compositional asymmetry has
been shown to induce shifts in the Eg.[30,43,44] An In concentration
of ≈30 at. % corresponds to a composition of In0.60Ga0.40As and
would result in an Eg of ≈0 .68eV. This would represent a de-
crease of ≈0.2 eV compared to the expected Eg of 0.894 eV for
In0.40Ga0.60As.[45]

It is worth noting that the chemical composition appears less
controllable in lasers grown on metamorphic buffers, likely due
to the strain management required on what are overall non-
planar surfaces. The surface displays a so-called crosshatched pat-
tern, which may enhance In diffusion during growth.[38] As pre-
viously mentioned, variations in the In concentration across the
QWs are expected to further impact strain levels, which modifies
the lattice parameter and potentially the Eg. Given the strong in-
terplay between composition and strain, we next investigate how
the measured In content affects the strain distribution within the
QWs.

2.3. Strain Distribution

Strain plays a critical role in modifying the electronic structure
of III-V semiconductors, directly influencing the Eg by alter-

ing orbital energy levels, demonstrated both theoretically[19,46,47]

and experimentally.[48,49] Kuo et al. showed that biaxal tensile
strain in InxGa1-xAs epilayers on GaAs (and InxGa1-xP on InP)
leads to a reduction in the Eg, while the opposite effect was
observed for compressive strain.[15] Similarly, Gal et al. exper-
imentally demonstrated that for In0.17Ga0.83As QWs the mag-
nitude and sign of strain can be modified as a function of
thickness, inducing changes in the Eg.[20] In fact, for certain
combinations of strain and QW thickness, the quantum con-
finement has been demonstrated to further affect the band
structure.[17]

In this study, the relative strain along the growth direction
([002], 𝜖yy) of the QWs was mapped using geometrical phase
analysis (GPA) on the high-resolution annular bright field (ABF)
STEM images using reflections g = 004 and g = 22̄0 to min-
imise strain artifacts at the interfaces[50] (see Figure 3; Figure S3,
Supporting Information). Geometrical Phase Analysis (GPA) is
a Fourier-based image processing method used to measure rel-
ative strain and deformation in high-resolution TEM and STEM
images.[51] ABF-STEM images were chosen over HAADF-STEM
images due to the latter’s higher sensitivity to surface effects, e.g.
surface damage. The In0.13Ga0.87As barrier layer was selected as
the reference region due to its homogeneous composition, rela-
tively large size, and close proximity to the QWs. As GPA requires
high-resolution images, the field of view is inherently limited, ex-
cluding more distant regions such as the metamorphic buffer.
The barrier has a lattice constant of 5.706 Å, calculated using Ve-
gard’s law and confirmed by EDX (Figure 2d; S2, Supporting In-
formation). Negative strain values indicate tensile strain relative
to the reference region, and positive values indicate compressive
strain.
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Figure 3. Relative strain distribution across QWs. ABF-STEM viewed down
[1 1 0] zone axis image a,c,e) and corresponding 𝜖yy strain map b,d,f) for
the bottom a,b), middle c,d) and top e,f) QW. Pixel size is 0.039 nm.

In general, the strain varies significantly along the growth di-
rection, while the strain parallel to the interface ([22̄0], 𝜖xx) re-
mains largely homogenous (Figure S4, Supporting Information),
consistent with previous GPA strain studies on similar metamor-
phic laser structures.[52] Considering nominal concentrations,
the lattice constants for the In0.40Ga0.60As QWs and In0.13Ga0.87As
barrier are 5.815 and 5.705 Å, respectively. Typically, the strain for
a film grown on a substrate (𝜖) is expressed as:

𝜀 =
al−aref

al
× 100% (1)

where al, is the lattice constant of the layer of interest and aref
is the lattice constant of the reference layer. Thus, as per Equa-
tion 1, the strain in the QWs is expected to be compressive. Sim-
ilarly, the GaAs CIL has a smaller lattice constant (5.653Å) than
the In0.13Ga0.87As barrier, resulting in tensile strain. The relative
strain analysis confirms that the QWs are under compressive
strain and the GaAs CIL layer is under tensile strain (Figure 3;
Figures S4 and S5, Supporting Information).

The relative strain distribution across the QWs (Figure 3)
closely resembles the In concentration profiles (Figure 2), reach-
ing a maximum at the QWs’ centers and decreasing near the in-

terfaces, with strain values as high as 4% present at the center of
the top QW. This is expected, as regions with higher indium con-
tent will experience greater compressive strain. Despite this qual-
itative agreement, the measured strain values in the QWs deviate
from the expected values based solely on the measured In con-
centration (see Figure S5, Supporting Information). For example,
according to Vegard’s law, a strain value ≈3.8% would correspond
to an In concentration of In0.68Ga0.32As, equivalent to 34 at. %
In. This estimated concentration is higher than the measured In
concentration at this point (22.11 ± 2.86 at. %), and a similar de-
viation is observed for the other two QWs. These discrepancies
suggest that other factors, such as interface effects and surface
variations in the lamellae may be influencing the GPA measure-
ments. However, despite these variations, the relative strain dis-
tribution qualitatively agrees with the In composition profile.

The next section investigates the variations in Eg across the
QWs and explores their relationship to both strain and indium
distribution.

2.4. Bandgap Measurements Across Multiple QWs

The optical Eg can be phenomenologically calculated as described
by Nahory et al.[45] At 300K, the Eg of InxGa1-xAs can be expressed
in terms of the In mole fraction (x), as defined in Equation (2):

Eg (x) = 1.425eV − x 1.501eV + x2 0.436eV (2)

For the nominal In0.40Ga0.60As QWs composition, the expected
Eg is 0 .894eV. While this equation does not consider the QW
thickness, known to affect the Eg in InxGa1-xAs QWs,[53] it pro-
vides a good approximation given that all QWs are nominally
identical. Band bending[54] is not expected to significantly im-
pact the QWs due to the relatively large separation between them
within the laser structure, allowing each QW to be considered
independently. It is worth noting that Equation (2) does not con-
sider quantum confinement or strain effects. However, this equa-
tion is used as a good approximation to compare against the mea-
sured trends, and not absolute values.

Low-loss EELS at 60 kV and a probe size of ≈1.4Å was used
to measure the Eg across all QWs, see Experimental Section. The
spectra were corrected for Cerenkov radiation as described in the
Experimental Section and Supporting Information, following the
procedure published in ref.[28] The error provided for each Eg is
the uncertainty from the fitting procedure. Cerenkov radiation
occurs when electrons travel faster than the speed of light in a
medium, causing a reduction in the measured Eg.[55,56] Figure
4b summarises the spatially resolved and corrected Eg measured
across all QWs, from the bottom (position 1) to the top interface
(position 6), as indicated by the yellow boxes in Figure 4a and
marked by the arrow, with a box size of 173 × 4 pixels (≈15.3 ×
0.3 nm). It should be noted that the corrected Eg values follow
the same trend as the uncorrected data but are higher (Figures
S7, S13 and S14, Supporting Information). Complete Eg profiles
of adjacent layers are provided in Figure S9 (Supporting Infor-
mation). The average Eg values for the QWs are 0.900 ± 0.017 eV
for the top QW, 0.923 ± 0.015 eV for the middle QW and 0.883
± 0.021 eV for the bottom QW (Figure 5a). Subtle Eg fluctua-
tions within and between individual QWs are not captured when
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Figure 4. Eg analysis. Representative HAADF-STEM image of the bottom QW, a) and the corresponding measured Eg b) corrected for Cerenkov: bottom
(red diamond), middle (green hexagon) and top QW (blue circle). The Eg was measured horizontally as indicated by the yellow markings in (a). The
secondary axis shows the corresponding emission wavelength. The dashed gray line represents the calculated Eg for In0.40Ga0.60As from Nahroy et al.[45]

lower resolution EELS is acquired, over all QWs (Figure S10, Sup-
porting Information), highlighting the importance of spatially re-
solved measurements.

Considering the average Eg values, and their uncertainties, the
highest upper value would be 0.938 eV and the lowest upper value
0.862, indicating a possible maximum variation of ≈0.076 eV be-
tween individual QWs. These values are within the range of the
sample’s bulk emission measured by photoluminescence (PL)[38]

(Figure S11, Supporting Information), which has the main emis-
sion peak at ≈1360 nm (Eg = 0.914 eV) with a full-width half max-
imum extending from 1320 to 1410 nm (Eg = 0.941 eV–0.881 eV).
It is plausible that fluctuations in the individual Eg values may
contribute to the extended range observed in the PL data. More-
over, subtle spatial variations within the individual QWs are ob-
served, particularly for the bottom QW which exhibits an appar-
ent asymmetry near the interfaces, with the Eg values increasing
toward the In0.13Ga0.87As barrier and decreasing toward the bot-
tom GaAs CIL.

The strain is at its lowest near the interfaces, consistent with
the Indium composition, and a similar spatial variation would be
expected for the Eg. However, surprisingly, only the bottom QW
exhibits a slight but asymmetric difference in the calculated Eg
values near the interfaces.

Thickness variations in the areas containing the QWs were
considered as a potential source of the differences in the mea-
sured Eg. However, this effect was neglected after carefully con-
sidering the changes in the relative thickness (t/𝜆) and the mea-
sured Eg, see Figure S12 (Supporting Information).

To better understand the observed Eg variations, we consider
the composition effect. Figure 5a shows the measured average
Eg and In concentration for each QW. All values are near the Eg
calculated using Equation (2) (dashed purple line in Figure 5a)
and within the PL measurements, demonstrating that the Eg val-

ues calculated from low-loss EELS are reasonable. However, as
mentioned, subtle variations in the Eg values are evident across
individual QWs, particularly within the bottom QW (Figure 5b),
where an asymmetry is more apparent, with only the central val-
ues falling within the expected range for the measured In con-
centration, considering uncertainties.

Density Functional Theory (DFT) simulations were conducted
to further explore the effects of varying strain and composition
on the Eg, and correlate these to the observed trends for the mea-
sured Eg. Figure 5c,d presents the simulated low-loss EELS for
various InxGa1-xAs alloys under different strains. These simula-
tions consider the strain to be uniaxial (as shown in the Figure 5d
inset) and do not account for surface effects or Cerenkov ra-
diation. Moreover, DFT underestimates the onset energy and
consequently Eg due to derivative discontinuity.[57,58] The onset
energy is the minimum energy loss observed in the spectrum
where a distinct increase in intensity occurs and is used to esti-
mate the material’s band gap.[59] Despite these limitations, this
approach is known for its good reproducibility, making it ideal
for identifying trends related to changes in strain and chemical
composition.[60,61]

Figure 5c shows the onset energy as a function of x in
InxGa1-xAs. In general, the simulations indicate that irrespec-
tive of the strain regime, the energy onset decreases as the In
concentration increases, with the most drastic changes observed
for the highest strain magnitudes. For compositions between
x = 0.1 and 0.6 the compressive strain exhibits the lowest en-
ergy onset values compared to tensile strain. Figure 5d plots the
change in the energy onset and the corresponding loss function
for the In0.375Ga0.625As composition, close to the QWs nominal
composition (In0.40Ga0.60As), as a function of strain. Additional
plots for other compositions are shown in Figure S15 (Support-
ing Information) and the band gap bowing effect is shown in
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Figure 5. a) Comparison of the calculated Eg value and average measured Eg values for all QWs b) and Eg values at each position (1-6) in the bottom QW
(b) as a function of In mole fraction (x). Calculated Eg as a function of x (dotted purple line) based on Equation (2), from Nahroy et al.[45] c) Simulated
EELS energy onset as a function of x in InxGa1-xAs d) and for In0.375Ga0.625As as a function of strain. Insert in 5d is a schematic of the uniaxial strain
applied in the simulation.

Figure S16 (Supporting Information). For this composition, the
energy onset is lower for high compressive strain values and
shifts to higher energies for larger tensile strain values. Further
highlighting that high strain magnitudes are needed to signifi-
cantly affect the Eg, in agreement with previous reports,[47] and
indicating that the Indium composition plays a more predomi-
nant role in the resulting Eg for a wide range of compositions and
relatively low strain values. This provides a more direct correla-
tion for the Eg variations observed between the individual QWs
and within them.

While these trends provide significant insights, they suggest
there may be additional factors influencing the measured Eg.
This opens up exciting avenues for further investigations such
as interface effects, where imperfections from the growth can
lead to rough or asymmetric boundaries between layers that may
induce offsets which can alter the Eg

[62,63] and QW thickness
effect.[5]

3. Conclusion

This study presents a comprehensive analysis of the spatially
resolved Eg, chemical composition and strain across multiple
InxGa1-xAs QWs within a metamorphic laser structure (a unique
result for MOVPE, reaching telecom wavelengths), employing
high-resolution STEM imaging and low-loss EELS techniques.
Our findings reveal significant inhomogeneities in the In con-
centration and strain distribution across individual QWs, partic-
ularly near the interfaces.

The measured bandgap values ranged from 0.89 to 0.92 eV,
aligning well with photoluminescence (PL) measurements (and
the XRD average signal indicating fully pseudomorphic QWs).[64]

However, subtle but meaningful shifts were observed within in-
dividual QWs. Notably, the local bandgap values did not fully cor-
relate with In concentration and strain trends, suggesting that
additional factors influence the Eg as measured by EELS. DFT
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simulations indicate that In concentration plays a dominant role
in determining the local Eg, with strain having a secondary effect,
especially under low strain conditions.

These findings underscore the importance of understanding
the nanoscale control over composition and strain during fabri-
cation to optimize the optical and electronic properties of meta-
morphic lasers. The observed inhomogeneities could have signif-
icant implications for device performance, particularly in tuning
emission wavelengths and improving efficiency. We underline
that some of the variations observed are likely the consequence
of complex and non-trivial cross-talking of surface organization
during epitaxy, local strain build-up, and vertical strain propaga-
tion. The system here analysed comes with several challenges of
its own, and significant work will be needed to improve on the
current findings. Our observations, linked to the complexity of
the metamorphic growth on graded structures, serve as an indi-
cation of what are the challenges ahead for future optimization.

This work also highlights the need for further investigation
into nanoscale EELS measurements, which are critical for un-
derstanding high-resolution Eg mapping. Future work should fo-
cus on refining simulation models to better account for interface
imperfections, as well as exploring methods to minimize local
variations in composition and strain during growth.

4. Experimental Section
Sample: The In0.40Ga0.60As QW/GaAs metamorphic laser sample

was grown via metal–organic vapor phase epitaxy (MOVPE), detailed
growth conditions and purity levels were reported elsewhere.[38,65] Lamel-
lae were prepared using a TESCAN Lyra 3 dual beam Focussed Ion
Beam/Scanning Electron Microscope (FIB/SEM) via conventional in situ
lift out procedure.[66] Lamellae were further thinned using a Gatan Preci-
sion Ion Polishing System (PIPS) II system, followed by a final cleaning
with a Fischione Model 1040 NanoMill, and baked at 125 °C overnight
prior to EELS acquisition. Different lamellae were used for EDX and EELS
measurements.

Electron Microscopy Techniques: Annular dark field STEM (ADF-STEM)
and energy dispersive X-ray spectroscopy (EDX) were acquired with a
Thermo Fisher Talos F200-X at 200 kV equipped with a four-detector in-
column Super X spectrometer, offering a collection solid angle of 0.9 sr,
with a dwell time of 30 ms and a pixel size of ≈0.13 nm. The lamellae
used for this were ≈60 nm in thickness. For elemental quantification, K𝛼
peaks were used to quantify Ga and As while In was quantified with the
L𝛼 peak. The background was corrected and the Brown–Powell Ionization
cross-section model was used in Velox.[67] In atomic fraction (at. %) maps
were generated from extracting the In at. % at each pixel in the recorded
EDX dataset and applying a color map in MATLAB.

Strain mapping was carried out using the GPA plug in for Digital Micro-
graph from ER-C[68] on the annular bright field (ABF) and HAADF-STEM
images acquired on a Nion UltraSTEM 100 electron microscope operated
at 100kV. The electron optics were adjusted to a convergence angle of
30mrad and a probe size of ≈0.9 Å. BF-HAADF-STEM images with a pixel
size of 0.039 nm were acquired as a rotational frame series (90° between
frames), to eliminate stage drift and scanning distortions. The datasets
were averaged by rigid and non-rigid registration.[69] ABF-STEM images
were chosen for GPA analysis, using In0.13Ga0.87As as the reference re-
gion and the g vectors g = 004 and g = 22̄0, with a mask size of 30 pixels.
Theoretical strain was calculated using the formula for strain in a layer
outlined in Dunstan et al.,[70] with lattice parameters derived by Vegard’s
law.[23]

A Nion UltraSTEM 100MC ‘HERMES’, fitted with a beam monochro-
mator and cold field emission gun, was used to perform EELS and STEM
imaging.[71] The operating voltage for EELS and STEM was 60kV. The elec-

tron optics were adjusted to a convergence angle of 30mrad and a probe
size of ≈1.4Å. EELS spectrum images were recorded with a NION IRIS
high energy resolution spectrometer equipped with a Dectris ELA hybrid
pixel direct counting electron detector. The energy resolution of the ex-
periments was ≈30meV determined by the monochromator selection slit.
The collection angle of EELS was 44mrad and spectra were acquired at
5meV/channel. All raw EELS spectra were aligned and denoised using prin-
cipal component analysis (PCA) before analysis,[72] as detailed in the Sup-
porting Information.

To measure the experimental Eg, first, the zero-loss peak is removed
from the three QWs by fitting a general power law model[73] before possi-
ble contributions from Cerenkov radiation were eliminated. Further details
on this process are provided in Supporting Information. Once the spec-
trum was corrected, the QWs are divided into 6 horizontally equal-sized
regions and obtain a global spectrum from each of them by summing the
spectra of all the pixels in these regions. After preparing the spectrum and
obtaining the 6 global spectra, an automated fitting of the direct Eg was
performed:

I ∼ A
(

E − Eg

)0.5
(3)

where I, is the intensity of the signal, A is a constant and E is Energy.[43]

Simulations: DFT simulations were performed using the CASTEP
code,[74] a plane-wave and pseudopotential based implementation of DFT.
The conventional cell of GaAs was used and doped with 0%, 25%, 50%,
75%, or 100% In at the Ga site, and a 2 × 1 × 1 supercell was constructed
to model the 12.5% and 37.5% data. After doping, the structures were ge-
ometry optimised. Under periodic boundary conditions, only the 50% and
37.5% cases have distinguishable configurations that obey the stoichiom-
etry, and in these cases, the lowest enthalpy configuration was chosen. The
plane wave basis set was converged to 1500 eV, with a Monkhorst Pack grid
of 10 × 10 × 10 points used throughout. This grid was optimised on the
cell with the smallest real-space lattice parameters ensuring a minimum
quality of calculation throughout. A 10 × 10 × 10 K-point grid was used for
the conventional cells, and a 5 × 10 × 10 grid was used for the 2 × 1 × 1 su-
percells. Structures were relaxed to better than an energy convergence of 2
× 10−5eV per ion and a force convergence of 5 × 10−2eV Å−1, with a stress
convergence of better than 1MPa. Strained cells were generated by taking
the optimized DFT lattice parameters and applying the appropriate shift
to the a and b lattice vectors to apply a biaxial strain. The system was then
relaxed in a further geometry optimisation whilst the atomic positions and
new a and b vectors were fixed. The recently developed meta-Generalized
Gradient Approximation (GGA) functional RSCAN[75] was used to perform
the simulations, ensuring a state-of-the-art treatment of the electron cor-
relations within the system. This functional will, as a semi-local functional,
show the derivative discontinuity problem that leads to the underestima-
tion of the Eg. Finally, post-processing of the loss function was performed
with the OPTADOS package[76,77] and adaptive smearing[78] of 0 .4eV.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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