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Abstract

This paper presents a hardware-in-the-loop (HiL) testbed for remote

monitoring of safety-critical systems. The testbed creates a secure

environment for remote operations by establishing a communica-

tion link using open platform communication unified architecture

(OPC-UA) industrial protocol resilient to cyber-attacks. The testbed

uses a hypothetical Asherah nuclear power plant (Asherah NPP)

by incorporating its physics, control systems, instrumentation, and

communication networks to be controlled by a remote controller

device, a Siemens S7 1500 programmable logic controller (PLC). The

HIL capabilities of the testbed allow real-time assessment of indus-

trial communication networks by integrating hardware, simulating

data flowwith malicious scripts, and identifying vulnerabilities. The

testbed is particularly useful for predictive maintenance procedures

and efficient operation of nuclear power plants, ultimately improv-

ing the cybersecurity of instrumentation and control systems in

safety-critical applications. An internet of things (IoT)-based frame-

work of the proposed HiL testbed for remote monitoring of safety

critical systems has also been proposed at the end of the paper.
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1 Introduction

Safety critical systems (such as the nuclear power plants) are subject

to stringent regulations and safety standards due to the potential

risks associated with their operations [2, 3, 10, 12]. These facilities

must adhere to rigorous inspection and safety processes to mitigate

the likelihood of severe accidents [13, 14]. To address this challenge,

the IAEA through its Nuclear energy series has published several
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reports on on-line monitoring of the nuclear power plants for im-

proved performance, good engineering and management practices

which are suggested by its Technical Working Group on Nuclear

Power Plant Control and Instrumentation (TWG-NPPCI) in 2003

[11]. A well-designed interface between operators and plant sys-

tems can enhance overall safety and operational efficiency because

human supervision alone is prone to errors and inefficiencies. In this

regard, an online monitoring of these systems can play a vital role

to improve performance, condition monitoring, diagnostics, and

further to adopt predictive maintenance procedures by involving

hardware-in-the-loop (HIL). An efficient interface between humans

and machines through the human-machine interface (HMI) can be

crucial for preventing human errors and for assisting operators in

managing unforeseen events effectively before they become big

problems, keeping the plant running smoothly [8, 9].

This paper addresses the previously mentioned issues by devel-

oping a hardware-in-the-loop testbed for remote monitoring of

safety critical systems. The main purpose of this testbed is to adopt

a safe environment for remote operations by establishing a secure

communication link resilient to cyber-attacks [1, 4]. To achieve

this, a dynamic testing environment has been created having the

physics, control systems, instrumentation, and communication net-

works of a pressurized water reactor (PWR). The PWR is the safety

critical system which replicates a simulated version of a hypothet-

ical nuclear reactor. The PWR used here is the Asherah nuclear

power plant (Asherah NPP) simulator [7]. The hardware-in-the-

loop capabilities of the testbed will facilitate real-time assessment

of industrial communication networks. This will involve integrat-

ing hardware devices, simulating data flow, and assessing the vul-

nerabilities introduced by these devices in real-time. Utilizing an

innovative and customized control-oriented model, the proposed

testbed aims to enhance the cybersecurity risk assessment of PWR

instrumentation and control systems by proactively identifying and

addressing potential vulnerabilities or cybersecurity concerns [6].

For this purpose, the project uses an industrial standard communica-

tion protocol (e.g., OPC-UA) [16], ensuring the safety and reliability

of remote operations through a secure link (wireless/wired) to en-

able safe predictive maintenance procedures and efficient operation

of nuclear power plants.

The paper is organized as follows: Section 2 discusses themethod-

ology used to implement the framework of the HIL architecture for

remote monitoring; section 3 discusses the physical implementation

of the proposed architecture given in section 2 and also presents

the experimental set-up and the results; section 4 presents a case

for the IoT implementation of the proposed HIL testbed. Finally,

section 5 concludes this paper.
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Figure 1: Architecture of HiL framework for remote monitoring of safety critical systems (Asherah NPP Simulator). The

Siemens S7 1500 PLC is the remote controller device.

2 Methodology

The open platform communication unified architecture (OPC-UA)

protocol is a widely adopted industrial communication protocol

that can enable supervisory control for different devices, systems,

and applications in the industrial automation domain [5, 15]. Estab-

lishing OPC UA communication involves setting up a server and a

client to enable data exchange between them. In the proposed HIL

testbed, the Asherah nuclear simulator (ANS) serves as a OPC-UA

server for communication with the Siemens S7 1500 PLC client to

incorporate the supervisory control with the HIL. The ANS fron-

tend is run and controlled by MATLAB Simulink. To analyze any

malicious activity between the ANS and the S7 1500 PLC commu-

nication link, the Wireshark is used to observe network traffic. The

framework of the proposed HIL testbed is shown in Fig. 1.

The functions of the testbed is divided into three components; the

hardware part - which consists of the Siemens S7 1500 PLC and the

PC running all the necessary software; the software control panel -

which consists of the OPC-UA link between the PLC and Asherah

NPP simulator, the Wireshark which is analyzing the packet com-

munication between the PLC and the ANS, the TIA portal V18

which is used to program the PLC and, the MATLAB/Simulink en-

vironment on which ANS is running; the Asherah NPP simulator -

which mimic a safety critical system and on which the supervisory

control is to be implemented through a remote controller device

(Siemens S7 1500 PLC).

The steps followed to establish the OPC-UA communication be-

tween the client (siemens PLC) and server (Asherah NPP simulator)

for supervisory control are:

• Setting Up OPC-UA Server: The variables in the ANS

are configured to make them available to OPC-UA clients.

Security settings such as certificates, user authentication,

and access control policies are defined in the OPC-UA server

to access the OPC UA client.

• Configuring OPC-UA Client: OPC-UA protocol is acti-

vated in the Siemens S7 1500 PLC to serve as a client. The

S7 1500 PLC is configured to connect to the OPC-UA server

using the server’s endpoint URL.

• OPC-UA server and client end-to-end encryption:

Connection is established through the OPC-UA server’s end-

point URL which is used in the client. The connection is

authenticated using the appropriate credentials and settings

to make sure that it is prone to cyber-attacks.

• Browsing and Accessing Data: Once the connection is es-

tablished, the OPC-UA client can browse the server’s address

space to discover available nodes (variables).

The overall process can be summarized as follows: The simulated

version of the ANS gather data from various sources within the

plant, including sensors, control systems, and other equipment.

OPC-UA enables bidirectional communication, allowing the sim-

ulator to not only collect data but also send control commands

to various plant components. OPC-UA incorporates robust secu-

rity features such as encryption, authentication, and access control

mechanisms. This ensures that sensitive data remains confidential

and that only authorized users can access and control the simulator

components. This facilitates real-time monitoring and control of

plant operations within the simulator environment by involving

HiL which is an S7 1500 PLC in our case.
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Figure 2: Setting up of OPC-UA communication link in ANS at IP address 127.0.0.1 and port no 53530.

Figure 3: Front-end of the ANS (PWR-type).

3 Experimental Set-up and Results

This section experiments with the physical HiL testbed using a

hardware S7 1500 PLC to validate the working of the proposed

architecture shown in Fig. 1. First, the OPC-UA communication

has been initialized in the Asherah NPP simulator (ANS) by estab-

lishing a connection over IP address 127.0.0.1 and using port 53530

as shown in Fig. 2. The ANS will now serve as an OPC UA server

and will communicate with any client over the aforementioned

IP address and port. Once, the OPC-UA communication has been

initialized, the ANS front-end GUI is then started in MATLAB en-

vironment as shown in Fig. 3. This ANS front-end shows a simple

PWR with reactor core marked as Rx, pressurizer PZ, steam gener-

ator SG, Turbine TB and condenser CD. The Rx values in the GUI
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Figure 4: Connection setup between the OPC-UA client (S7 PLC) and OPC-UA server (ANS).

Figure 5: Siemens S7 1500 PLC connection set-up on the PC

through ethernet cable.

can be used to control the generated power MW. Changing the Rx

power level will also change all the other parameter values in the

plant such as the temperatures, control rod positions, flow, steam

generated etc.

The next step is to set-up the supervisory control through HiL to

control the simulator parameters. This is done by using a Siemens

S7 1500 PLC which is used as a remote controller device. The PLC is

programmed through TIA portal v18 which will establish OPC-UA

communication between the PLC and the Asherah NPP Simulator

(ANS) and, retrieve the simulation parameters from the ANS into

the TIA portal which are then controlled by the PLC. The PLC is

connected to the PC through an ethernet cable. The PLC has already

been configured in the TIA portal to act as an OPC UA client. Fig. 5

shows the overall physical testbed model having Siemens S7 1500

PLC as an HiL component and ANS as a safety critical system.

At this point, the ANS has been initialized as an OPC-UA server

and the S7 1500 PLC is set as an OPC-UA client. A successful OPC-

UA connection is then established between the server and client

through the TIA portal over the IP address 127.0.0.1 and port 53530

as shown in Fig. 4.

The ANS simulation parameters are then accessed through TIA

portal as shown in Fig. 6. This window in the TIA portal which

shows both the server interface and client interface is used to set

the plant values (e.g., Rx power, control rods, plant power, pump

flow, pump inlet temperature etc) from the client side (S7 1500 PLC)

to initiate the supervisory control. Initially, to check the validity

of the HiL testbed for remote monitoring, some ANS parameters

were controlled through the PLC such as the generated power and

temperatures and the plant was also shut down using the PLC

controller. All these operations were successfully implemented

using the PLC to implement remote control operations.

4 An IoT implementation for the proposed HiL
framework

The industrial internet of things (IoT) involves applying IoT tech-

nology in industrial environments, focusing on the instrumentation

and control of sensors and devices that interact with cloud-based

systems. The digitalization of nuclear control and instrumentation

through IoT can enhance plant performance and cost efficiency, but

it may also introduce cybersecurity risks. The proposed HiL frame-

work in Fig. 1 is implemented over an ethernet connection where
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Figure 6: Supervisory control for the ANS SMR implemented through TIA portal with Siemens S7 1500 PLC as the remote

controller device.

Figure 7: An IoT implementation of the testbed for remote monitoring of safety critical systems with HiL.
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the data has been transferred to the remote controller device (S7

1500 PLC) however, the same framework can easily be transformed

into an IoT system using a wireless/internet connection through a

switch or modem which can be used as an IoT gateway for trans-

ferring data between the IoT enabled remote controller device and

the user interface. To implement the HiL testbed in Fig. 1 through

IoT, a proposed framework is shown in Fig. 7. In this figure, the

simulated model of a PWR (Asherah NPP simulator) is connected to

the Siemens S7 1500 PLC over an OPC-UA communication protocol.

It should be noted, since we are using a simulated version of a

PWR, so it is running in MATLAB environment. In the real-world

scenario, it can be replaced by an actual plant. The Siemens S7 1500

PLC is the IoT enabled device which takes control of the plant opera-

tions by communicating over the OPC-UA protocol. The IoT device

is then connected to an IoT hub or gateway, which can be a modem

and established wireless connection with the IoT device. The IoT

hub then transfers the data to the software control panel, which

acts accordingly by changing any plant parameter or shutting it

down based on the data received over the IoT hub/gateway device.

However, the proposed IoT set-up of the HiL testbed will be vulner-

able to cyber-attacks. To establish robust cyber defenses for critical

digital assets in nuclear facilities, a comprehensive assessment of

potential threats and vulnerabilities across systems, networks, and

devices is essential. In order to assess the cyber security threats for

a possible presence of any suspicious/malicious script, Wireshark

in the software control panel can be used as an analysis tool.

5 Conclusion

An HiL testbed for remote monitoring of safety critical systems is

presented in this paper. The remote monitoring of these systems

through HiL can be critical for digitalization as HiL allows realtime

assessment of the plant’s operations which can be useful for pre-

dictive maintenance and can reduce human errors. The OPC-UA

industrial protocol used in this paper for the assessment of HiL

testbed can be useful for safe operations of these plants and can

reduce cyber security threats. An IoT architecture of the proposed

testbed has also been discussed in the paper, which can set future

directions for possible implementation of the proposed testbed

through using industrial IoT devices.
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