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ABSTRACT ARTICLE HISTORY
Similarity measurement has been a prevailing research topic in Received 1 March 2023
geographic information science. Geometric similarity measurement in Accepted 7 May 2023
scaling transformation (GSM_ST) is critical to ensure spatial data quality
while balancing detailed information with distinctive features. However, G e,

a 9 q g q anq eometric 5|m||ar|ty
GSM_ST is an uncertain problem due to subjective spatial _cogmtlon, measurement; drainage
global and local concerns, and geometric complexity. Traditional rule- network; scaling
based methods considering multiple consistent conditions require transformation; graph
subjective adjustments to characteristics and weights, leading to poor autoencoder network
robustness in addressing GSM_ST. This study proposes an unsupervised
representation learning framework for automated GSM_ST, using a
Graph Autoencoder Network (GAE) and drainage networks as an
example. The framework involves constructing a drainage graph,
designing the GAE architecture for GSM_ST, and using Cosine similarity
to measure similarity based on the GAE-derived drainage embeddings
in different scales. We perform extensive experiments and compare
methods across 71 drainage networks during five scaling
transformations. The results show that the proposed GAE method
outperforms other methods with a satisfaction ratio of around 88% and
has strong robustness. Moreover, our proposed method also can be
applied to other scenarios, such as measuring similarity between
geographical entities at different times and data from different datasets.

KEYWORDS

1. Introduction

Similarity measurement is a common technique in geographic information science for comparing
the likeness between two or more geographic objects. It is primarily used in three scenarios: com-
paring geographical entities at different times, comparing data from different datasets, and compar-
ing geographical features at various scales. Among these scenarios, similarity measurement in
scaling transformation is widely used to quantify the proportion of spatial information in the trans-
mission process (Ai et al. 2014; Yan, Shen, and Li 2016) and to guide the multi-scale expression of
geographical features (Yan 2019; Liu et al. 2022; Yan 2022). It includes both semantic and geometric
similarity measurement, with the latter being the focus of this study. However, geometric similarity
measurement in scaling transformation (GSM_ST) has always been an uncertain issue of geographic
information science.

The uncertainty in GSM_ST can be divided into three categories: (1) GSM_ST involves subjec-
tive judgments that depend on spatial cognition (Gao and Cao 2021). Different individuals may
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have varying opinions on what constitutes a high level of similarity, resulting in a variance of
GSM_ST. (2) GSM_ST has different concerns, such as a comparison at a global scale that may over-
look important local details. Different map generalization operators may preserve different aspects
of the original map, such as selection focusing on the global structure (Zhang and Guilbert 2017)
and simplification focusing on the local detail (Ai et al. 2017), leading to varying targets of GSM_ST.
(3) The parameters used for GSM_ST are diverse and complex. GSM_ST is a multidisciplinary pro-
blem involving mathematical geometry, cartography, and cognition. Numerous parameters, such as
direction, bending, density, and classification, can be used to express geometric and topological fea-
tures. However, choosing one or several as the typical features for GSM_ST is challenging. The rule-
based methods are usually used to address these uncertainties in GSM_ST through a weighted cal-
culation based on the similarity of different relations, such as direction, distance, and topology
(Yan, Shen, and Li 2016). The similarity in each relation is the ratio of several representative par-
ameters before and after the scaling transformation (Yan and Li 2015; Yang and Wang 2021). How-
ever, the rule-based approach requires adjusting parameters and weights for different objects,
leading to poor robustness in addressing the uncertainty of GSM_ST, for example, adjusting par-
ameters such as road density and length for road networks, river ordering and flow direction for
river networks, and building area and direction. Likewise, the vector-based method, supported
by techniques such as the Fourier transform, is limited by the fixed length of the shape descriptor
and cannot be applied to a group object such as road networks or drainage networks (Liu et al.
2022). Therefore, due to its uncertainty, the GSM_ST remains a challenge.

In general, the GSM_ST methods mentioned above aim to calculate the difference in spatial cog-
nition information. The rule-based method uses local spatial relations, such as topology, distance,
and direction, while the vector-based method uses global morphological vectors. This process can
be formally expressed as f(x, x') where x € R"" and ' € R'*" are the vectors of spatial cognition
information before and after scaling transformation, respectively, and f( - ) denotes a function cal-
culating the vector difference, usually using Cosine similarity (Zhang and Yu 2022). Thus, it is
important for GSM_ST to mine deep-level information or a representation that captures the spatial
cognition information with great uncertainty. However, due to the uncertainty of GSM_ST, choos-
ing one or more features to map the spatial cognition information directly is difficult, resulting in a
lack of robustness and self-learning ability. Therefore, further research on how to derive accurate
spatial cognition information based on limited morphological knowledge remains crucial.

Deep learning is a powerful tool for uncovering implicit information from raw data, like RGB
values of remote sensing images or coordinates of trajectory data, and basic features such as direc-
tion, length, area, and angle of vector elements. It has successfully solved many uncertain geospatial
cognition problems (Yan et al. 2021; Li, Yan, and Lu 2022; Yu et al. 2022) by encoding the raw data
into the features at different levels of abstraction (e.g. low-level features capture basic characteristics
of the data, while higher-level features capture more complex patterns and relationships). This pro-
cess is known as representation learning, and the obtained feature vector is recorded as an embed-
ding (Xia et al. 2021). Therefore, it is worth exploring the calculation of the embedding of various
scales as a representation closer to the spatial cognition information through deep learning to con-
duct GSM_ST. Unlike regular data, such as one-dimensional vectors (e.g. voice data) and two-
dimensional matrices (e.g. image data), vector data is an irregular structure similar to graph data
(Zhang and Guilbert 2012; Yu et al. 2022). Thus, graph neural networks designed to process
graph data are more suitable for handling vector data. These networks have been applied to
graph similarity measurement through supervised and unsupervised learning. Given the uncer-
tainty of GSM_ST, it will take substantial human resources to construct a batch of samples with
accurate similarity labels, making unsupervised learning more favorable in this study. The Graph
Auto-Encoders (GAE) (Kipf and Welling 2016) is a representative and general unsupervised
model that has been applied to e.g. building shape matching (Yan et al. 2021).

A drainage network is a typical geographic object that needs multi-scale representations. Its
GSM_ST has a substantial impact on other geographic elements during scaling transformation.
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This is due to their close relationship, such as the connection between rivers and bridges, the par-
allel attachment between rivers and roads (Thomson and Brooks 2002), the boundary proximity
between rivers and buildings (Ai et al. 2015), and the concave and convex matching between rivers
and contours (Ai 2007)). Hence, current studies of GSM_ST primarily focus on drainage networks,
approached from different perspectives of the global morphological structure (Zhang and Guilbert
2016) or the local geometric detail (Stanislawski et al. 2009; Yan and Li 2015; Yan 2022). To tackle
the uncertainty of GSM_ST, this study considers drainage networks as an example and introduces a
GAE model that integrates drainage network characteristics (DNC_GAE) to perform GSM_ST. First,
a drainage graph integrating geometric knowledge using a dual graph was constructed by building
the graph edges through the relationship of reaches, and then introducing five morphological
characteristics as the node features. Second, the DNC_GAE architecture was designed with the drai-
nage graph as input. Finally, the GSM_ST was performed using the Cosine similarity based on the
drainage embeddings of different scales derived from the DNC_GAE encoder.
This study has four highlights:

(1) The GAE model is integrated with the existing drainage knowledge to conduct GSM_ST.

(2) The unsupervised learning method GAE is used to address the uncertainty present in geo-
graphic information science and to overcome the limitation of insufficient vector samples.

(3) The DNC_GAE is compared to three other representation learning methods, the GAE using
coordinate representation learning, the GAE using Fourier shape descriptor, and the rule-
based method.

(4) Objective evaluation of the GSM_ST scheme implemented by the DNC_GAE and other
methods is achieved through questionnaires on 71 testing drainage cases.

The remainder of this paper is organized as follows: Section 2 briefly reviews related studies on
GSM_ST of drainage networks and the application of graph neural networks in similarity measure-
ment; Section 3 introduces a general DNC_GAE framework for the GSM_ST; Section 4 introduces
the experimental data and carries out experimental results analysis, method comparison, and dis-
cussion; Section 5 concludes the paper.

2. Literature review
2.1. GSM_ST of drainage networks

The irregularity and complexity of drainage networks, resulting from natural factors such as soil,
bedrock, climate, vegetation, and tectonic movement (Howard 1967; Argialas, Lyon, and Mintzer
1988; Kimberling et al. 2012), contrasts with the simplicity of road networks. As a result, current
GSM_ST studies primarily focus on drainage networks, which can be classified into two categories.

The first category measures coincidence degree based on a metric derived from river length using
the spatial overlay idea. Stanislawski (2009) proposed the coefficient of line correspondence (CLC)
by constructing river buffers before and after scaling transformation, counting the overlap, deletion,
and mismatch lengths, and using the proportion of the overlap length as the coincidence degree.
However, buffer intersection analysis is computationally intensive and prone to errors in high-den-
sity vector datasets. Stanislawski, Buttenfield, and Doumbouya (2015) improved the CLC using grid
computing instead of vector computing for better performance. Furthermore, to understand the
similarity of drainage networks at all grades, Fahrul et al. (2020) introduced an element-matching
model (Tversky 1977) based on drainage network coding (e.g. Shreve (Shreve 1966), Strahler
(Strahler 1957)) to calculate the CLC of drainage networks at different levels from 1:5,000-
1:25,000. However, this approach only considers length or buffer area without considering the topo-
logical relationship and spatial morphology of drainage networks, which is a limitation in a
GSM_ST perspective.
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In the second category, the GSM_ST is realized by calculating the weighted sum of multi-dimen-
sion characteristics of drainage networks. Yan and Li (2015) constructed a hierarchical drainage
network structure with the river entity as a unit and calculated the weighted average to achieve
the similarity measurement using multi-dimensional information, such as geometric character-
istics, topological relation, distance relation, and hierarchical relation. Meanwhile, Yang and
Wang (2021) employed shape, structural, and distribution characteristics for GSM_ST. Yan,
Shen, and Li (2016) and Yan (2022) developed a curve-fitting function of scale and GSM_ST
value to meet the similarity requirements for drainage generalization. However, this method over-
looks the similarity of the global morphological structure. Zhang and Guilbert (2016) attempted to
address this issue by calculating the membership degree of drainage patterns based on the fuzzy
logic method, considering geometric features. However, due to the subjective interpretation of
spatial cognition of morphological structure, differences in hydrological background knowledge,
and the complexity of feature expression, it is difficult to choose one or more features to map
the spatial cognition information of drainage morphology directly to address the uncertainty of
GSM_ST. Also, the weighted sum method based on limited artificial features is not a robust sol-
ution, particularly due to the subjectivity in weight setting.

Moreover, the examination of drainage networks for similarity is also explored from the perspec-
tives of hydrology and geology. For example, Roberts (2019) employed a cross-wavelet spectral
transformation of longitudinal river profiles to identify the scales of similarity between drainage
networks with a unified scale-dependent perspective of landscape evolution. Bajracharya and
Jain (2022) proposed an unsupervised learning approach that utilizes width function and hypsome-
try to analyze hydrologic conditions in watersheds for identifying hydrologic similarity. However,
there is a significant difference in the geometric similarity of drainage networks during scaling
transformation in map space associated with spatial cognition (Gao and Cao 2021).

2.2. Application of graph neural networks in similarity measurement

Graph neural networks can be applied to measure graph similarity through two approaches. The first
approach uses supervised learning for end-to-end graph similarity measurement by utilizing the graph-
or node-level interactive information, which relies on samples with binary labels. Commonly used
representatives of this type of network are GNN-CNNs (Bai et al. 2018; Bai et al. 2019) and Siamese
GNNs (Liu et al. 2019; Ma et al. 2019), and they have been applied in various fields, such as chemical
structure matching (Bai et al. 2018), procedure structure error detection (Li et al. 2019), spatial similarity
evaluation of linear objects (Li, Yan, and Lu 2022), and brain connection simulation (Ma et al. 2017).
The second approach trains an encoder and decoder through unsupervised graph reconstruction learn-
ing, where the encoder generates an embedding of the input graph, and the decoder uses it to recon-
struct the graph. Cosine similarity and Euclidean distance are typically used as similarity
measurement tools, taking the embedding as inputs. One such method is GAE (Kipf and Welling
2016), which is based on auto-encoders and generates latent representations of undirected graphs;
GAE can be used more generally compared to attributed node-level embedding (AE), attributed social
network embedding (ASNE) (Rozemberczki, Allen, and Sarkar 2021), and multi-scale attributed node-
level embedding (MUSAE) (Liao et al. 2018), which are designed specifically for graph embedding in
social networks. For instance, Yan et al. (2021) used GAE to combine multiple building features and
produce a reasonable shape representation for building shape matching. Yu and Huang (2022)
employed GAE for driving trajectory anomaly detection.

3. Methodology
3.1. Methodology framework

The framework for our geometric similarity measurement method consists of the following three
parts (Figure 1):
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Figure 1. Overall framework for GSM_ST implemented by the DNC_GAE method.

(1) Construct a drainage graph by mapping the connected relationships between reaches as graph edges
(represented by the adjacency matrix A) and the midpoints of reach as graph nodes. The node fea-
tures are defined by the drainage geometric knowledge (represented by the feature matrix M).

(2) Design, train, and test the DNC_GAE. The encoder takes the drainage graph (matrix A and M)
as input and outputs the node-level embedding Z. The decoder takes Z as the input to recon-
struct the graph edges. During the testing, the node-level embedding Z is reduced to the graph-
level embedding e through a readout function. This procedure is run twice in the testing phase,
once for the original network and once for the generalized network.

(3) Calculate the GSM_ST value using Cosine similarity with the drainage embeddings before and
after scaling transformation (represented by e and €, respectively) as inputs.

3.2. Construction of drainage graph

A drainage network can be represented as a directed graph structure, as shown in Figure 2 (a), with
sources, junctions, and outlets as nodes and reaches with flow direction as the directed edges. How-
ever, the nodes and edges, used to store features and the connection relationship separately, are
more widely adopted in graph neural networks (Zhao et al. 2020; Yan et al. 2021). Thus, a dual
graph is selected to construct the drainage graph, represented as G=(V, E), where
V = {vy, v1, - --v,} is the set of nodes and E is the set of edges. Here, n is the number of reaches
and e; = (v;, vj) € E is the edge connecting v; and v; .

3.2.1. Construction of graph nodes based on drainage network characteristics
The nodes of the drainage graph correspond to the reaches and contain the geometric shape knowl-
edge. The midpoints of reaches are extracted as the node (red points in Figure 2 (b)), recorded in V;
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Figure 2. Process of constructing the nodes based on drainage network characteristics (a) a drainage network and its directed
graph; (b) midpoints of reaches; (c) node feature construction; (d) feature matrix M.

Node features, representing the geometric knowledge, are then constructed (as shown in Figure 2
(c)) to form the feature matrix M € R™*? (depicted in Figure 2 (d)), where d is the dimension of the
node feature and represents the number of drainage network characteristics. These characteristics
are derived from mapping the network’s geometric characteristics and interconnected structures of
reaches (Mejia and Niemann 2008; Bouramtane et al. 2020). Five drainage network characteristics
are used for the node features (shown in Table 1), both from the global and local perspectives. For
details on these characteristics, see Yu et al. (2022).

3.2.2. Construction of graph edges

Building on the nodes constructed in the previous section (see Figure 4 (a)), they are then connected
based on the inflow relationship between reaches (see Figure 4 (b)). For instance, in Figure 4 (b),
both reach i (mapped as the v;) and reach j (mapped as the v;) flow together to reach k (mapped as
the vx), so v;, vj, and v, should be connected following v; — v; — vx — v; to form the e;;, e, and ej.
Finally, the connection relationship between the nodes is recorded as the adjacency matrix
A € R™" (see Figure 4 (d)), where A;; = 1 if there is an edge e; connecting v; and v; or A;; = 0
if there is no such edge.

____________________________________ :
1 Minimum bounding rectangle (MBR) !
— Direction of MBR's longest side
—— Flow direction

1
. —

1® Reference point
'® Midpoint of reach
\“Reach

(@)

Figure 3. (a) Schematic diagram of calculation of the drainage network characteristics; (b) schematic diagram of reference point
distance difference and angle; (c) schematic diagram of the length-width ratio of MBR and direction of the MBR longest side (B).



1834 H.YUETAL.

Table 1. Five drainage network characteristics from the global and local views used as the node features.

Views Characteristics Description

Global view Reference point distance difference The difference between the Euclidian distance between the
endpoints of the reach curve and the reference point (; — /; in
Figure 3 (b))
Reference point angle The angle formed by the endpoints of the reach curve and the
reference point (« in Figure 3 (b))
Local view  Curve length of a reach - |
The breadth-length ratio of the minimum  The reciprocal of the length-width ratio of the MBR of a reach (— in
bounding rectangle (MBR) Figure 3 (c)) (Davis 1991) w
The direction of the MBR’s longest side The direction of the longest side of the MBR of the reach (solid red
arrow (B) in Figure 3 (c))

3.2.3. Combination of the drainage graph edges and nodes

The drainage graph is built by combining the nodes and edges (see Figure 5 (a)). Each node records
5-dimensional features, and the edges connect them according to the connection between reaches
in the spatial visualization. Finally, the graph is represented as the adjacency matrix A and the fea-
ture matrix M (as shown in Figure 5 (b)), which serve as inputs for DNC_GAE.

3.3. Graph autoencoder network

GAE maps the input graph into a new vector space, denoted as an embedding, which can be
regarded as the vectorization of the spatial cognition of a drainage network. It consists of an
encoder and a decoder (see Figure 6). The encoder takes the drainage graph (M, A) as input
to calculate the node-level embedding (Z € R™*™, where n is the number of nodes and m rep-
resents the dimension of node features) (Section 3.3.1). The decoder takes the Z as inputs to
reconstruct the edges (A" € R"*") (Kipf and Welling 2016), with the goal of minimizing the
difference between the reconstructed adjacency matrix A’ and the original adjacency matrix A
(Section 3.3.2). During the testing process, the Z is reduced to a graph-level embedding
e € R using a mean readout function, which is then used for the Cosine similarity calcu-
lation (Section 3.4).

In the scaling transformation of a drainage network, the number of nodes at a large scale is
greater than at a small scale. A GAE trained by semi-supervised transductive learning based on a
large graph is not applicable to other drainage cases with varying numbers of reaches. Therefore,
this study trains the DNC_GAE through unsupervised inductive learning, which can handle drai-
nage graphs with varying numbers of nodes.

Connect nodes to

—_—>
“construct edges

11(0]1[-]0[0]1
1211]10]--]0]0[1

*Nade B[ -[1]1]0
® Node —Edge
<tReach i (a) Reach (b) (C)

Figure 4. Process of constructing graph edges. (a) reaches and drainage graph nodes; (b) connect the nodes to construct the
edges; (c) adjacency matrix A.
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Figure 5. Combination of the edges and nodes with matrix expression as the adjacency matrix A and the feature matrix M.

3.3.1. DNC_GAE encoder
The encoder is fed the drainage graph (M, A) to calculate the node-level embedding level Z € R™™
(see Figure 7 (a)):

Z = GCNN(M, A) (1)

where GCNN( - ) denotes the 1st-ChebNet (Kipf and Welling 2017). As shown in Figure 7 (b), the
encoder consists of 1st-Chebyshev graph convolution layers. Each layer output is as follows:

11
H*' = ¢| D 2AD 2H'W! + b’ )

where H+! € R™™+! is the convolved signal matrix in the (/ + n" layer, where my;; is the dimen-
sion of the node features in the (I + 1) layer and H = M. Besides, D is a degree matrix of A, where
A=A+ 1, and D; =) A,»j. Here, I, € R™" is the identity matrix. W' € R™" ™! and
b’ € R+ are the trainihg weight and common bias of the I layer, respectively. o( - ) denotes
the activate function, where o(-) of the hidden layers is the rectified linear unit function

Drainage graph Encoder Graph-level embedding e Decoder

/1 Mean readoutfunction+

| I
' I
' I
0 1 m
olo23]oas| ~ [oas] > |
1]o21]022] - [o0.19 | I
_|_> |
11]0.02J025] - [o0.33 , 5 1
12[ 060 011 « |o2i| | A'=0(Z-Z") |
. 13[098f0.60] ~ Joas|1_ _ _ _ g
* Back propagation* Node-level embedding Z
A r-—=---—- A

LOSS(A,A)
-

Figure 6. DNC_GAE architecture.
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Figure 7. DNC_GAE encoder (a) a drainage graph; (b) 1st-ChebNet; (c) Node-level embedding Z and graph-level embedding e;
GC: graph convolution.

Relu( - ) and o( - ) of the output layer is the logistic sigmoid function sigmoid( - ). For details, please
see Kipf and Welling (2016).

The encoder outputs the node-level embedding, but GSM_ST requires the graph-level embed-
ding. Usually, the conversion from the node-level embedding to the graph-level embedding is rea-
lized through a readout function, such as mean, max (Duvenaud et al. 2015; Atwood and Towsley
2016), or pooling (Ying et al. 2018). In this study, the node-level embedding from the encoder con-
tains the information from the adjacent nodes through the information transmission based on edge
implemented by graph convolution, resulting in a high coincidence of the information between the
nodes (Ying et al. 2018; Zhang et al. 2019). Therefore, the mean operator is chosen to convert the
node-level embedding Z € R"™™ to the graph-level e € R'*™ (see Figure 7 (c)).

3.3.2. DNC_GAE decoder and loss function

During DNC_GAE training, the high coincidence between the adjacent nodes in the node-level
embedding Z helps reconstruct the relationship between nodes (Kipf and Welling 2016). This
leads to the design of the decoder, rebuilding the connection between nodes (recorded as A’)
based on Z. The accuracy of the node-level embedding Z can be measured by the distance
between A’ and A. Therefore, the DNC_GAE aims to minimize this difference, calculated by
the cross entropy loss function without using label samples, thus achieving unsupervised
learning.

3.4. GSM_ST based on the graph-level embedding

The graph-level embeddings of a drainage network, denoted as e, are recorded as €’ and €’ before
and after scaling transformation, respectively. Therefore, GSM_ST is regarded as the similarity
(sim) between two high-dimensional vectors, which is conducted by the Cosine similarity:

(L m 0 /
e-¢ Din1 & X &

N R

©)

sim =

4. Experiments and analysis

In this section, we present the experiment data (Section 4.1), conduct the hyperparameter sen-
sitivity experiments (Section 4.2), and analyze the DNC_GAE learning process (Section 4.3).
Besides, we compare its performance against other representation learning methods and GAE
with different features through a questionnaire (Section 4.4). Lastly, we analyze the GSM_ST
result supported by the DNC_GAE and discuss its benefits over the traditional method
(Section 4.5).
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4.1. Experimental data

4.1.1. Original drainage network data

The original drainage network data used for experiments was obtained from the National Hydro-
graphy Dataset (NHD) of USGS (https://apps.nationalmap.gov) at a scale of 1:24,000, specifically
the NHDFlowline data. The drainage cases were segmented by the 10-level watershed data from
the USGS Watershed Boundary Dataset (https://www.usgs.gov/national-hydrography/watershed-
boundary-dataset), which contained eight levels of progressive hydrologic units identified by
unique 2- to 16-levels. The experimental drainage networks covered 28 states (see Figure 8).
Besides, the original drainage network data underwent some pretreatment operators, such as delet-
ing the single reach, revising the flow, and processing the looping river. In total, 771 drainage cases
were collected, with the number of nodes ranging from 85 to 1648. These cases were then divided
into 650 training samples, 50 validating samples, and 71 testing samples.

4.1.2. Generalized drainage network data

In the experiment, drainage network selection was used to achieve scaling transformation. Specifi-
cally, Horton coding was first constructed based on strokes of the drainage network. Then, the
number of strokes after the selection was calculated using the square root law (Topfer and Pillewizer
1966). Finally, strokes were selected according to the length of strokes, starting from the high grade
of Horton coding (Mazur and Castner 1990). The original drainage networks (in scale 1:24,000)
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Figure 8. Spatial distribution of the original drainage networks. The three shown drainage networks are in Nevada (a), Missouri
(b), and Alabama (c). Source of hillshade: http://goto.arcgisonline.com/maps/Elevation/World_Hillshade.
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s

Figure 9. Diagram of the original drainage networks at a scale of 1:24,000 and the generalized drainage networks at 1:50,000,
1:100,000, 1:250,000, 1:500,000, and 1:1,000,000.

were generalized in the number of strokes to the target scales: 1:50,000, 1:100,000, 1:250,000,
1:500,000, and 1:1,000,000 (see Figure 9). Note that the geometry of the reaches was not simplified.

4.2. Hyperparameter sensitivity analysis

A deep learning model often has many hyperparameters significantly impacting the model’s
efficiency. The DNC_GAE hyperparameters include the number of graph-convolutional layers
(GCLs) (see Figure 7 (b)), learning rate (LR), and embedding size (ES) referred to m in Figure 7
(c). In this section, we conducted hyperparameter sensitivity experiments to analyze the effects
of different hyperparameter combinations to determine the optimal settings. The candidate values
for the hyperparameters were selected from commonly used values: GCLs = {2, 3, 4}, LR ={0.01,
0.001, 0.0001}, and ES = {16, 32, 64, 128, 256}. Figures 10-12 display the validation loss curves
for all 45 groups for hyperparameter combinations, allowing for visualization of the model-
fitting effect.

According to Figure 10, increasing GCLs while keeping LR and ES constant improves the speed
and efficiency of the model fitting. When GCLs = 4 (see the red curve in Figure 10 except for Figure
10 (j) and (n)), the model performs best in any combination of LR and ES. This suggests that GCLs
=4 is the optimal hyperparameter among the candidates.

Figure 11 shows that a larger ES results in a faster decrease in the loss curve and lower validation
loss in general. The purple curve in Figure 11 (except for the subgraphs (b) and (c)) demonstrates
that 256 is the best ES among the candidates.

From the perspective of LR, when GCLs and ES are set in a ‘high-high’ manner (see Figure 12
(h), (i), (k), (1), (m), and (0)), too low LR (LR = 0.0001) leads to underfitting and too high LR (LR =
0.01) causes the model to fail to fit (as seen in the red curves in Figure 12 (1), (m), and (0)). If GCLs
and ES are not set in the ‘high-high’ manner, the model fitting improves with an increase in LR, as
shown in the red curves of Figure 12 (a), (b), and (c), etc.

Combining the optimal hyperparameters of GCLs =4 and ES = 256, the optimal LR should be
0.001. This group of hyperparameter values also realizes the best performance, as evidenced by
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Figure 10. Training process from GCLs perspective. GCLs: the number of graph-convolutional layers.

the red curve in Figure 10 (m), the purple curve in Figure 11 (f), and the blue curve in Figure 12 (0)).
Therefore, the hyperparameter group of GCLs =4, ES = 256, and LR = 0.001 is selected for the sub-
sequent experiments with the DNC_GAE.

4.3. GSM_ST learning result

This section describes the learning process of the GSM_ST implemented by DNC_GAE. The pro-
cess involves calculating loss and determining Precision, Recall, F1-score, and Area Under Curve
(AUC) based on positive and negative edges of 50 validation graphs. Positive edges are those pre-
sent in the graph, while negative edges are randomly generated and equal in number to positive
ones. Precision and Recall measure the accuracy of the reconstructed positive edges, while F1-
score and AUC assess the DNC_GAFE’s ability to reconstruct the graph, reflecting the correctness
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Figure 11. Training process from ES perspective. ES: embedding size.

of the node-level embedding Z and graph-level embedding e derived from the DNC_GAE
encoder.

As illustrated in Figure 13, the training and validation losses decrease rapidly and then stabil-
ize around 1000 epochs. This demonstrates the efficient performance of the DNC_GAE on both
training and validation data without significant overfitting. Meanwhile, the Precision and Recall
gradually increase and remain steady at 0.98. This indicates that DNC_GAE achieves good accu-
racy in reconstructing the positive edges. Furthermore, the AUC and F1-score rise, then stabilize
at 0.99 and 0.98, respectively, demonstrating the DNC_GAE’s stable and correct reconstruction
of the graph. The results suggest that the node-level embeddings Z and the graph-level embed-
dings e generated by the encoder are correct and efficient, leading to a well-fitting model that
authentically represents the drainage morphology. This can serve the subsequent GSM_ST
analysis.

4.4. Evaluation

To validate the effectiveness of the DNC_GAE, two studies were performed: (1) a contrast exper-
iment between the DNC_GAE and alternative representation learning methods; (2) a questionnaire
to compare the performance of DNC_GAE with different methods.

4.4.1. Comparison with other representation learning methods

The contrast experiment utilized several representation learning methods for conducting GSM_ST,
including AE, ASNE, and MUSAE (cf. Section 2.2). These three methods, taking the drainage graph
as input, performed representation learning to obtain the graph-level embeddings that were then
used to compute the Cosine similarity. Figure 14 shows a visualization of scaling transformation
and the GSM_ST results for the four drainage cases. Noticeably, the GSM_ST values of AE and
MUSAE are severely out of the normal range and do not show a corresponding decrease with
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Figure 12. Training process from LR perspective. LR: learning rate.

decreasing scale. For example, the GSM_ST values of AE and MUSAE at all scales are above 0.9,
which contradicts spatial cognition, where drainage morphology gradually generalizes. Moreover,
the ASNE values show some decay but are still excessively high at small scales, which does not align
with the greatly abstract spatial cognition of the drainage network morphology. For instance, the
minimum value of ASNE at a scale of 1:1,000,000 is 0.4554, significantly higher than the expected
range. Conversely, the GSM_ST scheme implemented by the DNC_GAE is more reasonable and
declines with decreasing scale, with high values at large scales and low values at small scales, con-
sistent with the spatial cognition of drainage morphology.

In general, the aforementioned representation learning methods, including AE, ASNE, and
MUSAE, struggle to achieve acceptable results in the GSM_ST when applied to the drainage graphs.
Compared to DNC_GAE, their performance is inferior. It is worth noting that AE, ASNE, and
MUSAE are specific graph embedding techniques designed to learn node representations in social
networks, taking into account the varying sizes and information within each node (Liao et al. 2018;
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Figure 13. Changes curve of training loss, validation loss, Precision, Recall, F1-score, and AUC during the learning process of
DNC_GAE.

Table 2. Opinion statistics (Q) of 23 interviewees on 65 GSM_ST cases using DNC_GAE, FSD_GAE, CE_GAE, and SIM_global.
(DNC_GAE is our proposed method; FSD_GAE is the GAE using Fourier shape descriptor; CE_GAE is the GAE using coordinate
embedding; SIM_global is a typical traditional method).

Method Agree Disagree Uncertainty Satisfaction ratio
DNC_GAE 57 6 2 87.69%
FSD_GAE 34 30 1 52.31%
CE_GAE 13 47 5 20.00%
SIM_global 5 57 3 7.69%

Rozemberczki, Allen, and Sarkar 2021). On the other hand, GAE is a more general method for
learning graph embeddings, considering the same feature size and information within each
node. In the drainage graph, node features are characterized by the five drainage network charac-
teristics, resulting in uniformity in features. This uniformity mainly contributes to the superior per-
formance of the usage of GAE in the GSM_ST compared to other methods.

4.4.2. Evaluation method of GSM_ST — Questionnaire

Human cognition of shape is a combination of logical and pictorial thinking. To evaluate
any model’s shape similarity recognition results, human perception must be considered
(Liu et al. 2022). In this study, the evaluation was performed by sending questionnaires
to 25 individuals, of whom 23 responded. There were 14 men and nine women, of whom
eight were practitioners in the geography information science industry and the remaining
15 were masters or doctoral students in geographic information science. Respondents ranged
in age from 23 to 35.

Apart from our method, the questionnaire included the GAE using Fourier shape descriptor
(FSD_GAE), the GAE using coordinate embedding (CE_GAE), and SIM_global (Yang and
Wang 2021). The FSD_GAE takes the drainage graph as input, with the Fourier shape descriptor
of the reach curve ((Liu et al. 2020)) as the node features, while the node features fed into the
CE_GAE are the coordinate embedding derived from a Deep Graph Infomax network (Velickovi¢
et al. 2018) with the reach coordinates as inputs.

All 71 testing drainage cases (cf. Section 4.1.1) were utilized in the questionnaire survey. The
questions in the questionnaire are structured based on two aspects, as illustrated in Figure 15.
The first aspect is participants’ opinions (categorized as agree, disagree, and uncertainty, represented
in blue font in Figure 15) on the GSM_ST results from four methods. The second aspect is selecting
the best method in each testing drainage case (see the red font in Figure 15).
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Figure 14. The GSM_ST results of AE, ASNE, MUSAE, and DNC_GAE. For example, the GSM_ST result for AE at a scale of 1:50,000
exhibits a similarity value (using Cosine similarity) of 0.9787, indicating the degree of similarity between a drainage network (case

43) at scales of 1:24,000 and 1:50,000. The case numbers correspond to those shown in Figures 16 and 17.

5 1:50,000 1:100,000 1:250,000 1:500,000 | 1:1,000,000
G
“%
..
/s,
O Questions
Methods
DNC_GAE 1.00 0.856 0.725 0.550 0.432 0.326 | Q1:0 Agreed O Disagree O Uncertainty
FSD_GAE 1.00 0.961 0.902 0.815 0.753 0.683 Q2:0 Agreed O Disagree O Uncertainty
CE_GAE 1.00 0.955 0.916 0.883 0.789 0.547 Q3:0 Agreed O Disagree O Uncertainty
SIM_global 1.00 0.812 0.576 0.696 0.641 0.580 Q4:0 Agreed O Disagree O Uncertainty
Best method Q5: O GS_GAE O FSD_GAE OCE_GAE O SIM global

Figure 15. Format of the questionnaire used to evaluate the four methods in a single drainage case. The question asked is whether
the methods provide an appropriate implementation of GSM_ST. (DNC_GAE is our proposed method; FSD_GAE is the GAE using
Fourier shape descriptor; CE_GAE is the GAE using coordinate embedding; SIM_global is a typical traditional method.)
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The first six drainage cases were used as an adaptation to familiarize the interviewees with the
questionnaire. Therefore, the final statistics and analysis are based on the results of the remaining
65 drainage cases. The first type of question recorded the number of opinions on each of the four
methods, represented as Q € R**3, where 4 is the number of methods and 3 is the number of
opinions {agree, disagree, uncertainty}:

65
Q=) qkli=123 4 j=1 2, 3) (4)
k=1

(5)

gk = { 1, mode(Opinion.) = count(Opinioni(j))
ik =

0, mode(Opinion}) # count(Opinion.(j))

where q}k denotes a logistic value denoting whether the GSM_ST result of the k" cases
implemented by method i gets opinion j; Opinion], represents the opinion on the result of the k™
cases using method i and Opinion}(j) was the opinion j of the set Opinion}. count(Opinioni(j)) is
the number of the corresponding opinion j and
count(Opinion (1)) + count(Opinion(2)) + count(Opinioni(3)) = 23. mode(Opinion}) describes
the mode of the Opinion}, and g3k = 1 if there are two mode values at the same time. Finally,

the satisfaction ratio of each method i is calculated as (62151

4.4.3. Comparison with GAE support by Fourier shape descriptor and coordinate embedding
Section 4.4.1 verified the validity of the GAE applied to GSM_ST. To assess the performance of
the drainage network characteristics in GSM_ST, we compared the results of DNC_GAE,
FSD_GAE, and CE_GAE using a heatmap based on the evaluation of 23 respondents. Figure
16 displays the opinion of the interviewees on the GSM_ST implemented by each method.
The X-axis represents 65 testing drainage cases, and the Y-axis represents the opinions of 23
interviewees on the GSM_ST. Green squares denote ‘agree,’ red squares denote ‘disagree,” and
gray squares denote ‘uncertainty.” The results show that the DNC_GAE (Figure 16 (a)) received
a higher proportion of green squares compared to FSD_GAE (Figure 16 (b)) and CE_GAE
(Figure 16 (c)). Table 2 summarizes the maximum opinions of the 23 interviewees in each
case, showing that DNC_GAE received agreement in 57 cases with a satisfaction rate of
87.69%, significantly higher than FSD_GAE at 52.31% and CE_GAE at 20.00%. Additionally,
Table 3 demonstrates that DNC_GAE outperforms FSD_GAE and CE_GAE in 51 cases, com-
pared to only 9 and 4 cases, respectively. Overall, the results suggest that the DNC_GAE per-
forms better than FSD_GAE and CE_GAE in GSM_ST.

When comparing the GSM_ST schemes for different drainage cases, Figure 17 shows that the
CE_GAE achieves too high values, particularly at small and medium scales, which greatly deviates
from the spatial cognition of highly generalized drainage morphology. For example, in case 43, the
GSM_ST values at scales 1:500,000 and 1,000,000 are 0.6756 and 0.5466, respectively, which are out-
side the normal range (below 0.4). Similar observations were made for cases 57 and 60. On the other
hand, FSD_GAE underestimates the GSM_ST values at large scales. For example, the GSM_ST
values for case 60 at scales of 1:50,000 and 1:100,000 are 0.4914 and 0.3433, respectively, as well
as case 64 at a scale of 1:100,000. These values deviate greatly from the spatial cognition of the drai-
nage network morphology, maintaining consistency in the global spatial morphology and the den-
sity distribution between these scales and the original scale (1:24,000).

Additionally, FSD_GAE suffers from the problem that the GSM_ST value at small scales does
not decrease with the gradual generalization of the drainage morphology. For example, in case
64, the GSM_ST value at 1:500,000 is 0.1496, lower than 0.1621 at 1:1,000,000, despite the main-
stream containing more information at the former scale. Conversely, the GSM_ST implemented
by DNC_GAE appears to be more reasonable, with similarity decreasing with the decrease of
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Figure 16. A heatmap of the opinions of 23 interviewees on 65 GSM_ST cases using DNC_GAE, FSD_GAE, CE_GAE, and SIM_-

global. (DNC_GAE is our proposed method; FSD_GAE is the GAE using Fourier shape descriptor; CE_GAE is the GAE using coor-
dinate embedding; SIM_global is a typical traditional method.)
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Table 3. The optimal method statistics from the questionnaire based on 65 drainage cases.
DNC_GAE FSD_GAE CE_GAE SIM_global
The number of cases selected as the optimal method 51 9 4 1

scale, with high values at large scale and low values at small scale, aligning with the spatial cognition
of drainage morphology. In summary, DNC_GAE performs much better than FSD_GAE and
CE_GAE in GSM_ST, indicating that the graph using the drainage network characteristics can bet-
ter support GAE in conducting GSM_ST.

The comparison reveals that both FSD_GAE and CE_GAE have significant shortcomings in the
GSM_ST. FSD_GAE is limited by its fixed vector dimension of node features, making it challenging
to accurately describe all reaches (with different reach lengths, tortuosity ratios, and coordinates)
using the Fourier shape descriptors with various numbers of Fourier expansion terms (Liu et al.
2020). This leads to insufficient information being fed into the GAE. On the other hand,
CE_GAE uses coordinate embeddings to store all the shape information of the reach, leading to
potential information redundancy and degraded performance. Our proposed method, DNC_GAE,
uses a combination of global and local drainage geometric knowledge, selected through sensitivity
analysis experiments by Yu et al. (2022), to avoid such redundancies and provide more accurate
information for the GSM_ST implemented by GAE.

4.5. DNC_GAE result and discussion

4.5.1. DNC_GAE result

The opinions of 23 respondents regarding the GSM_ST results implemented by the DNC_GAE are
displayed in Figure 16 (a). The blocks are predominantly displayed in green, signifying widespread
agreement among most respondents on the majority of GSM_ST results implemented by the
DNC_GAE. Additionally, more than half of the respondents disagree with the results in only a
few cases, such as 3, 16, 21, 31, 38, and 40. After a comprehensive evaluation of the GSM_ST results
produced by DNC_GAE through the involvement of 23 respondents to minimize subjective biases
and comprehensive testing of 65 drainage cases to enhance the model’s robustness, it can be con-
cluded that DNC_GAE yields exceptional GSM_ST results.

Figure 18 shows the result of a visualization analysis of the drainage networks that received the
most agreement (drainage _agreed) and disagreement (drainage_disagreed). The GSM_ST value of
drainage_agreed with the green shading decreases with the decrease of the scale. In comparison
with the drainage networks at the original scale (1:24,000), the greater the differences in drainage
morphology, the lower the GSM_ST value for drainage_agreed. The drainage_agreed at 1:50,000
in cases 1, 17, 54, and 59 maintain the consistency of their global spatial form and drainage density
distribution, resulting in a GSM_ST value greater than 0.7. At 1:100,000, the drainage agreed
retains its global spatial morphological consistency but with a significantly different drainage den-
sity, resulting in a GSM_ST value lower than at 1:50,000 but still larger than 0.5. At 1:250,000, the
drainage_agreed map indicates a significant generalization of the drainage network morphology.
While maintaining the primary streams and overall extension direction of the original drainage net-
work, there exist notable dissimilarities in spatial morphology and drainage density, leading to a
marked reduction in GSM_ST value (less than 0.5) compared to previous scales. For drainage_-
agreed at 1:500,000 and 1:1,000,000 scales, there is a significant reduction in the number of rivers,
with only the most crucial streams retained. This results in low GSM_ST values (less than 0.4 and
less than 0.3, respectively). Conversely, when analyzing the visualization of drainage_disagreed for
cases 3, 16, and 38, the GSM_ST values exhibit high consistency in spatial morphological cognition
at 1:50,000 and 1:100,000 scales. However, at scales of 1:250,000, 1:500,000, and 1:000,000, the
GSM_ST values contradict spatial cognition. For example, in case 3, the 1:500,000 drainage_dis-
agreed intensively generalizes the fan shape of the drainage_ original, while the 1:1,000,000
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Figure 17. Visualization of typical cases from the questionnaire survey on GSM_ST implemented by DNC_GAE, FSD_GAE,
CE_GAE, and SIM_global. The background color of each case represents the level of agreement among the respondents: a
green background indicates that more than half of the respondents agreed with the scheme, while a red background indicates
that the scheme did not receive the approval of more than half of the respondents. Source of hillshade: http://goto.arcgisonline.
com/maps/Elevation/World_Hillshade. (DNC_GAE is our proposed method; FSD_GAE is the GAE using Fourier shape descriptor;
CE_GAE is the GAE using coordinate embedding; SIM_global is a typical traditional method.)

drainage_disagreed deviates seriously from the original fan shape. Strangely the latter exhibits a
slightly higher GSM_ST value than the former. This situation also occurs in case 16 at the scales
of 1:250,000 and 1:500,000, and in case 38 at the scales of 1:500,000 and 1:1,000,000. Besides, in
cases 16 and 38 at the 1:1,000,000 scale, the GSM_ST values are excessively high (0.4185 and
0.4009, respectively), whereas values below 0.3 would be more reasonable given their spatial
morphology.
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Figure 18. Visualization of the questionnaire survey on the GSM_ST scheme implemented by DNC_GAE (case number is consist-
ent with Figure 16 (a)). Source of hillshade: http://goto.arcgisonline.com/maps/Elevation/World_Hillshade. (DNC_GAE is our pro-
posed method; FSD_GAE is the GAE using Fourier shape descriptor; CE_GAE is the GAE using coordinate embedding; SIM_global
is a typical traditional method.)
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The visualization analysis of the GSM_ST results in Figure 18 reveals that the opinions of the
interviewee align with the performance of the DNC_GAE: the GSM_ST schemes that appear
reasonable receive the agreement, while the unreasonable ones do not. This finding further sub-
stantiates the reliability of the 87.69% satisfaction ratio for the DNC_GAE.
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4.5.2. Comparison discussion

In this section, we discuss the performance of both the DNC_GAE and SIM_global (Yan, Shen, and
Li2016; Yang and Wang 2021), a traditional similarity measurement method, in GSM_ST. Based on
the results presented in Figure 16, the DNC_GAE outperforms SIM_global. While the GSM_ST
scheme using SIM_global exhibits a decreasing trend as the drainage network morphology sim-
plifies (see Figure 17), it is worth noting that the GSM_ST values at small scales are excessively
high and fail to reflect the intensively generalized morphology of the drainage network accurately.
For example, its GSM_ST value at a scale of 1:500,000 (ranging between 0.6-0.7) exceeds the normal
range of 0.3-0.4, while at a scale of 1:1,000,000 (ranging between 0.4-0.6), the GSM_ST value is
beyond the normal range of 0.2-0.3. As demonstrated in Table 2, only five cases were agreed
upon by the respondents, resulting in a low satisfaction ratio of 7.69%, which is significantly
below the satisfaction ratio of DNC_GAE of 87.69%. Furthermore, Table 3 illustrates that
DNC_GAE was chosen as the optimal method in 51 cases, while SIM_global was only selected
in one case. These findings highlight the superior robustness of DNC_GAE compared to SIM_glo-
bal in the context of GSM_ST.

The geometric similarity of drainage networks is the degree of coincidence of the spatial cogni-
tion of the drainage network morphology before and after scaling transformation, a whole, unread-
able, and abstract mapping from the brain. This process involves the perception of geometric
morphological features, Gestalt psychology, and other human cognition principles such as simi-
larity, continuity, and proximity (Wertheimer and Riezler 1944; Ai et al. 2015; Yan, Shen, and Li
2016). Due to the abstract of this process, it is challenging to quantify the spatial cognition infor-
mation of the drainage network morphology using specific characteristics.

Although both DNC_GAE and SIM_global are designed to achieve GSM_ST by mining multi-
dimensional information about drainage morphology before and after scaling transformation,
there are significant differences in their mining mechanism and level of spatial cognition infor-
mation of the drainage network morphology. SIM_global uses easily understandable features
based on known spatial relationships, including topological similarity, directional similarity, dis-
tance similarity, and geometric features, to represent drainage morphological cognition. On the
other hand, DNC_GAE acquires a deep and abstract representation of the cognition of drainage
morphology through graph convolution that leverages these features. This enables DNC_GAE to
compute a more abstract and informative embedding by aggregating information from adjacent
nodes, which is more similar to how the brain processes information. Thus, the drainage network
embedding obtained through GAE has more complete and accurate information about the spatial
cognition of the drainage network morphology, making the GSM_ST based on the DNC_GAE
more objective and robust.

5. Conclusions

This study proposes an unsupervised-learning GAE model, called DNC_GAE, that integrates drai-
nage network characteristics to tackle the complex uncertainty problem of geometric similarity
measurement in scaling transformation (GSM_ST) involving spatial cognition. The experimental
results show that the DNC_GAE method achieves an excellent fit with the optimal hyperparameters
combination obtained from the sensitivity analysis. To evaluate the effectiveness of DNC_GAE, a
questionnaire survey was conducted with 23 cartography professionals and students, testing
GSM_ST results of 71 drainage cases using various methods. Statistical analysis shows that
GSM_ST results implemented by DNC_GAE are consistent with the gradual simplification of
the drainage network morphology during scaling transformation with a reasonable scheme.
Additionally, the proposed DNC_GAE outperforms other methods, including the alternative unsu-
pervised representation learning methods, the GAE supported by different features, and the state-
of-the-art method, with a satisfaction rate of around 88%. Therefore, the GAE integrating drainage
network characteristics is an objective and robust method for conducting GSM_ST.
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This study still has two deficiencies. Firstly, the semantic information of drainage networks was
not considered, and future research should include semantic information such as river name,
classification, and seasonality as node features in the drainage graph through one-hot encoding.
When scaling a drainage network from a large scale to a small scale, it is important to retain
both its geometric and semantic information with limited rivers, whereas this study only focused
on the geometric aspect of similarity. Secondly, DNC_GAE does not facilitate the information
exchange between the drainage graphs before and after scaling transformation, which impeded
the end-to-end similarity measurement. Instead, the Cosines similarity was used to calculate the
distance between the drainage embeddings, which only accounts for the difference in the drainage
network morphology at the whole graph level, neglecting the information interaction between
nodes. To overcome this, graph neural networks like SimGNN (Bai et al. 2019) can be introduced
to conduct the feature interaction between the graph and node levels, followed by a fully connected
network to calculate the similarity value.
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