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Periodic-Enhanced Informer Model for Short-Term
Wind Power Forecasting Using SCADA Data

Zhao-Hua Liu, Senior Member, IEEE, Long-Wei Li, Hua-Liang Wei, Ming Li, Ming-Yang Lv, and Ying-jie
Zhang

Abstract—Supervisory Control and Data Acquisition (SCADA)
systems can collect abundant information about wind farm
operation and environment. To better make use of SCADA data,
a periodic-enhanced informer model for short-term wind power
forecasting using scada data is proposed. Firstly, to effectively
filter out noise in SCADA data, a v-p curve-based method is
adopted by incorporating a quartile approach to remove sparse
outliers; a density-based spatial clustering of applications with
noise (DBSCAN) algorithm is then employed to eliminate stacked
outliers from the power curve. Secondly, a multi-feature input set
selection method based on Maximization Information Coefficient
is introduced to make better use of the SCADA system data by
reducing the number of features. Thirdly, a Temporal
Convolutional Network (TCN) is designed to extract the scalar
projection of the input set, followed by fusing the local time
stamp and global time stamp to build the periodic information
enhanced prediction model embedding layer. Subsequently, the
enhanced input set is fed into an informer model to predict future
wind power. Finally, considering the multiple temporal scales
structure characteristics present in the dataset, a multi-scale deep
fusion module is established in the informer model to deeply
integrate the features of different scales. It can simultaneously
avoid the resource waste and overfitting problems caused by
increasing the network depth. The experimental results, which
are obtained from several deep learning methods on real SCADA
data, demonstrate that the suggested approach has good
predictive capability.

Index Terms—SCADA, wind power forecasting, TCN, informer,
maximum information coefficient.

I. INTRODUCTION

N the face of the gradual depletion of fossil fuels,
countries worldwide are shifting their focus towards clean
and renewable energy as a pivotal avenue for development

[1]. Among the most promising renewables, wind energy has
surfaced as a key factor to the transition to sustainable energy,
leveraging advantages such as abundant resources, less
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pollution emissions, and high-cost effectiveness [2]. To this
end, wind farms have implemented a range of measures to
effectively utilize wind energy, such as enhancing grid
stability, refining distribution plans, and optimizing power
generation schedules [3]. Among these measures, short-term
wind power forecasting (WPF) stands as a critical component,
providing decision-making foundations for power system
dispatchers [4].

WPF can generally be classified into two categories:
methods based on physics and data-driven [5]. The physical
technique, such as numerical weather prediction, which
utilizes inputs like wind speed, wind direction, and other
meteorological data to simulate the trajectory of wind for
predicting wind power [6]. Nevertheless, the application of
physical models is severely limited by atmospheric conditions
and computational complexity [7].

With the increasing prevalence of SCADA systems in wind
turbines, a substantial volume of data has been collected.
Consequently, data-driven methodologies are becoming the
mainstream choice for solving the challenge of wind power
prediction. The typical data-driven methods primarily consist
of statistical methods and artificial intelligence methods. The
traditional parametric statistical methods mainly include
autoregressive model [8], autoregressive moving average
model [9], and autoregressive integrated moving average
(ARIMA) model [10]. These methods can only establish linear
relationships among data, but cannot effectively represent
nonlinear dynamics of the related processes [11].

Conversely, artificial intelligence methods have gradually
taken the forefront. In [12], a heteroskedastic support vector
regression (SVR) model, distinguished from the conventional
SVR, was introduced to effectively learn the uncertainty
inherent in the sequence. In [13], a combination model based
on feature selection, utilizing a convolutional neural network
(CNN) and bidirectional long and short-term memory network
(LSTM) was proposed to achieve good results on the KDD
Cup 2022 dataset. In [14], an approach based on LSTM
combined with entropy and mutual information (MI) features
selection techniques achieved satisfactory wind power
prediction results. In [15], Zhu et al. proposed a TCN model.
This technique is specifically designed for time-series
forecasting and has been applied to other prediction tasks. In
[16], an attention TCN based on stacked extended causal
convolution and attention mechanism was proposed for the
point and probabilistic forecasting of renewable resources. In
[17], the TCN was employed to predict the components of the
decomposition-reconstruction and finally integrated them to
obtain wind power predictions. The above methods are adept
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at learning potential nonlinear relationships from data,
exhibiting higher flexibility and accuracy [18]. The power
output of wind turbines is not solely contingent upon
environmental factors, it also depends on the historical
previous status of the turbines [19]. The effective utilization of
SCADA systems, which accumulate a substantial amount of
data on environmental and turbine operation, is of critical
importance in improving the accuracy of WPF [20]. In [21],
the SCADA data was subjected to analysis in three dimensions,
namely spatial, physical, and temporal features, employing a
diverse range of techniques, including integrated K-means, K-
shape, CNN, and gated recurrent units (GRU). In [22], Liu et
al. presented a deep learning framework for WPF using
SCADA data that utilizes wavelet decomposition-based
denoising followed by LSTM networks for training. In [23],
the isolated forest algorithm was employed to detect
anomalies in SCADA data, and then a deep learning network
was constructed to map the characteristic graph to wind power
prediction.

Short-term forecasting can usually be achieved through
either a recursive or a direct approach, together with a multi-
input multi-output strategy [24] to address the multi-step
prediction problem, typically limited to predicting only 48
data points [25]. For longer prediction data points, these
methods face an accumulation of computational burden and
can usually focus only on the wind power information
contained in the data points, while overlooking the internal
connections between the data points [26]. Consequently, it
would be necessary to further explore advanced models or
novel inference architectures to improve the precision of
short-term WPF.

TABLE I
THE MEMORY AND TIME COMPLEXITY OF SOME MODELS

Parameters Autoformer Reformer Pyraformer Crossformer
Memory O(LlogL) O(LlogL) O(L) O(L)

Time O(LlogL) O(LlogL) O(L) 2 2( )segO DT L

Inspired by the widespread success of Transformer [27] in
computer vision, some scholars have endeavored to apply it to
time-series forecasting. However, owing to the memory and
time complexity of Transformer being O(L2), where L denotes
the length of the input time series, it is impractical to apply
Transformer directly to WPF [28]. Hence, attempts have been
made to propose suggestions for improvement. In [29], a
Sparse Transformer based on two modes strided and fixed was
introduced to achieve sparsity in the Transformer's self-
attention matrix. In [30], a decomposition framework was
proposed to decompose sequences into periodic and trending
components, which were embedded in an encoder-decoder
structure. Moreover, an auto-correlation technique was
implemented to facilitate serial connectivity. In [31], a model
called Pyraformer based on the pyramid attention module was
proposed to reduce spatial and temporal complexity and
establish the long range dependence of time-series. Despite
these models have successfully reduced the complexity of the
self-attention mechanism, their efficiency improvement is
modest [32]. In [33], Reformer was proposed to enhance
model efficiency and scalability by employing local sensitive

hashing and reversible residual layers. However, it is worth
noting that hash functions may lead to information loss, and
the use of reversible residual layers might impact gradient
propagation. Table I shows the memory and time complexity
of some models. All these methods primarily focus on
optimizing the high-level complexity of the Transformer
through the self-attention [34], but pay little attention to the
issues of memory bottleneck when stacking layers, and a
substantial reduction in speed when predicting long outputs.

In order to address these limitations, a model named
Informer [35] was proposed to decrease the quadratic time
complexity of the Transformer based on ProbSparse self-
attention. Simultaneously, to address the stacking layers
problem with long inputs, distillation layers were introduced,
significantly reducing overall space complexity. To tackle the
issue of speed reduction in predicting long outputs, a
generative decode was proposed to acquire the complete long
outputs with a single forward step. Therefore, the informer
model is more suitable for WPF. However, it needs to be kept
in mind the following challenges in WPF.
1) Wind power data is distinctly periodic, with peaks

usually occurring in the afternoon to early evening [36].
Consequently, the extraction and effective integration of
this periodic information into the Informer model
represent a matter of paramount importance.

2) WPF based on SCADA data involves numerous
monitoring points of wind turbines and intricate coupling
relationships among monitoring parameters. However,
the informer model lacks the ability to construct a multi-
feature input set strongly correlated with wind power.

3) The single time scale historical data in the original
SCADA system data contains limited feature quantity,
which cannot fully reflect the inherent dynamics of the
time-series. The question of how to extract features on
multiple time scales and fuse them to obtain more
comprehensive information is worthy of consideration.

To tackle the aforementioned challenges, a periodic-
enhanced informer model for short-term WPF using SCADA
data is proposed. Firstly, a v-p curve-based method is adopted,
where a quartile method is utilized to remove sparse outliers
and DBSCAN algorithm is employed to eliminate stacked
outliers from the power curve. Secondly, features that are
highly correlated with wind power are selected by applying
the maximal information coefficient (MIC). Thirdly, a novel
periodic enhanced information embedding layer is constructed
to improve the model's capability to perceive long sequences.
Finally, an informer model is designed by introducing a multi-
scale deep fusion module to achieve more precise wind power
prediction. The model aims to mitigate error accumulation and
considers the correlation between multi-step prediction tasks,
effectively capturing the permanent dependence between input
and output variables. Its primary contributions are enumerated
as follows:
1) A multi-feature input set is constructed. The outliers in

the set are eliminated using the v-p curve, and features
are selected based on their correlation strength with wind
power, computed through the MIC theory approach.
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2) A novel periodic information enhanced embedding layer
is proposed. The TCN is employed to extract the scalar
projection of the input set, followed by fusing the local
time stamp and global time stamp.

3) A multi-scale deep fusion module is designed. The
purpose is to effectively fuse local multi-scale and global
characteristics to expand the width of the informer,
thereby enhancing the perception of dynamic sequences.

The problem formulation and the fundamental mechanism
are delineated in Section II. Section III offers a thorough
elaboration of the suggested methodological framework.
Experimental data is utilized in Section IV to validate the
suggested approach efficacy. The conclusions are concisely
summarized in Section V.

II. PRELIMINARIES

A. Problem formulation
Assuming that a SCADA system data is composed with m

samples, where each sample contains n relevant features,
together with wind power value. Denote by X the dataset of
interest, which is defined as follows:

1 11 12 1 1

2 21 22 2 2

1 2

, , , ,
, , , ,

, , , ,
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n
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(1)

where Xm represents the m-th sample, xmn and ym denote the n-
th relevant feature value of m-th sample and the wind power
value of m-th sample.

The wind power values for the next t + r time instant are
predicted utilizing the t past samples. The input and output
data are specified as follows:
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In accordance with (2) and (3), the WPF assignment is
designated as a single-step prediction when r = 1. Conversely,
the WPF assignment is a multi-step prediction when r ≥ 2.

B. An abnormal data cleaning algorithm for wind
turbine power curve

In the operational environment of wind farms, numerous
outliers are frequently recorded by SCADA data, mainly due
to significant uncertainties. Data cleaning, which is focused on
improving data quality, is recognized as a crucial step in
mining operational data from wind farms [37]. In this paper, a
v-p curve-based method is adopted by incorporating a quartile
approach to remove sparse outliers. The DBSCAN algorithm
is then employed to eliminate stacked outliers from the power

curve.
The Quartile method for eliminating sparse outliers:

Initially, the quartile method is applied twice. The first
analysis is for the wind power observations falling within a
wind speed range, whereas the second analysis concentrates
on the wind speed observations corresponding to a wind
power range. Taking the former as an example, the quartiles
for the sequence 1 2{ , , , }svP p p p  , consisting of s ascendingly
ordered wind power observations are calculated as follows (s
represents the total number of values contained in the Pv.) :

Calculate the second quartile P2.

1
2

2
1

2 2

2 1; 0,1,2,

2 ; 1,2,
2

n

n n

p n k k

P p p
n k k





   
  
   

(4)

Calculate the first quartile P1 and third quartile P3.
When n=2k (k = 1, 2, 3, …), Pv is split into two parts by P2

point. The second quartile P2' and P2'' (P2' < P2'') of the two
parts are calculated by Eq. (4), and P1 = P2', P3 = P2''.

When n = 4k+1 (k = 1, 2, 3, …),
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When n = 4k+3 (k = 1, 2, 3, …),
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The interquartile range (IQR) can be obtained from the two
quartiles as:

3 1I PQR P  (7)
Based on IQR, the outlier inner limit for the sequence Pv

can be determined as:
1 3[ , ] [ 1.5 , 1.5 ]l uF F P IQR P IQR   (8)

All data beyond the inner limit [Fl, Fu] are outliers.
The quartile method provides a simple and efficient

approach for detecting outliers in a dataset. Nevertheless, its
application is confined to scenarios where outliers are present
in small quantities. When confronted with the SCADA data
containing a considerable number of stacked outliers, this
method may become ineffective.
The DBSCAN algorithm for eliminating stacked outliers:

The advantage of DBASCA lies in its ability to automatically
determine cluster divisions, based on the neighborhood radius
R and density threshold ε, without determining the number of
clusters. For the sequence Pv, the basic concept of the
DBSCAN method is defined as follows.
R neighborhood: The R neighborhood of pi is defined as
( )iN p .

( ) { | ( , ) }i j v i jN p p P d p p    (9)
where d(pi, pj) denotes the calculation of the distance function
between pi and pj.
Core point: A point pi is said to be a core point if the

number of data points within its neighborhood is equal to or
exceeds a specified threshold ε.
Directly density-reachable: For a core point pi, if pj is
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located within the R neighborhood of pi, it can be asserted that
pj is directly density-reachable from pi.
Density-reachable: If a chain of points pi, pi+1, …, pj exists

such that each subsequent point pi+1 is directly density-
reachable from the preceding point pi, then the point pj is
considered to be density-reachable from the point pi.
Density-connected: If two points pi and pj are density-

reachable from a point a  Pv, then pi and pj are said to be
density-connected.

The processing flow for a set of data points in the DBSCAN
algorithm is outlined as follows:

1) Set the values of ε and R.
2) All core points are identified and extracted from set Pv,

thereby forming the core point set  . The remaining points
are then labelled as border points or noise points. In the event
that the core point set  is found to be empty, this signifies
the termination of the clustering algorithm.

3) For each core point pi in the set  , the set of core points
connected by density-reachable forms a cluster. These clusters
together form a set called  .

4) The boundary points are classified into the cluster of the
corresponding core points.

The specific number of clusters is automatically determined
by the algorithm, which depends on the number of regions
with different density characteristics in the data set.

C. Feature selection based on MIC theory
The number of features (variables), n, in a multivariate

SCADA dataset usually ranges from dozens to hundreds.
Nevertheless, it is not always the case that all features have a
beneficial impact on WPF [38], and some even degrade the
performance of prediction models. In addition, high memory
consumption and model crashes may occur when all raw
features enter into the Informer model. Therefore, to select the
dominant features from SCADA data, it is desirable that the
MIC theory is applied for feature selection and its basic
computational process is outlined below.

Given variables 1 2{ , , , }i i mia x x x  and 1 2{ , , , }mb y y y  ,
representing i-th relevant feature series and wind power series,
respectively. The mutual information (MI) between a and b is
described below:

2
( , )( , ) ( , ) log

( ) ( )x a y b

p x yI a b p x y
p x p y 

 (10)

where p(x, y) represents the joint probability density function
between a and b, and p(x) and p(y) are the respective marginal
probability density functions.

Denote by D(a, b) a dataset which has been divided into p
and q segments along the X and Y axes. The maximum value
of MI by dividing the D(a, b) into p × q segments is given by:

*( , , ) max ( | )gI D p q I D (11)
where D|g denotes the distribution of the dataset D(a, b) on a
grid g.

To facilitate the comparison and analysis of data in different
units or scales, the data is normalized as follows:

*

,
( , , )( )

log min( , )p q
I D p qM D

p q
 (12)

The MIC value is calculated by dividing the grid with
different p × q values.

   , ( ) ,
max p q B m p q

MIC D M D
    (13)

where B(m) represents the upper limit of the grid division,
which is generally given by B(m) = m0.6 [39].

D. A novel periodic information enhanced embedding
layer

To enhance the perception of the periodic variation
characteristics of SCADA data and comprehensively analyze
the relationship between various factors affecting wind power,
a novel embedding layer construction method is proposed. The
embedding layer is composed of scalar projection, local time
stamp, and global time stamp.
Scalar projection: The TCN network, comprising multiple

hidden layers, forms the scalar projection. This network is
primarily composed of two key elements: dilated causal
convolution and residual blocks. The dilated causal
convolution exponentially expands the receptive field to
accommodate a longer period of historical information while
adhering to causal constraints. This convolution ensures that
only neurons with outputs at time t, which depend on neurons
at and before time t, are convolved. Different from traditional
convolutional kernels, the kernel used for dilated causal
convolution skips input samples at a fixed step size, which
results in a wider coverage. Conceptually, an extended kernel
can be conceptualized as a larger one, created by inserting
zeros between adjacent kernel points. The dilated convolution
operation F at time t of the one dimensional nX  for a
filter :{0,1,..., 1}f k   is defined as follows:

k 1

.
0

( ) ( * )( ) ( )d t d i
i

F t X f t f i x





   (14)

where the dilation factors are set to d = 1, 2, 4, while the filter
size is designated as k = 2. In the constructed TCN scalar
projection, three hidden layers are incorporated, with the
neuron counts being 128, 256, and 512, respectively.

Furthermore, within each layer of the TCN, a residual
module is incorporated. Weight normalization is applied to the
dilated causal convolution, and regularization is facilitated
through the introduction of spatial dropout. To guarantee the
consistency of shape for the tensor utilized in elementwise
addition, an additional 1 × 1 convolution is employed in the
event that the input and output widths are incompatible.
Local time stamp: The local time stamp at time t in the

sequence Xi is encoded as a fixed position in the sequence, as
shown below:

mod

mod

/

/
   

)
sin( / (2 ) ),( , )
cos( / (2 ,  )  

le

le

j d
x

j d
x

p LP
i

p j
p L

j is even
j s odd







 (15)

where p is the fixed position of the variable in the sequence, j
= 1, 2, …, dmodel, Lx denotes the length of the sequence, dmodel
represents the dimension of hidden layer.
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Global time stamp: Wind power data exhibits obvious time
periodicity. In this study, periodic time elements such as
minutes, hours, days, weeks and months are extracted as
global time stamp. The global time stamp coding of moment t
is defined as the date content in the Xi. Taking minutes as an
example, the time coding of moment t is as follows:

( ) ( 0.5)
59
tmM t   (16)

where mt denotes the minute date value at time t. Additionally,
to minimize the contributions of varying dimensions, all dates
are uniformly normalized to the interval [-0.5, 0.5]. To ensure
the consistency of the global time stamp in dimensions, a
linear layer is defined to linearly transform the content
encoded in the global time stamp.

Finally, the scalar projection, local time stamp, and global
time stamp are fused to form the input information for the
informer wind power prediction model. Fig. 1 illustrates the
embedding layer construction process.

Fig. 1. Embedding layer construction for periodic information enhancement

E. A periodic-enhanced informer model for short-
term WPF

A periodic-enhanced informer model for short-term WPF
comprises three main components: an encoder and a decoder.
These are principally constituted by probsparse self-attention,
multi-head self-attention layer and multi-scale deep fusion
module.
ProbSparse self-attention: The ProbSparse self-attention

mechanism is schematically represented in Fig. 2. This
mechanism reduces computational complexity to O(LlogL) by
restricting each key to attend only to the Top-u dominant
queries, as determined by the following formula:

, ,( ) ( )
T

robAttn
k

QKP Q K V Softmax V
d

 (17)

where Q kL dQ  , k kL dK  , v kL dV  , Q represents a
sparse matrix that exclusively incorporates the elements of
Top-u Q satisfying the sparsity measurement criteria. KT
represents the transposition of K, dk represents the input
dimension. Set u = c × lnLQ, where c is the sampling factor.

The sparsity criterion of the s-th row query vectors qs is
given by:

1

1( , ) max
k

T TL
s j s j

s j
jkk k

q k q k
M q K

Ld d

    
  

 (18)

where kj represents j-th row K, 1/ ( / )k j sL q k q .
Multi-head self-attention layer: By utilizing a multi-head

self-attention mechanism, information residing within diverse
projection spaces is effectively acquired, ultimately enhancing
the model feature extraction capability. Fig. 2 illustrates the
structure of the multi-head self-attention layer. The model is
fed the input X with linear projections through the matrices Q,
K, and V. Then, these projections are forwarded to individual
self-attention layer, resulting an output constructed from the H
self-attention weighted values and the parameter matrix WH,
which is formulated as below:

1( , , ) ( , , ) H
head HM Q K V Concat Head Head W  (19)

 
)(

Th h
KQ h

h V
k

QW KW
Head Softmax VW

d
 (20)

where Headh denotes the h-th self-attention weighted
values. k kd dHW R  , kN dh

KW R  , kN dh
QW R  , and

kN dh
VW R  are parameter matrices. N = dk/H.

(a) (b)
Fig. 2. Structures of two attention mechanisms. (a) ProbSparse self-attention.
(b) Multi-head self-attention layer.
Multi-scale deep fusion module: To address the memory

bottleneck associated when stacking layers, the distilling layer
is employed. This operation prioritizes prominent high-quality
features by utilizing CNN to generate a focused self-attention
feature map for the succeeding layer. Following this, a down
sampling process is performed using the maxpool operation to
reduce the output length. However, relying solely on a single
1D-CNN cannot capture the multi-scale temporal structure
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features existing in SCADA data. To overcome this limitation,
the encoder and decoder add multiple maxpooling layers
instead of simply deepening the network structure. This
method expands the width of the network and avoids
excessive resource consumption and overfitting problems. The
structure is depicted in Fig. 3.

In order to achieve global features fusion, a 1D-CNN
bottleneck layer with kernel 1 is introduced. By constructing a
multi-scale maxpool auxiliary network, these pathways can
share information with each other so that they can detect
temporal characteristics at different scales. The minimum size
of the maxpool layer is set to 3 to capture short term localized
information, while the maximum size is set to 9 to capture
long term information. Finally, the combination of local multi-
scale and global features enhances the model's perception of
dynamic sequence changes, thereby improving the accuracy
and robustness of WPF. The improved operation from layer f
to layer f+1 is given by:

 1 1t
f AB

t
outP Conv d X    (21)

  4

2
1

, 2 1t t
f AB

k
out Maxpool X k P K



     (22)

  1 1 2out ou
t

t
t t
fX Maxpool EL P PU  (23)

where 1
t
outP and 2

t
outP denote the global features and local

features at point t, respectively. K represents the size of the
Maxpool. t

f AB
X   represents the ProbSparse self-attention

with multi-head.

Fig. 3. A multi-scale deep fusion module
Decoder: To tackle the challenge of predicting long outputs

efficiently, a generative style decoder has been proposed. This
decoder requires only one forward step, effectively mitigating
the risk of cumulative error propagation during the inference
stage. The output data t

deX is as follows:

  mod( )
0, token ly eL L dt t t

de tokenX Concat X X     (24)

where t
tokenX is start token of the sequence, 0

tX represents the
0-valued placeholder. Ltoken and Ly are respectively the
predicted and input sequence length.

III. PROPOSED METHOD

A. Network structure and training process
Taking the single stack in the proposed model encoder as an

example, the internal structure of encoder can be shown in Fig.
4. The stack is a combination of embedding layer, multiple
attention blocks and multi-scale deep fusion modules. After

completing the data preprocessing, a two-dimensional multi-
feature input set of dimension L × D will be generated, where
L denotes length of the input sequence and D signifies the
count of features. First, the input set is fed into the periodic
information enhanced embedding layer to extract the hidden
temporal characteristics. Secondly, a high-dimensional feature
map is obtained through the multi-head probsparse self-
attention. Finally, through the multi-scale deep fusion module,
the global features are captured by 1D-CNN, and the local
features are captured by multi-scale maxpool operation.

B. Framework of the suggested method
As depicted in Fig. 5, the suggested approach framework

comprises three processes: data preprocessing, a periodic-
enhanced informer model, and WPF.

In the process of data preprocessing, several essential steps
are undertaken to generate suitable inputs for the model.
Firstly, a method combining the quartile method and the
DBSCAN algorithm is proposed to deal with outliers. Upon
detecting the anomalous data points, the timestamps are
immediately flagged, and all associated SCADA data for those
timestamps are subsequently removed. Secondly, the MIC
theory is utilized to construct a multi-feature input set that is
strongly correlated with wind power, with aim of alleviating
the curse of dimensionality and reducing the difficulty of the
learning task. Subsequently, to maintain all the features within
the same magnitude, normalization is applied, enhancing the
model's convergence speed. Finally, the dataset is split into
three parts: a train set, validation set and test set with a ratio of
7: 1: 2. The model training procedure is detailed in Section II.
Upon completion of model training, the test set is inputted into
the model for performance evaluation.

IV. RESULTS AND DISCUSSION

A. Dataset preparation and experiment configuration
To evaluate the performance of the suggested approach, an

actual SCADA dataset from wind farms in southern China was
chosen as the benchmark. The wind farm comprises 25 wind
turbines, with a total installed capacity of 50MW. The dataset
used covers the entire year of 2020, with data sampled every
15 minutes. The relationship between output power P and the
wind speed v of a wind turbine is effectively captured by the
following power curve model:

i o

i r

r r o

0 ,
( )

v v v v
P P v v v v

P v v v

 
  
  

(25)

where vi is the cut-in speed value of 3.5 m/s, vo is the cut-out
speed value of 25 m/s, vr denotes the rated speed of the wind
turbine at which it generates the rated power Pr. The values of
vr and Pr are 12 m/s and 2 MW, respectively.

The modelling experiments were conducted in Python 3.8
environment on system that was equipped with an Intel Core
i7-13700KF CPU (64 GB RAM) and an NVIDIV RTX 4070S
GPU.
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B. Experimental settings and comparative methods The experimental steps were divided into three parts: (i) A
multi-feature input set construction based on MIC theory; (ii)
Comparison of model performance at different time scales; (iii)

Fig. 4. The single stack in model’s encoder.

Fig. 5. Basic framework of the proposed model
Performance comparison of different models. To evaluate the
performance of the proposed framework more accurately,
commonly used models alongside variants of the Transformer
were employed to predict up to 192 steps. The values of the
hyper-parameters of the model are selected by a grid search
[40]. The hyperparameters, along with their corresponding
optimal values are briefly described in Table II. The
learning_rate (LR) and batch_size have been identified as the
most critical hyperparameters. The value of LR is typically
defined within the range of 0.0001 to 0.1. To identify the
optimal LR configuration, this study established a set of grid
search values, specifically [0.1, 0.01, 0.001, 0.0001]. In regard
to the batch size, it is essential to avoid extreme values, and it
is recommended to select it based on the principle of 2n, where
n is chosen from the set [3, 4, 5, 6]. Additionally, the model
parameter d_model is set to [128, 256, 512] to ensure a
reasonable model structure. The remaining hyperparameters
are configured according to the default values proposed by the
associated original papers publicly available in the literature.

C. Evaluation metrics
This paper employed four commonly statistical metrics,

namely mean absolute error (MAE), mean squared error
(MSE), symmetric mean absolute percentage error (SMAPE)
and root mean square error (RMSE) to assess the degree of fit
between predicted and actual values. The formulas of the four
metrics are as follows:

1

1 ˆ
n

r r
r

MAE P P
n 

  (26)

2

1

1 ˆ( )
n

r r
r

MSE P P
n 

  (27)

1

ˆ| |1
ˆ( ) / 2

n
r r

r r r

P PSMAPE
n P P





 (28)

2

1

1 ˆ= ( )
n

r r
r

RMSE P P
n 

 (29)

where Pr and r̂P denote the actual and predicted value of the
r-th wind power, n represents the count of predicted points.
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D. A multi-feature input set construction based on MIC theory
To effectively filter out noise in SCADA data, a v-p curve-

based method is adopted, where the quartile method is utilized
to remove sparse outliers and the DBSCAN algorithm is
employed to eliminate stacked outliers from the curve. Set ε to
0.015 and R to 4. From Fig. 6 (a) and (b), it can be observed
that the combined method is remarkably effective in detecting
outliers based on the quartiles and DBSCAN. Specifically, a
total of 615 outliers have been identified. This includes 537
outliers identified based on the quartiles and 78 outliers
identified using the DBSCAN algorithm. Further analysis of
Fig. 6 (c) and (d) shows that the quartile method is primarily
effective in eliminating sparse outliers, but falls short in
identifying stacked outliers. In comparison, the DBSCAN
algorithm is relatively more robust in identifying stacked
outliers. However, outliers located around the v-p curve are
not accurately detected. In SCADA data, upon identification
of v-p anomalies, the corresponding timestamps are
immediately flagged, and all associated SCADA data for those
timestamps are subsequently removed.

TABLE II
MODEL HYPERPARAMETER NAMES AND THEIR LOCAL OPTIMAL VALUES

Model Hyperparameters
Proposed
method

d_model: 512, n_heads: 8, e_layers: 2, d_layers: 1, dropout:
0.05, learning_rete: 0.0001, batch_size: 32, activation: gelu

Informer d_model: 512, n_heads: 8, e_layers: 2, d_layers: 1, dropout:
0.01, learning_rete: 0.0001, batch_size: 32, activation: gelu

Autoformer d_model: 512, e_layers: 2, d_layers: 1, dropout: 0.01,
learning_rete: 0.001, batch_size: 32, activation: gelu

Reformer bucket_size: 32, n_hashes: 4, d_model: 512, batch_size: 32,
e_layers: 2, d_layers: 1, learning_rete: 0.001, activation: gelu

Pyraformer d_model: 512, e_layers: 2, d_layers: 1, dropout: 0.05, factor:
3, learning_rete: 0.001, batch_size: 16, activation: gelu

Crossformer d_model: 256, e_layers: 2, d_layers: 2, dropout: 0.05, factor:
3, learning_rete: 0.01, batch_size: 16

ARIMA p: 2, d: 1, q: 3

LSTM units: 64, batch_size: 32, optimizer: adam, num_layers: 2,
learning_rete: 0.0001

GRU units: 128, batch_size: 32, optimizer: adam, num_layers: 3,
learning_rete: 0.001

Fig. 6. Comparison of v-p scatter plots. (a) v-p scatter plot for outlier detection
based on a combined algorithm. (b) v-p scatter plot of outliers removed. (c) v-
p scatter plot for outlier detection based on the quartile method. (d) v-p scatter
plot for outlier detection based on the DBSCAN method.

The SCADA system of the selected wind farms collects a
substantial amount of operational data, comprising twenty
relevant features and one target feature after preliminary
filtering. Taking the current wind power as a label, the MIC
values were calculated, and features exhibiting high
correlation were used for the multi-feature input set. Table II
presents the MIC values of the relevant features alongside
wind power.

As indicated in Table III, the MIC values of the following
variables are all over 0.8: rotor speed, speed detection value of
overspeed sensor, generator operating frequency, generator
current, generator torque, wind speed, current of pitch motor
and inverter INU temperature exhibit high correlation with
wind power. The estimated power of pitch motor and angle of
blade 1 have a certain relation, with respective MIC values of
0.7221 and 0.6627. Conversely, the Y-direction vibration
value and inverter inlet pressure are relatively small, with
MIC values below 0.3.

TABLE III
THE MIC VALUES OF RELEVANT FEATURES

Monitoring parameters MIC Monitoring parameters MIC
Rotor speed 0.9397 Angle of blade 2 0.6528

Speed detection value of
overspeed sensor 0.9276 Angle of blade 3 0.6511

Generator operating frequency 0.9228 Generator stator temperature 0.5875
Generator current 0.9190 Main bearing temperature 1 0.5072
Generator torque 0.9131 Main bearing temperature 2 0.4372

Wind speed 0.9120 Hydraulic braking pressure 0.3802
Current of pitch motor 0.8791 Y-direction vibration value 0.2205

Inverter INU temperature 0.8215 X-direction vibration value 0.1639
Estimated power of pitch

motor 0.7221 Inverter inlet pressure 0.1557

Angle of blade 1 0.6627 Inverter outlet pressure 0.1334
Fig. 7 describes the changes of wind power and relevant

features over time using a line graph. As shown in the figure,
rotor speed and speed detection value of overspeed sensor
exhibit the highest correlation with wind power, and current of
pitch motor and inverter INU temperature also exhibit positive
correlation. These features are highly related with the target
value, and therefore provide useful information for building
WPF model. Based on the aforementioned analysis, features
with wind power MIC values over 0.8 were selected to
construct the multi-feature input set.

Fig. 7. The hourly variations of wind power and the relevant features over a
continuous week in January 2020
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E. Comparison of model performance at different time scales
To verify the effectiveness of the multi-scale deep fusion

module in wind power prediction, four models with different
number of maxpool scales were constructed, and multi-step

prediction experiments with steps of 12, 24, 48, 96 and
196were carried out. The results are displayed in Table III,
where the performance of the model was evaluated using four
metrics (MSE, MAE, RMSE, SMAPE). The most outstanding
outcomes are emphasized in bold font.

TABLE IV
COMPARISON OF METRICS AT DIFFERENT TIME SCALES

Step Metric One scale Two scales Three scales Four scales Informer ablation

12

MSE 0.0246 0.0206 0.0180 0.0187 0.0210 0.0171
MAE 0.1198 0.1107 0.1027 0.1047 0.1089 0.1004
RMSE 0.1570 0.1435 0.1341 0.1367 0.1450 0.1309

SMAPE 0.3474 0.3068 0.2957 0.3083 0.3179 0.3176

24

MSE 0.0291 0.0257 0.0220 0.0253 0.0271 0.0257
MAE 0.1304 0.1223 0.1138 0.1203 0.1264 0.1187
RMSE 0.1706 0.1603 0.1484 0.1590 0.1645 0.1602

SMAPE 0.3504 0.3319 0.3182 0.3464 0.3513 0.3380

48

MSE 0.0386 0.0409 0.0339 0.0353 0.0414 0.0367
MAE 0.1528 0.1546 0.1428 0.1449 0.1580 0.1476
RMSE 0.1965 0.2022 0.1841 0.1878 0.2034 0.1916

SMAPE 0.4018 0.4177 0.3868 0.4087 0.4393 0.4105

96

MSE 0.0585 0.0497 0.0500 0.0542 0.0572 0.0596
MAE 0.1915 0.1734 0.1746 0.1849 0.1922 0.1899
RMSE 0.2418 0.2228 0.2237 0.2328 0.2391 0.2442

SMAPE 0.5014 0.4553 0.4578 0.4846 0.4998 0.5304

192

MSE 0.0867 0.0849 0.0682 0.0732 0.0793 0.0817
MAE 0.2416 0.2276 0.2109 0.2173 0.2311 0.2234
RMSE 0.2944 0.2913 0.2612 0.2705 0.2815 0.2858

SMAPE 0.6164 0.5983 0.5446 0.5723 0.5430 0.5806
TABLE V

COMPARISON OF METRICS IN DIFFERENT MODELS
Step Metric Proposed method Informer Autoformer Reformer Pyraformer Crossformer ARIMA LSTM GRU

12

MSE 0.0180 0.0210 0.0284 0.0280 0.0252 0.0196 0.0249 0.0484 0.0381
MAE 0.1027 0.1089 0.1308 0.1217 0.1193 0.1068 0.1127 0.1779 0.1482

RMSE 0.1341 0.1450 0.1684 0.1673 0.1587 0.1401 0.1579 0.2201 0.1952
SMAPE 0.2957 0.3179 0.4049 0.4573 0.3435 0.3142 0.3049 0.5273 0.3878

24

MSE 0.0220 0.0271 0.0378 0.0471 0.0351 0.0268 0.0467 0.0533 0.0494
MAE 0.1138 0.1264 0.1531 0.1649 0.1414 0.1256 0.1846 0.2005 0.1928

RMSE 0.1484 0.1645 0.1945 0.2171 0.1874 0.1637 0.2161 0.2309 0.2223
SMAPE 0.3182 0.3613 0.4215 0.5682 0.4023 0.3534 0.4944 0.4693 0.4772

48

MSE 0.0339 0.0414 0.0563 0.0631 0.0488 0.0437 0.0593 0.0727 0.0800
MAE 0.1428 0.1580 0.1902 0.2070 0.1705 0.1606 0.2108 0.2317 0.2423

RMSE 0.1841 0.2034 0.2372 0.2512 0.2210 0.2090 0.2435 0.2696 0.2828
SMAPE 0.3868 0.4393 0.5080 0.6249 0.4637 0.4342 0.4629 0.4604 0.4621

96

MSE 0.0500 0.0572 0.0666 0.0780 0.0623 0.0780 0.0914 0.0878 0.0927
MAE 0.1746 0.1922 0.2105 0.2225 0.2003 0.2245 0.2586 0.2535 0.2605

RMSE 0.2237 0.2391 0.2580 0.2792 0.2496 0.2794 0.3023 0.2963 0.3044
SMAPE 0.4578 0.4998 0.5333 0.6586 0.5198 0.5833 0.4677 0.4658 0.4685

192

MSE 0.0682 0.0793 0.0821 0.0854 0.0847 0.0848 0.1145 0.1430 0.2169
MAE 0.2109 0.2311 0.2380 0.2385 0.2277 0.2380 0.2841 0.3300 0.4281

RMSE 0.2612 0.2815 0.2866 0.2922 0.2792 0.2912 0.3384 0.3782 0.4657
SMAPE 0.5446 0.5430 0.5549 0.7070 0.6442 0.6096 0.4921 0.5295 0.6240

As evidenced from Table IV, the suggested approach has
better performance than the original Informer. The prediction
task performs well for the cases with three and more maxpool
scales. When the number of scales is 3, compared to the
informer model, the MAE value decreases by 9.97% (from
0.1264 to 0.1138) at 24-step and 8.74% (from 0.2311 to
0.2109) at 192-step; the RMSE value decreases by 9.79%
(from 0.1645 to 0.1484) at 24-step and 7.21% (from 0.2815 to
0.2612) at 192-step. At 96-step, the better prediction effect is
achieved when the number of scales is 2. However, compared
with the scale number of 3, the MAE value decreases by
0.69% (from 0.1746 to 0.1734); the RMSE value decreases by
0.40% (from 0.2237 to 0.2228). In summary, when the
number of scales is small, the model cannot fully exploit the

intrinsic correlation of the SCADA system data, whereas a
larger number of scales requires more computational resources.
The proposed model has better overall performance at scale 3.

The effectiveness of using the novel periodic information
enhanced embedding layer was demonstrated through ablation
experiment, specifically by removing the multi-scale deep
fusion module from the network model structure commonly
used in many existing methods. It turns out that the ablation
experiment results are better than the informer model. When
the number of scales is 1 or 2, the proposed model does not
perform as well as the ablative experimental model, but the
advantage comes to the fore by the number of scales of 3 or
more. Compared with the ablation experiment, when the
number of scales is 3, MAE is reduced by 8.07% (0.1899 from
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to 0.1746) and RMSE is reduced by 8.39% (0.2442 from to
0.2237) at 96-step, MAE is reduced by 5.60% (0.2234 from to
0.2109) and RMSE is increased by 8.61% (0.2858 from to
0.2612) at 192-step.

F. Performance comparison of different models
In this paper, three commonly used time-series forecasting

methods, ARIMA, LSTM and GRU, were applied to the same
data and the performances are compared. In order to further
explore the performance of transformer for wind power time-

(a) (b) (c) (d)
Fig. 8. Prediction results of all the methods. (a) MSE values. (b) MAE values. (c) RMSE values. (d) SMAPE values.

TABLE VI
COMPARISON OF MSE AND MAE METRICS IN DIFFERENT SEASONS

Season Proposed method Informer Autoformer Reformer Pyraformer Crossformer
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE

Sp
rin

g

12 0.0122 0.0683 0.0129 0.0747 0.0223 0.1099 0.0176 0.0909 0.0146 0.0762 0.0144 0.0792
24 0.0250 0.1061 0.0194 0.1077 0.0349 0.1440 0.0240 0.1160 0.0268 0.1077 0.0208 0.1020
48 0.0258 0.1121 0.0230 0.1127 0.0374 0.1383 0.0293 0.1253 0.0325 0.1271 0.0371 0.1537
96 0.0337 0.1394 0.0345 0.1503 0.0456 0.1555 0.0346 0.1427 0.0411 0.1493 0.0384 0.1596

192 0.0380 0.1568 0.0360 0.1586 0.0435 0.1639 0.0373 0.1454 0.0461 0.1534 0.0383 0.1549

Su
m

m
er

12 0.0164 0.0958 0.0171 0.0990 0.0217 0.1158 0.0177 0.1013 0.0199 0.1095 0.0175 0.1013
24 0.0180 0.1009 0.0236 0.1157 0.0263 0.1251 0.0246 0.1190 0.0231 0.1178 0.0226 0.1145
48 0.0241 0.1180 0.0263 0.1272 0.0281 0.1356 0.0276 0.1306 0.0274 0.1299 0.0287 0.1296
96 0.0359 0.1475 0.0400 0.1543 0.0313 0.1385 0.0374 0.1473 0.0319 0.1416 0.0309 0.1376

192 0.0420 0.1602 0.0449 0.1666 0.0431 0.1614 0.0384 0.1532 0.0304 0.1365 0.0409 0.1589

A
ut

um
n

12 0.0049 0.0467 0.0054 0.0474 0.0086 0.0673 0.0051 0.0470 0.0057 0.0489 0.0155 0.0982
24 0.0063 0.0502 0.0087 0.0653 0.0118 0.0776 0.0072 0.0540 0.0080 0.0577 0.0167 0.1074
48 0.0070 0.0545 0.0101 0.0637 0.0159 0.0906 0.0110 0.0665 0.0114 0.0719 0.0177 0.1135
96 0.0171 0.0992 0.0172 0.0979 0.0182 0.0944 0.0150 0.0867 0.0125 0.0748 0.0218 0.1232

192 0.0211 0.1110 0.0193 0.1011 0.0169 0.1095 0.0194 0.1043 0.0157 0.0913 0.0252 0.1345

W
in

te
r

12 0.0179 0.0983 0.0197 0.1035 0.0301 0.1314 0.0263 0.1280 0.0283 0.1230 0.0250 0.1189
24 0.0265 0.1197 0.0331 0.1367 0.0514 0.1763 0.0517 0.1807 0.0414 0.1519 0.0391 0.1461
48 0.0369 0.1431 0.0603 0.1990 0.0711 0.2193 0.0592 0.1904 0.0615 0.1932 0.0522 0.1771
96 0.0541 0.1873 0.0655 0.2186 0.0835 0.2387 0.0799 0.2269 0.0788 0.2286 0.0619 0.2069

192 0.0611 0.2049 0.0733 0.2286 0.0793 0.2321 0.1169 0.2765 0.0908 0.2370 0.0637 0.2064
TABLE VII

COMPARISON OF RMSE AND SMAPE METRICS IN DIFFERENT SEASONS

Season Proposed method Informer Autoformer Reformer Pyraformer Crossformer
RMSE SMAPE RMSE SMAPE RMSE SMAPE RMSE SMAPE RMSE SMAPE RMSE SMAPE

Sp
rin

g

12 0.1104 0.6879 0.1135 0.7790 0.1493 0.9934 0.1326 0.8361 0.1207 0.8495 0.1198 0.8800
24 0.1582 0.8658 0.1394 0.9020 0.1869 1.0367 0.1548 0.9252 0.1638 0.9780 0.1441 0.9095
48 0.1608 0.8968 0.1518 0.9066 0.1934 1.0253 0.1710 0.9558 0.1801 0.9984 0.1927 1.0013
96 0.1837 1.0384 0.1857 0.9969 0.2135 1.1052 0.1859 0.9916 0.2027 1.0852 0.1960 1.0016

192 0.1949 1.0403 0.1898 0.9874 0.2085 1.0685 0.1932 1.0216 0.2147 1.1559 0.1956 1.0161

Su
m

m
er

12 0.1281 0.3633 0.1308 0.3751 0.1472 0.4312 0.1329 0.3804 0.1412 0.4051 0.1325 0.3853
24 0.1341 0.3823 0.1536 0.4312 0.1622 0.4805 0.1569 0.4384 0.1519 0.4314 0.1503 0.4247
48 0.1553 0.4457 0.1623 0.4639 0.1676 0.4849 0.1660 0.4583 0.1655 0.4706 0.1693 0.4850
96 0.1895 0.5666 0.1999 0.5941 0.1769 0.4963 0.1933 0.4992 0.1786 0.5066 0.1758 0.5063

192 0.2049 0.6310 0.2119 0.6493 0.2077 0.6119 0.1960 0.5485 0.1743 0.4816 0.2022 0.5868

A
ut

um
n

12 0.0703 0.5260 0.0734 0.5491 0.0930 0.7917 0.0717 0.5459 0.0757 0.5472 0.1247 0.8378
24 0.0794 0.5667 0.0931 0.6343 0.1085 0.8721 0.0847 0.5973 0.0892 0.6065 0.1294 0.8641
48 0.0839 0.6096 0.1007 0.6627 0.1259 0.9058 0.1051 0.7254 0.1069 0.7268 0.1331 0.8856
96 0.1308 0.7961 0.1308 0.9388 0.1349 0.9476 0.1226 0.8613 0.1118 0.7665 0.1476 0.9233

192 0.1452 0.8900 0.1390 0.9211 0.1298 0.8838 0.1393 0.9486 0.1254 0.8569 0.1589 0.9405

W
in

te
r

12 0.1339 0.3760 0.1405 0.3971 0.1734 0.4913 0.1622 0.3660 0.1684 0.4412 0.1580 0.4308
24 0.1627 0.4348 0.1818 0.4852 0.2267 0.5781 0.2276 0.4734 0.2034 0.5484 0.1978 0.5433
48 0.1920 0.4923 0.2456 0.6100 0.2666 0.6409 0.2433 0.6300 0.2480 0.6270 0.2285 0.5763
96 0.2326 0.5852 0.2560 0.6416 0.2890 0.6770 0.2826 0.5881 0.2808 0.7039 0.2487 0.6138

192 0.2472 0.6463 0.2707 0.6523 0.2816 0.7006 0.3419 0.7385 0.3014 0.7036 0.2523 0.6257
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series forecasting, several effective variants were introduced
in the experiment: Reformer, Autoformer, Pyraformer, and the
latest variant Crossformer. Table V demonstrates results of
these models, where the smallest value of error is marked in
bold. The error comparison histograms are shown in Fig. 8.

As illustrated in Table V and Fig. 8, transformer-based
time-series forecasting demonstrates superior performance
compared to traditional methods, including LSTM and GRU,
for short-term prediction problems. The proposed model has
achieved relatively good results compared with the variants of
Transformer. To further evaluate the robustness of the
proposed model, this study performed comprehensive analysis
of WPF across various seasonal conditions. The results are
shown in VI and VII. Taking the MSE and MAE as an
example, the proposed model shows overall superiority. For
winter wind forecast, the proposed method outperforms all the
compared methods within the forecast range spanning from 12
steps to 192 steps. The spring prediction results indicate that
the achieved MSE and MAE values are distributed irregularly
under the specified step size. For summer and autumn wind
forecasts, the Pyraformer model performs better than other
variants when the forecast range exceeds 96 steps. In summer,
compared with the proposed model, the MAE value of
Pyraformer decreased by 14.79% (from 0.1602 to 0.1365) at
192 steps and the MSE value decreased by 27.62% (from
0.0420 to 0.0304).

V. CONCLUSIONS

With the wide application of SCADA systems in wind
farms, the operating data and environmental data of wind
turbines show an explosive growth trend. These rich datasets
are increasingly valuable for WPF analysis. Consequently, this
paper proposes a period-enhanced informer model, which
aims to effectively utilize SCADA data for short-term WPF.
The model is mainly composed of the following parts: (1)
Based on the MIC theory, a multi-feature input set is
constructed to comprehensively consider the factors affecting
wind power while reducing the memory consumption burden.
(2) A novel periodic information enhanced embedding layer is
designed to extract the periodic variation characteristics
hidden in SCADA data. (3) To extract a broader range of
time-series features, a multi-scale deep fusion module is
proposed and incorporated into the Informer model. Although
the proposed model can help improve prediction accuracy in
comparison with other models, future research can be done to
further improve its performance in the following aspects:
1) Data denoising. This study only constructed a multi-

feature input set but did not perform data enhancement.
In the future, research work will be undertaken to
develop denoising methods to improve the quality of
SCADA data.

2) Lightweight mode. Although the periodic information
enhanced embedding layer and the multi-scale fusion
module have improved Informer's predictive capabilities,
these components have also led to an increase in runtime.
In the future work, the model will be optimized from the
perspective of model lightweight.

3) Probability interval prediction. The model presented in
this paper is exclusively designed for point prediction,
while the consideration of probability interval prediction
is reserved for future exploration.
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