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1 

Channel-Spatial Attention Convolutional Neural Networks Trained with 1 

Adaptive Learning Rates for Surface Damage Detection of Wind 2 

Turbine Blades 3 

Abstract—Damage detection of wind turbine blades can provide guidance for maintaining the wind turbine system and reduce 4 

maintenance costs. Although machine vision has made good progress in blade damage detection, the complex background information 5 

brings great challenges to blade damage detection. Existing methods treat all information or features of the image equally, which may 6 

result in insufficient attention to damage features. In this paper, a novel framework of channel-spatial attention convolutional neural 7 

networks, together with an adaptive learning rate scheme, is proposed for surface damage detection of wind turbine blades. It guides the 8 

attention of the feature extraction network to focus on the blade damage feature by embedding CBAM (Convolutional Block Attention 9 

Module) to enhance the blade damage features. To optimize the training process and make it reach saturation faster, a novel adaptive 10 

learning rate scheme is also proposed. The effectiveness of the proposed is verified on real wind turbine blade image database, 11 

containing three types of damage, manually collected from a commercial wind farm. Experimental results show that the proposed 12 

method can improve binary damage classification accuracy by 2.68% and multiple class damage classification accuracy by 5.36% in 13 

comparison with the compared state-of-the-art methods. 14 

Index Terms—Attention mechanism, damage detection, machine vision, adaptive learning rate, wind turbine blade. 15 

I. INTRODUCTION 16 

Wind energy is one of the key strategies for addressing the global energy crisis because of its widespread distribution and lack of 17 

pollution [1]. The addition of 93.6 GW in 2021 brought the total installed wind power capacity to 838 GW, an increase of 12% year 18 

over year. [2]. The power generating capacity of wind turbines is strongly influenced by their wind turbine blades (WTB), which 19 

make up more than 20% of the equipment's overall cost. It is known that under harsh operating and environmental conditions, of 20 

wind turbines and the exposed blades, the blades are susceptible to wind erosion, acid rain corrosion, sun exposure and other 21 

problems. Statistics show that more than 40% of all wind turbine failures that result in power loss are due to blade failure. Accurate 22 

blade damage identification can help with realistic maintenance planning and save downtime [3]. Moreover, a damage that affects 23 

the blade operation is usually gradually intensified by small faults. This means that accurate detection of minor damage can prevent 24 

blade damage at low cost and extend the service life of the blade [4]. 25 

Currently, naked-eye detection by workers at high altitude is the most significant method of identifying blade damage in wind 26 

farms， mainly relying on their experience. It is undeniable that this has issues with high danger and poor efficiency. Other WTBs 27 

damage detection techniques primarily include ultrasound, vibration, acoustic emission (AE), thermal imaging, and machine vision; 28 
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they each have advantages and disadvantages in practical applications [5]. 1 

Rezamand et al. [6] analyzed WTB damage information in vibration signals to verify whether WTB was damaged. The proposed 2 

method is highly sensitive to the WTBs early failure, leading to improved wind energy generation efficiency and reduced 3 

maintenance costs. Joshuva et al. [7] fused the vibration signal with the histogram to realize the status monitoring of WTB. They 4 

analyzed the vibration signal with a histogram, and selected important features by using the J48 decision tree algorithm. Wang et al. 5 

[8] applied multi-channel convolutional neural networks to extract fault information from vibration signals for blade damage 6 

detection. The detection method based on the vibration signal has the advantages of simple implementation and non-destructive 7 

detection, but it has the disadvantages of being susceptible to environmental disturbance images and unable to detect slight surface 8 

damage. The application of AE in damage detection of WTBs is also a research trend [9]. Xu et al. [10] developed a 9 

waveform-based feature extraction strategy to acquire the features hidden in the original AE waveforms, so as to identify the blade 10 

damage mode. Tang et al. [11] classified the AE signals corresponding to different lesions through an unsupervised pattern 11 

recognition method. The AE-based method can confirm the location of the damage and is sensitive to the type of damage, but the 12 

detection cost is high and it is easily polluted by environmental noise. Ultrasound is a commonly used method in the detection of 13 

WTB damage. Oliveira et al. [12] utilized ultrasonic signal processed by PCA to judge the health of WTBs. Choung et al. [13] 14 

proposed a phased array platform for damage detection of WTBs. Ultrasound is excellent for internal damage detection in WTB, 15 

but its signal acquisition and processing are difficult. Thermography-based method is one of the most current methods to detect 16 

WTBs damage. Yang et al. [14] applied TWR principles to the detection and diagnosis of CFRP imaging. Galleguillos et al. [15] 17 

proposed a thermal imaging method for non-destructive detection of WTB composites. Thermography-based technology has 18 

different sensitivities to different materials and can detect fatigue damage, but there are few types of damage that can be detected. 19 

The above methods are not well suitable for wind turbine blade damage detection in wind farms due to their drawbacks such as 20 

high cost, long downtime, and low detection accuracy. Usually further visual detection of blade damage details needs to be 21 

performed to determine a repair plan, so vision-based detection solutions have become the mainstream choice for intelligent blade 22 

damage detection. Peng et al. [16] used multi-directional Gabor transformation to address the issue of non-uniform illumination 23 

image. This work effectively preprocesses WTB images but does not optimize the detection model. Wang et al. [17] classified 24 

blade features for damage using trained classifiers and Haar-like features to describe blade damage areas. Guo et al. [18] used 25 

Haar-AdaBoost to screen out areas that may contain damage, and then classified damage through CNN. Since this method needs to 26 

manually design Haar features, the generalization ability of the model is relatively poor. With the development of computing 27 

performance, methods based on deep learning show better generalization. Reddy et al. [19] used deep convolutional neural 28 

networks (CNN) to classify WTB damage, and the experimental results showed excellent practicability. This method adjusts some 29 

of the hyperparameters of CNN instead of optimizing the network model structure; its classification accuracy is still below the 30 
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desired goal. Foster et al. [20] used YOLOv5 to detect WTB damage by optimizing the WTB characteristics; but the overall 1 

performance of the method is still unsatisfactory. Zhang et al. [21] proposed a new Mask R-CNN based pipeline to detect damages, 2 

and designed new performance evaluation measures. This method can detect WTB damage relatively accurately, but its feature 3 

extraction network effectively fully extract the information contained in the image, thus its detection accuracy still needs to be 4 

improved. 5 

These methods are efficient for blade damage detection, but their performance is not very prominent. The reason is that the 6 

background information of the real wind farm blade image is complex, which leads to the distraction of the "attention" in the 7 

feature network. Therefore, one way to improve the performance of damage detection is to introduce an attention mechanism to 8 

make the network focus on damage features [22]. The essence of attention can be regarded as weight, if a feature is attached great 9 

importance, it means that the weight is very high. Most recently attention mechanism has been applied to wind turbine blade 10 

damage detection. For example, Chen et al. [23] applied an attention module to WTB damage detection and demonstrated a great 11 

potential of attention mechanism  for dealing with the WTB damage detection problem. Such a method has good performance in 12 

the detection of minor damage, but its model training efficiency still needs to be improved. The application of the attention 13 

mechanism in the WTB damage detection tasks is still in its infancy, and its potential needs to be further explored. 14 

The learning rate is a crucial hyperparameter in deep learning networks, which directly affects the training result of the model 15 

[24]. Dong et al. [25] trained a deep learning network with a constant learning rate to predict electrical loads, but the training 16 

method used cannot be well adapted to the network training process. During the training process, a relatively large learning rate can 17 

usually increase the convergence speed in the early stage, but a smaller value is usually required when the model approaches the 18 

saturation point in the later stage. To solve this problem, Mvoulana et al. [26] trained a deep learning network using a decay 19 

learning rate scheme. This method can automatically change the value of the learning rate according to the training epoch, but it 20 

cannot match different learning rates to the steps in each epoch. To overcome this issue, an adaptive learning rate approach is 21 

designed, which can significantly improve the convergence speed and computational efficiency of the network. 22 

In this paper, channel-spatial attention convolutional neural network for surface damage detection of WTBs using adaptive 23 

learning rate were proposed, which places more emphasis on damage features, and less emphasis on background and healthy region 24 

features. In this manner, the weight of damage features is increased to enhance the recognition of minor damage and eliminate the 25 

interference of inherent structures (drain holes, lightning arresters, etc.). Moreover, a novel adaptive learning rate design method 26 

was proposed to help the model reach saturation faster. The following is this paper's main contributions: 27 

1) Design of new channel-spatial attention convolutional neural networks trained with adaptive learning rate for surface damage 28 

detection, which provide an end-to-end detection framework for blade damage. 29 

2) Design of damage feature enhanced channel-spatial attention, which assigns higher weights to damage-sensitive channels and 30 
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enhances the spatial information of damage features, and which enables the feature extraction networks to pay more attention to the 1 

damage features rather than the whole image. 2 

3) A novel adaptive learning rate design method, which enables the model to reach the global optimum faster and more 3 

accurately. 4 

The rest of this essay is structured as follows. In Section II, the proposed damage detection method including attention 5 

mechanism, feature extraction network and the adaptive learning rate is proposed. In Section III, a comprehensive case study of 6 

WTBs damage detection is carried out, and detailed analysis and discussions on the case results are provided. Finally, the 7 

conclusions are presented in Section IV. 8 

II. THE PROPOSED CHANNEL-SPATIAL ATTENTION CONVOLUTIONAL NEURAL NETWORKS FOR DAMAGE 9 

DETECTION  10 

The vision-based WTB damage detection framework mainly consists of three phases: feature extraction network, attention 11 

mechanism and adaptive learning rate. The damage detection framework of WTBs is depicted in Fig. 1. The feature extraction 12 

network  comprises 5 blocks, where the channel attention module (CAM) and the spatial attention module (SAM) are  embedded 13 

between blocks 1 and 2, 2 and 3, and so on. More details of the Block structure are provided in Section A below. The extracted and 14 

enhanced feature map is flattened into a vector of size (c*w*h, 1) through the "Flatten" operation first, and then mapped to a vector 15 

of the specified size by a linear function. Finally, the classification result is produced by the classifier. Note that the novel adaptive 16 

learning rate is applied to all parameter updates in the network training process.   17 
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Fig. 1.  WTBs damage detection flow chart. 19 

A.  Feature Extraction Network 20 

The feature extraction network occupies an important position in the damage detection framework, because it is directly related 21 

to the acquisition of information contained in the image. At present, due to the complex design and insufficient generalization 22 

ability of traditional image feature extractors, the first choice for feature extraction has been replaced by deep learning-based 23 
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feature extraction networks. The feature extraction network is composed of multiple CNN (Convolutional Neural Network) stacks, 1 

which has the characteristics of simple design and powerful functions. Among them, VGGNet [27] and ResNet (Residual Network) 2 

[28] have been confirmed by many researchers to be effective. In this paper, the backbone of VGGNet-16 is used for feature 3 

extraction. To fully demonstrate the role of adaptive learning rate and the role of the proposed attention module, this paper also uses 4 

Resnet as a supplementary feature extraction network.  5 

VGGNet was proposed by researchers from Oxford University in 2014 and is a neural network model with an excellent structure 6 

[27]. In order to extract features, it combined several 3×3 convolution kernels instead of using large convolution kernels. The use of 7 

this design can both enhance the nonlinear mapping ability of the network and reduce the parameters of the network. At the same 8 

time, it also used multiple convolutional layers for stacking to enhance the feature expression ability of the network by increasing 9 

the network depth within a certain range. ResNet is also a network framework with an outstanding structure [28]. To address the 10 

issue of gradient explosion and gradient disappearance as the network deepens, it suggested a residual module. 11 

According to the output feature map size, VGGNet is divided into 5 blocks, each block uses 2 or 3 convolutional layers to extract 12 

WTB features, and then uses a pooling layer to process the features. The structure of the feature extraction block is shown in Fig. 2. 13 

First, the convolution kernel is used to filter the feature map to extract the deep features, then batch normalization (BN) is used to 14 

process the features to speed up the convergence of the network. Finally, the features are mapped to the specified interval through 15 

the rectified linear unit (ReLU) activation function. The main parameters are set as follows: the stride is set to 1, and the size of the 16 

convolution kernel is set to 3, so that the convolution kernel can traverse all the positions of the feature map. In addition, stacking 17 

smaller convolution kernels instead using larger convolution kernels for each block not only achieves a larger receptive field, but 18 

also has fewer parameters. The pooling layer adopts the maximum pooling operation, and the pooling kernel is 2, so that the most 19 

prominent features of the feature map can be retained to compress the model. 20 
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Fig. 2.  The structure of the feature extraction block. 22 

Each convolution kernel can be regarded as a filter, and different convolution kernels will produce different responses to the 23 

input feature. The response of each convolution kernel to the input feature is a 2D feature map, and the responses of multiple 24 
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convolution kernels are aggregated into a 3D feature map. The number of convolution kernels is the third dimension of the feature 1 

map: channels. In this way, each channel represents the response of a convolution kernel, and the sensitivity of different 2 

convolution kernels to different features creates differences between channels and therefore distinguishes different channels. The 3 

different positions of each channel also indicate that different spatial positions of the feature map contain different feature 4 

information. This is the theoretical basis for the design of CAM and SAM. 5 

To detect the damage features in these two dimensions, we sequentially insert a CAM and a SAM after each block. The 6 

parameters of the two modules are updated by the adaptive learning rate to complete the automatic search and weighting of the 7 

damage features by the attention module, so that the feature extraction network pays more attention to the damage features. The 8 

specific implementation steps of these two modules will be described section II-B. 9 

B. The Proposed Channel-Spatial Attention Modules  10 

The attention mechanism can be seen as a technique for dynamically adjusting the weight of input image features in 11 

decision-making, that is, to reduce the importance of unimportant information and concentrate on important information [29]. In 12 

the human visual system, humans do not remember and process the entire scene, but process parts of the scene or thing of interest. 13 

Similarly, when applying attention technique in the image field, the weights of some features of interest are adjusted, so as to 14 

intensify these features. At present, the attention mechanisms can be roughly divided into the following four groups: channel 15 

attention [30-31], spatial attention [32-33], the combination of channel and spatial attention [34], and self-attention [35-36]. 16 

Channel attention and spatial attention intensify the target features from the channel and space dimensions, respectively, but they 17 

both have a main drawback: the feature information contained in the space or channel will be lost. Different from other attention 18 

mechanisms, self-attention directly operates on each patch of the input image instead of using convolution to extract features and 19 

derive the relationship between patches. Self-attention usually requires the use of very large datasets and huge calculations to 20 

achieve good results, so it is rarely used at present. 21 

The attention mechanism combining channel and space takes advantage of the two and overcomes the shortcomings of both; it 22 

becomes the main method to enhance the target features. Convolutional Block Attention Module (CBAM) [34], proposed by Woo 23 

et al., is an excellent representative of channel and spatial attention. The attention method employed in this paper, which is 24 

developed based on CBAM, consists of two independent modules: CAM and SAM. These two modules process the original feature 25 

map in turn, so that the damage features are enhanced at both the channel and space levels. The combination of CAM and SAM is 26 

shown in Fig.1. 27 

As described in section II-A, each convolution kernel can be regarded as a filter, and each channel is generated after the feature 28 

map is filtered by a convolution kernel. Different convolution kernels have different sensitivities to the damage features in the 29 

feature map, and the convolution kernel with a high sensitivity can generate a 2D feature map containing a large number of damage 30 
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features, so that the damage features are transferred to the next-level feature map. Therefore, we need to find channels that are 1 

sensitive to damage signatures and enhance them. This is the role of channel attention in the framework of this paper.  2 

The implementation process of channel attention includes three steps. The first step is to collect the information of each channel 3 

in the input feature, the second step is to establish the relationship between channels, and to obtain the weight of each channel, and 4 

the third step is to weight the original feature map. The implementation can be expressed as (1): 5 

ˆ ( ( ))

( )

= C

M M F A M

M F C

M W

= 
= 


                                                                                  (1) 6 

where C H W
M

   denotes a feature map, ( )A g  means to aggregate channel information, ( )F g  represents the perceptual function 7 

of the channel relationship, 1 1C
C

   represents aggregated channel information, 1 1C

C
W

   represents the weight of the 8 

channel. 9 
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Fig. 3.  Detailed structure of channel attention. 11 

The workflow of CAM is shown in Fig. 3, we adopt global max pooling and average pooling to aggregate the feature 12 

information of each channel in parallel, this can greatly reduce the network computational complexity including parameter 13 

estimation. CAM generates two sequences maxF  and avgF  , which stand for max-pooled features and average-pooled features, 14 

respectively. The use of maximum pooling is to retain the most significant features in the original feature map, and the use of 15 

average pooling is to collect overall features; the two combined features can enhance one another. Then, both sequences are passed 16 

to a shared network to create an elementary channel attention map C 1 1
c

M
  . Multi-layer perceptron (MLP) makes up the 17 

shared network. It is set to C/r 1 1   for the hidden activation size, where r is the reduction ratio, which is set to 16 in this paper to 18 

reduce parameter overhead. maxF  and avgF  are respectively input into MLP to generate Channel Map_max and Channel Map_avg, 19 

then they are fused into a vector by adding corresponding elements, and finally mapped to [-1,1] through the sigmoid function. In 20 

this way, the weight vector of the channel is obtained. In a nutshell, the channel attention is calculated as follows: 21 
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1 0 1 0 max

M ( ) ( ( ( )) ( ( )))

( ( ( )) ( ( )))

c

avg

F MLP AvgPool F MLP MaxPool F

W W F W W F





= +

= +
                                                      (2) 1 

where   represent the sigmoid function, C/r
0

C
W

 , C /
1

C r
W

 , and F  represent the feature map. 2 

As mentioned in Section II-A, the feature processed by the convolutional layer contains not only the information extracted by the 3 

channel, but also a large amount of spatial information in the 2D feature map generated by each channel. Therefore, to fully search 4 

the damage feature in the feature map and enhance it, we also need to design spatial attention. Similar to channel attention, the 5 

implementation procedure of spatial attention is as follwos. The first step is to collect the channel information of each position on 6 

the feature map, the second step is to establish the spatial relationship of each position and find out the spatial information of the 7 

target features, and the third step is to weight the 2D feature map of each channel of the original feature map. The procedure can be 8 

expressed as: 9 

ˆ ( ( ))

( )

= S

M M F A M

M F S

M W

= 
= 


                                                                           (3) 10 

Where 1 H W

S
W

   represents the weight of the spatial, other parameters are consistent with (1). 11 
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Fig. 4. Detailed structure of spatial attention. 13 

In spatial attention module, we first use the mean and maximum values for the feature maps to aggregate the channel information 14 

at the same location, so that we can obtain two 2D features. We concatenate the two 2D feature maps in the channel dimension, and 15 

use a convolutional layer to reduce the dimension of the concatenated feature map so that its channel is 1. Then we send the 16 

dimensionality-reduced feature map to a convolutional layer to further extract the location information of the damage feature, and 17 

weight the 2D feature map of each channel of the original feature map. In a nutshell, the spatial attention is calculated as follows: 18 

1 0 1 0 max

M ( ) ( ( ( )) ( ( )))

( ( ( )) ( ( )))

c

avg

F MLP AvgPool F MLP MaxPool F

W W F W W F





= +

= +
                                             (4) 19 

where C/r
0

C
W

 , C /
1

C r
W

 ,  represent the sigmoid function, and F  represent the feature map 20 
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The sequential application of CAM and SAM constitutes the attention mechanism proposed in this paper. By using the adaptive 1 

learning rate to update the attention module parameters, the channel and spatial attention modules that can automatically search for 2 

blade damage features are trained. The damage feature is enhanced from both channel and space dimensions, so that the damage 3 

feature can obtain higher scores in subsequent classifiers. 4 

C. Training Process Based on Adaptive Learning Rate 5 

In deep learning methods, an essential hyperparameter in model training is learning rate, which controls the learning procedure 6 

towards obtaining the best or optimal model parameters [37]. During the network training, the update rule of the network weight is 7 

= ( )J   



−


,where   is the learning rate. It's critical to properly adjust the learning rate because if it is too large, the network 8 

may fail to converge, or even diverge from the optimal error point, but if it is too small, the network may converge very slowly or 9 

even be trapped in a local extreme point. A general rule is as follows: in the early stage of network training, the learning rate can be 10 

set a relatively large value, so that the network can converge quickly; in later stages, the learning rate should be relatively smaller to 11 

avoid missing the optimum of the network model parameters. In this context, the learning rate can be assumed to be a 12 

monotonically decreasing function as the training progresses. The training of the network can be decomposed into multiple epochs, 13 

and each epoch can be divided into multiple steps. Therefore, the values of epoch and step can be combined to form the 14 

independent variable of the learning rate function. It needs to take into account that the learning rate cannot be extremely close to 15 

zero, even at the end of training. 16 

In order for the damage detection network to approach its optimal model parameters quickly and improve the classification 17 

accuracy of blade damage as much as possible, this paper proposes the following adaptive learning rate update scheme: 18 

3/410( )
( ) / (1 [ ] )

step i L
lr i L step Lr

E L

+ 
 + = +


                                                           (5) 19 

where E , L , Lr  are all constants, representing the training epoch, the batches contained in each epoch and the preset maximum 20 

learning rate. step and i  represent the current epoch and batch values, respectively. 21 

If we replace i L step +  with (0, )x E L  , then we can simplify (5) to: 22 

3/410
( ) / (1 [ ] )

x
lr x LR

E L


= +


                                                                        (6) 23 

The derivative of (6) is: 24 

0.75 0.25 0.75 210 10
( ) 0.75 ( ) / [1 ( ) ]

x
lr x LR x

E L E L

 = −  +
 

                                                (7) 25 

By analyzing (7), we can know that the proposed adaptive learning rate has the following property: it gradually decreases as the 26 

training progresses, but is still non-zero at the final stage, which means that the network has always learning ability. 27 

Commented [HW1]: Do not use ‘0’. Instead, use zero. 
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III. CASE STUDIES AND DISCUSSION 1 

This study uses a dataset of real images, collected from a Chinese wind farm, to demonstrate and test the performance of the 2 

proposed method from several different aspects including: i) how the feature extraction network gives the damage features more 3 

consideration; ii) how the damage detection accuracy can be improved with the new method. 4 

A. Dataset and Implementation Details 5 

Given the fact that images of wind turbine blade damage are difficult to collect, the real dataset used in this study is not large; it 6 

contains only 395 images. We label these images according to the professional advice of the engineers, so the model can learn the 7 

expert knowledge in those images and give more accurate detection suggestions. For example, the model marks these images 8 

containing slight damage (that do not deteriorate) are considered normal images, thereby reducing maintenance costs for wind 9 

farms. To make good use of the images, morphological transformation and image adjustment were performed on the existing 10 

datasets. The process includes: reversing, color adjustment, rotation, contrast adjustment, brightness adjustment and sharpness 11 

adjustment. 12 

Specifically, the purpose of flipping and rotating the images is to mimic the acquisition of damage image from various angles. 13 

Images under various lighting conditions can be simulated by adjusting brightness and chromaticity. The foreground information 14 

can be made more prominent and damage features in the image can be highlighted by adjusting the contrast and sharpness. These 15 

operations increase the number of images and complement the dataset. It is worth mentioning that the resolutions of these original 16 

images are not consistent, therefore, for convenience of further processing, those WTB images are all resized and unified to 17 

224×224 pixels. 18 

(a) Non-damage (b) Crack (c) Sand Hole (d) Skin Shedding
 19 

Fig. 5. Samples of the WTB image. 20 

According to WTB's maintenance regulations, the images of this dataset are divided into the following: sand hole images, crack 21 

images, skin shedding images and non-damage images. Fig. 5 depicts some examples in the WTBs dataset. Table I lists the precise 22 

number of categories and how the training set and test set are split up.  23 

 24 

 25 

 26 

https://doi.org/10.1016/j.measurement.2023.113097


Manuscript of the paper published in: Measurement 217, 113097,  https://doi.org/10.1016/j.measurement.2023.113097 

  

 

11 

TABLE I 1 

THE DISTRIBUTION OF BLADE IMAGE DATA 2 

 Non-damage Crack 
Sand 

Hole 

Skin 

Shedding 
Sum 

Train 2009 250 550 580 3389 

Test 200 80 130 150 560 

Experiments were conducted on a workstation installed with Inter i5-10600KF CPU, NVIDIA GeForce RTX2060 8G GPU, 16G 3 

Memory, Pytorch 1.8.1, and Cuda 10.2.89. For a fair comparison, all models are trained with consistent parameter settings and 4 

without using any pre-trained weights and. The maximum number of epochs is 50, the initial learning rate is 0.01, the batch size is 5 

16. 6 

B. Adaptive Learning Rate Evaluation 7 

This section presents the actual performance of the proposed adaptive learning rate in this case. To measure the performance of 8 

the proposed learning rate, this paper uses the proposed learning rate and constant learning rate when training Resnet50 and 9 

VGG16, respectively. The constant learning rate is set to 0.01. The complete training process is shown in Fig. 6.  10 

 11 

Fig. 6. Training process with changing learning rate. 12 

Experimental result shows that the VGG16 and Resnet50 networks, with the proposed adaptive learning rate, can reach the peak 13 

faster and improve the classification accuracy. Because the adaptive learning rate performs well in the experimental data presented 14 

in this paper, the adaptive learning rate design method is used uniformly in all subsequent experiments. 15 

C. Performance Evaluation 16 

This section presents the experimental results produced by the proposed method, together with a comparison with results given 17 

by three state-of-the-art attention methods, namely, SE block [30] based on channel attention, Coordinate block (CA) [33] based on 18 

spatial attention, VIT [36] based on self-attention and SVM. The inputs of SVM are WTB images. At the same time, in order to 19 

verify the generalization ability of the proposed method in different models, these attention modules will be applied in both VGG16 20 

and Resnet50. In doing so, the experiments were divided into two groups, each contains a baseline network and three networks with 21 
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embedded attention modules. Since VIT directly processes the input image without using CNN, it serves as a separate control 1 

group, as does SVM. In order to reduce the influence of other factors, all the networks were trained in the same environment using 2 

the same training strategy, and did not use the pre-trained weights (except VIT). 3 

To perform a comprehensive analysis on WTB damage detection, this study considers two evaluation criteria: a) whether the 4 

WTB is damaged or not; b) what kind of damage is present on the WTB. 5 

1) Criterion a) involves three indicators: classification accuracy (ACC), false positive rate (FPR), and true positive rate (TPR), 6 

which are defined as follows: 7 

ACC
TN TP

TN TP FN FP

+
=

+ + +
                                                                                  (8) 8 

TP
TPR

FN TP
=

+
                                                                                           (9) 9 

FP
FPR

TN FP
=

+
                                                                                        (10) 10 

where images with damage are considered as positive samples (P), and images without damage are considered as negative samples 11 

(N). TP (True Positive) and TN (False Negative) denote the number of correctly classified images with and without damage, 12 

respectively; FP (False Positive) is the number of images without damage but misclassified as images with damage, and FN (False 13 

Negative) is the number of images with damage but misclassified as images without damage. 14 

Note that in the damage detection of WTB, the cost of misclassifying damage as no-damage are much higher than the cost of 15 

misclassifying no-damage as damage. Because the former can be passed through artificially, the latter may cause huge losses if the 16 

blade is not repaired in time. Therefore, the importance of TPR is greater than that of FPR. 17 

 18 
Fig. 7.  WTB damages binary classification accuracy 19 
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The damage detection accuracy of Criterion a) is shown in Fig. 7. It can be seen that the damage detection performance of the 1 

proposed method is the best among the four methods. Table II presents more  detailed information of the experimental results. The 2 

"Time" in the table is the time taken to test 560 images. As can be seen from Table II, the proposed method achieves the best scores 3 

in terms of ACC, TPR and FPR, which are the most important metrics for the case. Compared with VGG16 (without attention 4 

mechanism), this proposed method improves ACC by 2.68%, TPR by 3.17%, and improves the performance compared with other 5 

advanced attention mechanisms. But on Resnet50, we can note a strange phenomenon: introducing some attention mechanisms 6 

may have negative effect on network model optimization; we will do further research on this finding the future. In addition, the 7 

time cost of the proposed method is generally a little longer than the other methods, but it has less impact in real scenarios. In the 8 

process of blade damage detection, the speed of image acquisition is generally less than 30fps, and the judgment speed of the model 9 

is greater than the acquisition speed. In general, the attention mechanism can enhance the feature extraction ability of the network, 10 

and our proposed method has certain advantages compared with the compared existing methods. It was noted that in this 11 

experiment, using VGG structure as the feature extraction basic network can always produce a better result than Resnet. 12 

TABLE II 13 
THE TEST RESULT OF CLASSIFYING DAMAGE AND NON-DAMAGE 14 

Network TP TN FN FP 
ACC 

(%) 

TPR 

(%) 

FPR 

(%) 

Time 

(s) 

VGG 329 200 31 0 94.46 91.39 100 10.32 

+CA 334 199 26 1 95.18 92.78 99.5 11.18 

+SE 340 200 20 0 96.43 92.78 100 10.46 

+Proposed 344 200 16 0 97.14 94.56 100 11.38 

ResNet 326 200 34 0 93.92 90.56 100 9.92 

+CA 316 199 44 1 91.96 87.78 99.5 10.86 

+SE 309 200 51 0 90.89 85.83 100 10.46 

+Proposed 332 200 28 0 95 92.22 100 11.01 

VIT 329 196 31 4 93.75 91.39 98 17.26 

SVM 335 160 25 40 88.39 93.06 80 268.57 

 15 

 16 

In general, in the task of judging whether the blades are damaged or not, the embedded attention mechanism can effectively 17 

intensify the feature extraction ability of the network and the proposed method outperforms the three compared methods. 18 
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 1 

Fig. 8. WTB multiple damage detection accuracy 2 

2) For criterion b), the WTB dataset are divided into follow: sand hole, skin shedding, crack, and non-damage. This experiment 3 

trains the model to classify what kind of damage in the blades. The classification accuracy of each category and total accuracy are 4 

used to measure the damage detection performance. 5 

The experimental control settings are basically the same as the experimental settings in criterion a). The accuracy of 6 

multi-damage classification is shown in Figure 8. It can be seen from the figure that the proposed method has the best performance 7 

for both single type damage detection and multi-type damage detection. More experimental results are shown in Table III. 8 

TABLE III 9 
THE TEST RESULT OF BLADE DAMAGE CLASSIFICATION 10 

 non-damage Crack Sand hole Skin shedding  Time 

(s)  True False ACC True False ACC True False ACC True False ACC Total ACC 

VGG 200 0 100% 70 10 87.5% 103 27 79.23% 117 33 78% 87.5% 10.4351 

+CA 199 1 99.5% 76 4 95% 110 20 84.61% 114 36 76% 89.11% 11.3267 

+SE 200 0 100% 72 8 90% 88 42 67.69% 125 25 83.33% 86.61% 10.5747 

+Proposed 200 0 100% 80 0 100% 119 11 91.54% 121 29 80.66% 92.86% 11.5052 

ResNet 200 0 100% 61 19 76.25% 82 48 63.08% 98 52 65.33% 78.75% 10.0241 

+CA 199 1 99.5% 67 13 83.75% 92 38 70.77% 100 50 66.67% 81.78% 10.9606 

+SE 200 0 100% 66 14 82.5% 90 40 69.23% 101 49 67.33% 81.60% 10.5857 

+Proposed 200 0 100% 78 2 97.5% 77 53 59.23% 105 45 70% 82.14% 11.0733 

VIT 196 4 98% 62 18 77.5% 95 35 73.08% 89 61 59.33% 78.93% 17.3276 

SVM 148 52 74% 72 8 90% 66 64 50.77% 102 48 68% 69.28% 360.5759 
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(a) (b)  1 
Fig. 9. Accuracy changes during network training.  (a) Represents the training process of the attention module embedding in VGG16. 2 

(b) represents the training process of embedding Resnet50. 3 

As can be seen from Table III, this proposed method also performs well, but also had the problem of taking longer in the 4 

multi-damage classification of WTB. Its total accuracy and per-class accuracy are higher than other attentions. Specifically, its 5 

overall accuracy improves by 5.36% compared to VGG16 (without the embedded attention module).  Similar to the results measure 6 

by criterion a), the VGG16-based method is always better than the Resnet50-based method under the same conditions. Fig. 9 shows 7 

the performance of the proposed and comparative methods on VGG16 and Resnet50. As can be seen from Fig. 9, the proposed 8 

method outperforms other methods in the whole training process, and the same is true for embedding in Resnet. 9 
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D. Model Analysis 1 

 2 

Fig. 10. Visualization with Grad-CAM. 3 

To explore and understand how the proposed attention method works for WTB damage classification, this paper adopts 4 

Gradient-weighted Class Activation Mapping (Grad-CAM) [38] as a network visualization tool here. Grad-CAM is a recently 5 

proposed visualization tool, which uses the gradient in the convolutional layer to represent the weight of the feature map in the 6 

network. In this way, the distribution of the network's "attention" to the input image can be visualized. Fig. 10 shows the 7 

visualization of the last convolutional layer of Grad-CAM in the network, which uses color depth to indicate the degree of attention 8 

of the network. 9 

In Fig. 10, we can see that when detecting images of healthy WTBs, the proposed model puts "attention" on the WTBs area 10 

instead of the background part, expanding the weight difference between the foreground and background. Other models do not 11 

produce a clear distinction between WTBs and background parts. When detecting WTBs images with cracks, due to the clearer 12 

features, all methods have better performance, and the confidences are all over 0.998. When detecting images of WTBs with sand 13 
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hole, the proposed model has the most complete coverage of sand hole, and other methods do not pay attention to the sparse sand 1 

hole at the edge of the image. When detecting images of WTBs with skin shedding, it can be seen that other networks slightly 2 

distract from part of the "attention" on the right wind turbine of the image, except the proposed method. 3 

By visualizing the network, it is clear that the proposed approach outperforms the other two attention techniques in terms of 4 

enhancing the network's capacity to detect WTB damage features. 5 

TABLE IV 6 
THE TEST RESULT OF BLADE DAMAGE CLASSIFICATION 7 

 non-damage Crack Sand hole Skin shedding  

 True False ACC True False ACC True False ACC True False ACC Total ACC 

VGG 200 0 100% 70 10 87.5% 103 27 79.23% 117 33 78% 87.5% 

+Proposed 200 0 100% 80 0 100% 119 11 91.54% 121 29 80.66% 92.86% 

+No-CAM 200 0 100% 72 8 90% 95 35 73.08% 114 36 76% 85.89% 

+No-SAM 200 0 100% 78 2 97.5% 106 24 81.54% 117 33 78% 89.46% 

ResNet 200 0 100% 61 19 76.25% 82 48 63.08% 98 52 65.33% 78.75% 

+Proposed 200 0 100% 78 2 97.5% 77 53 59.23% 105 45 70% 82.14% 

+No-CAM 199 1 99.5% 64 16 80% 75 55 57.69% 99 51 66% 78.03% 

+No-SAM 200 0 100% 70 10 87.5% 76 54 58.46% 106 44 70.67% 80.71% 

We remove the channel attention module (No-CAM) and the spatial attention module (No-SAM), respectively, in order to 8 

further investigate the respective roles of the components in the proposed method. We then repeat the experiments from Section 9 

III-B. The experimental results and training process are shown in Table IV-V and Fig.11, respectively. 10 

As can be seen from Table IV-V, the lack of spatial attention module or channel attention module leads to performance 11 

deterioration for damage detection.  In other words, the proposed method, by combining the spatial and channel attentions which 12 

complement each other, can enhance the network ability to capture damage features in multiple dimensions. The training process in 13 

Fig.11 also supports this conclusion. 14 

 15 

(a) (b)  16 
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Fig. 11. An illustration of the training process of a single attention module of the proposed method. (a) Modules embedded in 1 

VGG16, (b) Modules embedded in Resnet50 2 

TABLE V 3 
THE TEST RESULT OF CLASSIFYING DAMAGE OR NON-DAMAGE 4 

Netwo

rk 
TP TN FP FN 

ACC 

(%) 

TPR 

(%) 

FPR 

(%) 

VGG 329 200 31 0 94.46 91.39 100 

+Prop

osed 
344 200 16 0 97.14 95.56 100 

+No-S
AM 

337 200 23 0 95.89 93.61 100 

+No-C
AM 

339 200 21 0 96.25 94.17 100 

ResNet 326 200 34 0 93.92 90.56 100 

+Prop

osed 
332 200 28 0 95 92.22 100 

+No-S
AM 

324 200 36 0 93.57 90 100 

+No-C
AM 

316 200 44 0 92.14 87.78 100 

IV. CONCLUSION 5 

In this paper, a channel-spatial attention convolutional neural network framework, together with an adaptive learning rate 6 

scheme, has been proposed for surface damage detection of wind turbine blades. It decomposes the feature extraction network of 7 

VGG16 into 5 blocks and rescales the associated feature maps. In the recalibration stage, it combines channel and spatial attention 8 

modules to capture the feature information of damage and enhance the damage features, so that the damage area has a higher 9 

weight in the feature map. Moreover, we proposed a novel adaptive learning rate scheme, which can make the training process of 10 

feature extraction networks and attention modules reach saturation faster. 11 

The experimental results for the real blade images acquired in the wind farm clearly show the effectiveness and the improvement 12 

in performance of the proposed damage detection method in comparison with other compared methods. For the damage binary 13 

classification task, the proposed method improves the accuracy rate by 2.68% compared with the existing methods. For the 14 

challenging multi-damage classification tasks, the proposed method improves the accuracy by 5.36% compared with the compared 15 

methods. 16 

The proposed method can significantly improve both the efficiency and accuracy for wind turbine blade damage detection. In 17 

future work, more types of damage will be considered and the detection of damage location will also be included in the 18 

experimental tasks. 19 
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