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Abstract

The paper considers the question of location in the development and governance of 

artificial intelligence in Africa. The discussion draws from ideas on locational advantage 

and the mix of factors that affect inequalities in AI development and how this influences 

the ability that countries have to shape AI norms, cultures and governance. It analyses 

policy documents and internet databases to highlight Africa’s place in AI development, the 

continent’s governance approach and the symbiotic relationship that explains the influence 

of advanced countries and tech corporations in the AI landscape. Based on this, it proposes 

the concept of the ‘politics of locationality’ to extend our understanding of how the power 

resident in AI systems is associated with their primary situatedness and how this reality, in 

turn, (re)produces imbalances and unequal opportunities for Africa in AI development and 

governance. It concludes with implications for Africa’s contribution to global AI cultures, 

design and governance at this time of pressing need for well-balanced AI policies.
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Introduction

The race for supremacy in AI development and governance has gathered pace among 

leading countries such as the US, European nations and China (Bradford, 2023). Many 

of the largest AI companies and models trace their origins to these countries and benefit 
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from massive investments in computing, data and skills (Moorosi, 2024). By contrast, 

African countries mainly boast of AI startup ecosystems coordinated by technology hubs 

such as Kenya’s ‘Silicon Savannah’ (Eke et al., 2023) and African journalists have had to 

grapple with tools like ChatGPT, given the relevance of generative AI for media produc-

tion (Gondwe, 2023). Although many of these experiences show Africa’s creative poten-

tial in the AI sector, as well as its growing market for AI technologies and tools (Okolo 

et al., 2023), there remain complex historical, cultural, political, legal, economic, labour 

and data factors that the continent faces in its drive towards AI development and govern-

ance. This mix of factors is a subject that scholars have considered to varying degrees 

(Muldoon and Wu, 2023; Png, 2022). I build on this by examining the question of loca-

tionality within that mix and how locationality helps to explain aspects of the symbiotic 

relationship between countries and platforms in shaping AI design and governance prin-

ciples within a global context.

My discussion sits at the intersection of critical media studies (Ott and Mack, 2014), 

digital geopolitics (Wong, 2021) and AI studies (Crawford, 2021), seeking to demonstrate 

why AI, understood as a political tool for constructing knowledge and generating maps of 

meaning, should be situated. This focus on situatedness further ties into studies on eco-

nomic geography and locational advantage (Dunning, 1998; Iammarino and McCann, 

2013), which explain why multinationals such as AI companies are more likely to choose 

certain locations as headquarters and how these locations are better placed to acquire 

greater leverage and power. It relates to the understanding that the location where a tech-

nology company is headquartered has considerable influence to shape that company’s 

decisions (Sargsyan, 2016), presupposing that advanced AI development confers loca-

tional advantage on the place where this development is primarily domiciled, making it a 

locus of power in shaping global AI ethics, norms and governance. This presupposition is 

what I interrogate by asking: How do issues around the location of AI development 

explain the impact that African countries have to shape AI design, cultures and govern-

ance in light of inequalities between advanced nations and the majority world?

This question is crucial as it indicates which countries are better positioned as key 

definers of AI at a time when the design, norms, ethics, principles and governance of the 

technology are being concretised. It also leads to my argument on what I call the ‘politics 

of locationality’ as a concept to advance our understanding of how the primary situated-

ness of leading AI companies in advanced locations (such as the Global North) reveals 

inequalities in AI development and governance in the majority world. In this paper, 

advanced locations refer to the US, Europe and China – following Bradford’s (2023) 

description of them as the three digital empires, having the capacity not only to define the 

digital ecosystem in line with their cultures and priorities, but also shape the digital val-

ues of other countries that fall under their influence. The discussion that follows flows 

through a review of the literature, my methodology and findings, culminating in my 

argument on the politics of locationality.

Locationality and the mix of factors in AI development

Across the AI landscape, ethical principles are vital because they guide AI development, 

design and governance (Tidjon and Khomh, 2022). In Africa, some of the ethical and 
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cultural values that researchers contend should guide AI development include ubuntu 

(communal humaneness), humanism and indigenous knowledge (Nayebare, 2019; 

Mhlambi and Tiribelli, 2023). Not enough of this has been realised, however, given that 

AI technologies on the continent remain a largely Western import (Eke et al., 2023). 

Nonetheless, home-grown African AI systems have been on the rise, evident in the crea-

tion of technology centres such as Kenya’s ‘Silicon Savannah’, Ethiopia’s ‘Sheba Valley’ 

and Nigeria’s ‘Yabacon Valley’ (Eke et al., 2023). The centres serve as ecosystems that 

provide leverage for AI startups that are supported by communities such as Data Science 

Nigeria and Deep Learning Indaba (Nuwer, 2024). Okolo et al. (2023) found that there 

are at least 102 of these startups in Africa. But they face challenges ranging from limited 

infrastructure for energy and computing-intensive technology and lack of expertise 

(Nuwer, 2024). These challenges presuppose that AI development on the continent is 

likely to lag behind global advancements – with implications for the influence that the 

continent has as a place from which AI norms, ethics and governance are shaped.

The US remains a dominant player in shaping AI ethics and governance. Chan et al. 

(2021), for instance, observe that the US is predominant in the AI development space, in 

line with its economic and cultural dominance and China follows closely behind, point-

ing to a US-China tech war in digital geopolitics (Wong, 2021). China, in particular, has 

exported AI facial recognition and smart city technologies to Africa, serving as the con-

tinent’s largest foreign ICT investor (Lin, 2024), with increasing access to African data-

sets (Okolo et al., 2023) – a worrying trend. Also, investments in AI still concentrate in 

countries like the US and China, with only 1% of global venture capital flows into Africa 

(Moorosi, 2024). This means profits from AI development are typically reinvested in the 

leading countries, creating further disparities between them and the majority world 

(Chan et al., 2021). Although major tech companies (e.g. Google and Microsoft) have 

invested in Africa by establishing AI labs in African countries, Chan et al. (2021) note 

that it is common for staff working in these labs to be based in advanced countries. These 

major AI companies have also diversified their locational presence by outsourcing some 

operations through an international division of labour across Africa. But they tend to do 

so in exploitative ways such as hiring low-wage data annotators, highlighting the conti-

nent’s locational disadvantage (Ludec et al., 2023).

What this points to is the relation of labour and capital, which further underscores 

Muldoon and Wu’s (2023) description of the global AI supply chain as colonial, since it 

is actualised through an international division of digital labour that extracts value from 

labour in the majority world for the benefit of Western technological companies. It also 

reinforces hegemonic knowledge production through Western values and knowledge that 

marginalise non-Western alternatives (Muldoon and Wu, 2023). This hegemonic knowl-

edge production leads to questions on the role of the human in the machine, since AI is 

not based on abstract models, but is embedded in human agency and cultural values 

(Natale and Guzman, 2022). Additionally, this hegemonic knowledge production not 

only ties into discourses on power in critical media studies (Ott and Mack, 2014), but 

also on the relevance of AI for creative and cultural work (Lee, 2022) – as seen in the use 

of ChatGPT, which, African journalists say, is built on a poor and non-representative 

African corpus and perpetuates stereotypes of the continent (Gondwe, 2023). What the 

foregoing, therefore, indicates are the mix of historical, technological, economic, labour 
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and cultural factors that underpin AI development and deployment in Africa’s locational 

context, with implications for governance outcomes.

AI governance and digital regulation in Africa

In terms of governance, state actors in Africa have drawn up policy and legal instruments 

at local levels and are only just taking part in global multistakeholder conversations. 

Examples of these multistakeholder fora include the AI Governance Alliance of the 

World Economic Forum (2025), where three African countries (Rwanda, South Africa 

and Kenya) are represented and the Global Partnership on Artificial Intelligence (2025), 

where Senegal is the only African country. It is unclear what influence African countries 

wield in multistakeholder bodies like these, but the indication is that inclusion is usually 

performative and exists for ‘virtue signalling and promotional purposes’ (Png, 2022: 

para. 17). At continental and regional levels, Plantinga et al. (2024) observe that African 

countries have increasingly turned towards AI strategies, but without considering how 

feasible these are to implement and their suitability to local contexts.

There are also data localisation laws, which stipulate that data be stored and processed 

in the location where they are generated, with restrictions on data transfers across bor-

ders (Giovane et al., 2023). These laws, which point to the geographical relevance of 

data, have been introduced by at least 16 African countries, including Mauritius, Lesotho 

and Ivory Coast; they are also present in legal instruments on data protection, financial 

transactions, cybersecurity and telecommunications in several countries across the con-

tinent (CIPESA, 2022). Locationality is therefore the underlying principle in data locali-

sation, underscoring the importance of data for AI control and governance. Sargsyan 

(2016: 2224), for instance, notes: ‘countries that host intermediaries’ data centres and 

offices have more opportunities to exercise influence over companies’ decisions and 

claim jurisdiction over data stored in their territory.’ What is crucial here is the presence 

of data centres which is vital for AI production, and African countries face challenges in 

relation to data, since the continent’s data centre landscape is nascent although growing 

(DCByte, 2023).

When it comes to enforcement, only a few countries have been successful in imposing 

local laws and claiming jurisdiction over data stored in data centres, the most successful 

being the US (Sargsyan, 2016: 2231). This underscores the difficulties of AI policy 

implementation that African governments face, since, as CIPESA (2022) notes, there is 

barely any evidence that data localisation laws have been enforced in Africa. Where 

implementation has been more practicable is in the imposition of internet taxes on users 

in countries like Guinea, Benin, Uganda and Zimbabwe (Bergére, 2019). The infrastruc-

ture platforms through which governments enforce the taxes are local Internet Service 

Providers (ISPs) and telecommunication providers (Bergére, 2019). The same process 

finds expression in the imposition of internet bans in Africa – enforcement targets usage 

disruption and is done through local ISPs (Parks and Thompson, 2020). African coun-

tries ordinarily enjoy a positive balance of power in comparison with local ISPs. Also, 

the fact that major tech and AI companies can be banned from operating or delivering 

services in any African country points to the power that the state has to impose controls 

as a means of last resort. Users can also deploy collective action against AI companies 

(Fratini and Musiani, 2024).
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All these highlight the diverse ways in which power and governance are contested at 

local levels but say little about the place that Africa holds in contributing to and shaping 

AI ethics, governance and worldviews in the global sense. If, as Sargsyan (2016) notes, 

the location where a technology company is headquartered has significant powers to 

influence the decisions of the technology company, then what does Africa’s record in AI 

development imply for its ability to shape AI design, ethics, cultures and governance? 

This question is what I aim to answer in interrogating the relevance of the politics of 

locationality for AI in Africa.

Method

To this end, I draw from a methodological approach informed by textual analysis of AI 

policy documents and critical analysis of internet databases containing the location asso-

ciated with AI companies/models. For the AI policy documents, I focussed on three 

domains. The first domain concerned the AI policies of African countries, where I 

selected the AI Strategies of four countries: Mauritius (Mauritius AI Strategy, 2018), 

Egypt (Egypt AI Strategy, 2021), Rwanda (Rwandan National AI Policy, 2022) and 

Nigeria [draft] (Nigerian AI Strategy, 2024), representing South, North, East and West 

Africa respectively. I also reviewed the African Union’s (2024) AI Strategy. Mauritius, 

Egypt and Rwanda are particularly relevant because they are the first three countries to 

introduce AI strategies in Africa. I chose AI strategies because they comprise one of the 

major emphases for policymakers on the continent (Maslej et al., 2024). I analyse the 

strategies based on themes, which I developed after reviewing and coding the texts.

The second domain included the AI policies of leading global players in AI: the 

US, EU and China. Here, my analysis aimed to ascertain whether these policies man-

date AI firms to develop their technologies in line with principles and standards 

upheld by the leading countries. The third domain included the policies of some of the 

largest AI companies/models: OpenAI and Gemini (for the US), Darktrace (for the 

UK) and UBTECH and Qwen (for China). My aim was to examine whether these AI 

companies/models subject their policies and practices to the countries or places where 

they are headquartered.

For the database searches, I accessed and reviewed the following to ascertain the loca-

tion of AI companies globally: Datamation (see Jungco, 2024), AI Directory (2024) and 

the Companies Market Capitalisation (2024). I also drew from sources such as Epoch AI 

(2024), the Emerging Technology Observatory’s (2024) AI Country Activity Tracker and 

the AI Index Report (Maslej et al., 2024). Overall, my goal was to assess Africa’s place 

in AI development in comparison with the leading countries in AI before considering the 

leverage that locationality affords to nations when it comes to AI design, ethics and gov-

ernance – the underlying premise for the politics of locationality.

Locational advantage and AI development in Africa

While acknowledging the mix of factors that comprise AI development, my findings 

focus on locationality by considering the number of AI companies headquartered in 

Africa and elsewhere. Here, I found that most AI companies are headquartered in 
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advanced countries, with many of the largest AI companies being in the US. These are 

companies that have significant capitalisation as listed on the Companies Market Cap to 

scale globally and invest in AI infrastructure and models that fundamentally impact soci-

eties. Jungco’s (2024) review shows that the overwhelming majority (80%) of these 

companies are based in the US (81 out of 101 companies). The closest to this was the 

UK, which had eight companies out of 101. India and Canada had three each; China and 

Germany had two each; and Israel and Hong Kong had one each. The same is true for 

data compiled by AI Directory (2024) and the Companies Market Capitalisation (2024).

I compiled the three listings (Jungco, 2024; AI Directory and the Companies Market 

Cap) and removed duplicates. The combined list comprised 234 of the largest AI compa-

nies (see Table 1), ranging from Apple valued at $3.3 trillion to FR8Tech valued at 

$2.1 million. The outcome shows that at 73%, the US is the undoubted leader. It is fol-

lowed by India (5.98%), the UK (5.56%), China (2.99%) and Canada (2.56%). There is 

no African country on the list.

There is a similar outcome for data on notable AI models, such as OpenAI’s ChatGPT, 

Alibaba’s Qwen and Meta’s Llama. Table 2 shows that, when isolating for AI models 

owned by organisations or entities that come from only one country, two-thirds (67.7%) 

of these notable AI models are traceable to the US. Again, no other country comes close; 

the closest countries are the UK, China, Canada and Germany. Maslej et al. (2024), in the 

AI Index, also show that foundation AI models, which are the basis for generative AI, are 

far more prevalent in the US. Again, there are no entries for Africa.

Table 1. Number of top AI companies by country location.

Country Number of large AI 
companies

Examples of companies

United States 171 (73.1%) Google, Hugging Face, Open AI, NVIDIA, Meta

India 14 (5.98%) Zoho, Agrud, Authbase

United Kingdom 13 (5.56%) Darktrace, Aveva, Graphcore

China 7 (2.99%) Alibaba, Tencent, UBTECH, Baijiayun

Canada 6 (2.56%) Ataccama, Xanadu, Automat

Israel 5 (2.17%) Cortica, Mobileye, ODDITY

UAE 3 (1.28%) Presight AI, Bayanat AI, NWTN Inc.

Germany 3 (1.28%) SAP, Siemens, Arago

Taiwan 2 (0.85%) Appier, Semilux

Singapore 2 (0.85%) CVEDIA, SIMPPLE

Australia 2 (0.85%) Appen, Bigtincan

Netherlands 1 (0.43%) Ogury

Hungary 1 (0.43%) AImotive

Hong Kong 1 (0.43%) Sense Time

France 1 (0.43%) Cryptosense

Denmark 1 (0.43%) Logpoint

Brazil 1 (0.43%) Zenvia

Total 234  

Source: Adapted from Jungco (2024), AI Directory and the Companies Market Cap.
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If Africa does not serve as a headquarter for the largest AI companies or models, what 

then can be said about AI startups? To answer this, I consulted the 2024 AI Country 

Activity Tracker, which presents data on the number of approved AI patents based on 

country locations, including patents for AI startups. The data, presented in Table 3, show 

that Africa is only ahead of the Middle East; even at this, Africa accounts for only 

0.000006% or 157 of the 250,224 AI patents captured in the tracker. And only three 

African countries account for the continent’s figures: South Africa (139 patents), 

Morocco (17 patents) and Kenya (1 patent). Although this figure of 157 is slightly more 

than the 102 startups that Okolo et al. (2023) provided, the conclusions are similar: 

Africa has some way to go in making up for AI development in the future.

All these show that although Africa provides labour and data for AI companies globally 

and is poised to be a significant market as internet connectivity spreads (Access Partnership, 

2024), it barely serves as a headquarter for AI companies, particularly the largest ones. This 

underscores Africa’s nascent standing in AI development and suggests that African coun-

tries will likely be constrained in their ability to shape wider AI ethics, cultures and govern-

ance. It perhaps explains why no African country has passed AI legislation into law 

(although some attempts are underway), with focus instead on AI task forces, national poli-

cies and strategies (Maslej et al., 2024). I turn next to the analysis of these strategies to 

examine the policy approach to AI development and governance in Africa.

Table 2. Number of notable AI models by geographic area.

Country Number Percentage

United States 424 67.73

United Kingdom 55 8.79

China 51 8.15

Canada 31 4.95

Germany 12 1.92

Republic of Korea 10 1.60

Japan 9 1.44

Switzerland 9 1.44

France 5 0.80

Singapore 4 0.64

Hong Kong 3 0.48

Netherlands 3 0.48

India 2 0.32

United Arab Emirates 2 0.32

Australia 1 0.16

Finland 1 0.16

Israel 1 0.16

Poland 1 0.16

Russia 1 0.16

Spain 1 0.16

Total 626 100

Source: Adapted from Epoch AI (2024).
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Analysing AI strategies in Africa

My analysis of the AI strategies/policies of Mauritius, Egypt, Rwanda, Nigeria and the 

AU shows that they coalesce around four main themes: AI adoption for economic growth, 

AI partnership and collaboration, improving AI ethics and governance and strengthening 

local AI capacity. The focus on AI for economic growth is understandable, given that 

AI’s potential for economic transformation is a major attraction. This focus, which is 

present in all the strategies, highlights how AI can enhance economic development in 

various sectors (see in particular, the Mauritian Strategy). But more important, in the 

context of my discussion, are the inequalities in international cooperation and multi-

stakeholder governance that the strategies point towards.

To establish this, I refer to Pillar Two of the Nigerian AI Strategy, which underscores 

the need for partnership and collaboration among local and international stakeholders to 

leverage AI expertise and resources. The Rwandan AI Policy also recommends interna-

tional partnerships and collaboration in AI development. But collaborations, especially 

with international private actors, highlight the need to evaluate where the major partners 

come from. These partners can collaborate with African countries and invest in AI, but 

they still operate primarily by rules set in their home countries, even if they also sub-

scribe to laws in subsidiary countries (I establish this point in the next section). The 

exception would be collaboration within the continent, as can be found in the Egyptian 

and AU Strategies.

The third theme, which focusses on ethics and governance, acknowledges the risks of 

AI and the need to mitigate them. It considers the importance of having AI principles 

such as fairness, transparency and accountability (see the Nigerian Strategy). The AU 

Strategy also mentions the need to guard against bias and risks to African values, indig-

enous knowledge and cultural heritage. This is connected to the AU’s Agenda 2063, 

which has a media and culture mandate to support inclusive and ethical AI through val-

ues such as ubuntu. But the plan to address these risks, for the most part, points to multi-

stakeholder governance. The Egyptian Strategy, for instance, seeks to ‘actively contribute 

to global efforts and playing an active role in AI in different international fora’ (Section 

5.1). Rwanda’s Policy also intends to ‘actively contribute to shaping responsible AI prin-

ciples and practices in international platforms’ (Key Policy Recommendation 14). 

Table 3. Number of AI patents by geographical location.

Region Patents granted % of total

Asia 186,309 74.46

North America 54,877 21.93

Europe 5240 2.09

Oceania 2767 1.11

Latin America and the Caribbean 810 0.32

Africa 157 0.000006

Middle East 64 0.0000026

Total 250,224 100

Source: Adapted from Emerging Technology Observatory’s (2024) AI Country Activity Tracker.
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Likewise, the AU Strategy promotes a ‘multi-tiered governance approach’ (Section 

2.4.1). They highlight a move towards greater inclusivity in international governance – 

hence the use of the word ‘actively’ in many of the strategies. My point, however, is that 

no matter how ‘actively’ African countries intend to influence AI cooperation, ethics and 

governance, there is a need to first reckon with Africa’s standing in AI development.

Policymakers on the continent seem to have recognised this reality, and it is noticea-

ble in their focus on strengthening local AI capacity. The AU Strategy, for instance, notes 

that Africa faces challenges around lack of computing platforms, limited data for training 

AI models and a scarce supply of AI skills, observing that, as of 2023, all the world’s 

supercomputers are located in only 30 countries. The Nigerian Strategy also recognises 

the need to build ‘affordable and localised infrastructure foundations and the compute 

capacity’ (Section 1.4.2) by making high-performance computing available. In Rwanda 

and Egypt, there is emphasis on AI training in schools. Evident here is a recognition that 

the continent lags behind in AI development, although it has a growing AI startup eco-

system and an unsaturated market for AI. It underscores the need to interrogate AI devel-

opment, the locational advantages and disadvantages it represents and its links to 

governance inequalities. I argue that this should be a major consideration in Africa, based 

on what I describe as the politics of locationality.

The politics of locationality

Having established the foundational basis for my argument, I now define the politics of 

locationality as the way in which the power resident in Big Tech and AI systems is associ-

ated with their primary situatedness in places of advanced technological and AI develop-

ment and how this underlying reality, in turn, (re)produces imbalances and unequal 

opportunities for AI development and governance faced by countries in the majority world, 

particularly Africa. The politics of locationality highlights the mix of advantages that coun-

tries such as the US, China and those in Europe where the largest AI companies are head-

quartered have. By contrast, African countries, despite advances that have been made in the 

AI startup ecosystem and state policy interventions, suffer from a range of disadvantages 

in locational, political, economic, cultural, data, labour and historical spheres. Addressing 

this mix of disadvantages is what the continent needs to become a location of influence 

from which the values, ethics and governance that circumscribe AI can be shaped.

To expand on my argument, I refer to the AI policies of some of the largest companies 

and the guiding principles for AI that leading tech countries have drafted. Take OpenAI 

for instance. The OpenAI (2024) Terms of Use specify that dispute resolution between 

the company and users anywhere in the world would be coordinated by National 

Arbitration and Mediation, headquartered in New York. The law that governs the arbitra-

tion is the US Federal Arbitration Act. It adds that, ‘California law will govern these 

Terms’ and ‘claims arising out of or relating to these Terms will be brought exclusively 

in the federal or state courts of San Francisco, California’ (see Governing Law Section). 

This is not surprising, given that OpenAI is headquartered in San Francisco. Also, for 

Gemini (2024), owned by Google, the governing law of its User Agreement is the laws 

of New York, and the Agreement is seen as a ‘contract wholly entered into and wholly 

performed within the State of New York’ (see Governing Law Section).
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I found a similar pattern in the UK and China. In the UK, Darktrace (2024), an AI 

cybersecurity firm, notes that the governing law of its Master Services Agreement is the 

laws of England and Wales, except if the customer is located in the US, in which case the 

laws of California apply. In China, Section VII of the Terms of Use of UBTECH (2023), 

an AI robotics firm, states: ‘The establishment, effectiveness, performance, interpreta-

tion and dispute resolution of this [user] agreement are subject to the laws of the People’s 

Republic of China (excluding Hong Kong, Macau, Taiwan).’ The same goes for Alibaba’s 

Qwen (2023), which is covered by the Alibaba Cloud International Website Terms of 

Use, the governing law of which is that of Singapore, where Alibaba has its office in the 

Asia Pacific.

Hence, I note that AI companies uphold the laws of the countries where they are 

headquartered, and they subject the governance of their technologies to these laws. AI 

companies have also come under sustained pressure to develop rules according to the 

values, ethics and standards of their host nations, thanks, in part, to the dictates of 

digital geopolitics and the competition for AI supremacy. The US, for instance, had 

the Biden Administration’s Executive Order on Safe, Secure and Trustworthy 

Artificial Intelligence (US Executive Order, 2023), through which it sought to pro-

mote an AI market that emphasises US innovation and leadership on AI (Section 2(h)) 

and the need to encourage international partners to support the voluntary commit-

ments of US AI companies (Section 11(a)(ii)). But these voluntary commitments are 

underpinned by the need for US leadership and ‘to ensure that artificial intelligence is 

aligned with values shared by all Americans’ (proposed National AI Commission Act 

(2023), Section 3(g)(1)). The Biden Executive Order was replaced in January 2025 by 

the Trump AI Executive Order, aptly named, ‘Removing Barriers to American 

Leadership in Artificial Intelligence.’ All these underscore that a key intention of US 

policy is that the design of AI mirrors America’s geopolitical leadership, cultural 

norms, ethics and jurisprudence.

A similar line of argument applies to Europe and China. In Europe, the first clause 

of the European Union (2024) AI Act says its purpose is to lay ‘a uniform legal frame-

work’ for AI development and deployment ‘in accordance with Union values’ (Section 

1) and it supports the ‘European human-centric approach to AI and being a global 

leader’ in AI development (Section 8). In China, there is the Generative AI Measures 

released in August 2023. The regulation includes a stipulation that generative AI tech-

nologies should not produce content that incite the ‘subversion of national sover-

eignty or the overturn of the socialist system’ (Henshall, 2023: para. 2). The same 

ethos is evident in China’s 2023 Management of Deep Synthesis of Internet informa-

tion Services enacted by the Cyberspace Administration of China (2022). It mandates 

that in developing products such as AI, companies must abide by Chinese laws, cor-

rect political direction and value orientation. This was clearly evident in the January 

2025 roll out of DeepSeek, a China-based AI assistant, which when asked about 

Tiananmen Square, refused to answer, saying it follows ‘ethical guidelines’ and 

added: ‘I respect the laws and cultural contexts in which I operate’ (author’s conver-

sation with DeepSeek). It goes to show that expansive or restrictive design and 

deployment of AI technologies are subject to the value system prevalent in their origi-

nating countries. Hence, the politics of locationality sustains the different visions that 
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leading tech countries have of AI in their battle for supremacy – visions that are not 

necessarily inclusive of African perspectives even though they find expression on the 

continent through pervasive deployment and usage.

Conclusion

In this paper, I have examined the importance of the location of AI companies and, by so 

doing, introduced the politics of locationality as a concept to extend our understanding 

and explain the standing that nations have in AI development and how this translates to 

the influence they wield in AI governance. My discussion showed that although Africa 

has a growing AI startup ecosystem, a burgeoning user market base and state influence 

in policymaking, the continent still faces a mix of disadvantages in historical, techno-

logical, political, legal, economic, labour and data spheres. This mix reveals the loca-

tional disadvantage that confronts Africa as a place from which AI ethics, cultures and 

governance can be shaped in the global sense. It relates to Hassan’s (2023) point on the 

‘lack of African AI innovations that are rooted in the local context but [have] the poten-

tial to compete at the global scale’ (p. 1430). What I found was that AI companies that 

have global scale and presence are headquartered mainly in leading tech countries (the 

US, China and European nations) and have subjected themselves to the governing laws 

of these countries. Conversely, the laws and policies of leading tech countries mandate 

that these companies, among other things, embed the respective country’s ethos, values 

and cultures into AI systems.

The link between AI systems and cultural values as outlined in this paper, therefore, 

points to the connection between media and cultural studies and AI. In particular, the 

paper highlights the importance of considering how AI is produced and shaped by cultural 

understandings, and how AI further projects, shapes and extends culture. It suggests the 

need for greater research emphasis on the connections between media, AI and culture, 

given that AI represents the intersection of human labour, machine learning, infrastructure 

(e.g. data centres), mineral resources (e.g. lithium), media inputs (vast troves of data: 

information, texts, pictures, videos, maps, and codes) and classification systems that all 

combine to transform AI models into mechanics of knowledge construction (Crawford, 

2021). The outcome are mediated outputs (e.g. AI responses to prompts and automated 

decisions) – outputs that simultaneously represent and transform culture, even as they are 

shaped by it. Equally crucial and more important, in the context of this paper, is the need 

to consider the locationality of it all. By this I mean the globalised and complex interac-

tion of locations in AI development and governance that potentially determines whose 

culture is elevated and whose culture is progressively silenced in a relationship defined by 

hegemony and inequality.

Key to understanding this hegemony-inequality mix is the principle of locational 

advantage, which Iammarino and McCann (2013) describe as a two-way relationship 

between multinationals and their locational headquarters, noting that just as location 

is becoming increasingly vital for multinationals, so also are multinationals progres-

sively more important for location (i.e. cities or countries). It underscores my argu-

ment on the politics of locationality, which shows that just as large AI firms need 

locations, such as the US or China, that have the right mix of advantages to serve as 
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headquarters, so also do leading tech countries need and use these firms in setting the 

cultural and governance paradigm for AI technologies. This structural makeup reflects 

the imbalances in AI development, explaining why AI governance systems exist 

within institutional-heterogenous regimes that reproduce Global North dominance 

(Png, 2022). Addressing these imbalances is what African countries, supported by the 

AU, should focus on, and there are initial signs that African countries are starting to 

do this (as seen in the AI strategies). However, a bolder and more robust approach to 

AI development that is attuned to Africa’s unique sociopolitical context and economic 

evolution is needed to confront the imbalances tied to the politics of locationality. By 

so doing, Africa can be positioned to assume locational advantage, with important 

consequences for inclusive AI and the contribution of global majority countries to the 

cultures and values embedded in AI systems and the ethics and frameworks by which 

they are governed.
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