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The XENONNT experiment, located at the INFN Laboratori Nazionali del Gran Sasso, Italy, features a
5.9 tonne liquid xenon time projection chamber surrounded by an instrumented neutron veto, all of which is
housed within a muon veto water tank. Because of extensive shielding and advanced purification to mitigate
natural radioactivity, an exceptionally low background levéllsf8 1.3beventsdonne - year - keWin
the (1,30) keV region is reached in the inner part of the time projection chamber. XENONNT is, thus,
sensitive to a wide range of rare phenomena related to dark matter and neutrino interactions, both within and
beyond the Standard Model of particle physics, with a focus on the direct detection of dark matter in the form
of weakly interacting massive particles. From May 2021 to December 2021, XENONNT accumulated datain
rare-event search mode with a total exposure of one tonne - year. This paper provides a detailed description
of the signal reconstruction methods, event selection procedure, and detector response calibration, as well as
an overview of the detector performance in this time frame. This work establishes the foundational
framework for the'blind analysi% methodology we are using when reporting XENONNT physics results.

DOI: 10.1103/PhysRevD.111.062006

[. INTRODUCTION substance, or dark mattgr. Several candidate particles,
Joot contained in the Standard Model of particle physics,
an solve the dark matter problem, and one of the most
triguing are the weakly interacting massive particles
WIMPSs)[2]. In recent years, axiorf8] and bosonic dark
matter[4], such as dark photons, have gathered a lot of
attention in the scientific community. Nevertheless, WIMPs

A wide range of astrophysical and cosmological obse
vations indicate a Universe where only a small portion of
the matter is baryonic and the total mass content i
dominated by a new, yet unknown, form of nonluminou

*TAlso at INFN-Roma Tre, 00146 Roma, Italy. are still one of the main search candidates in the quest to
Present address: Department of Physics and Astronomidentify dark matter. In the context of direct detection of
Bucknell University, Lewisburg, PA, USA. dark matter, dual-phase xenon time projection chambers
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SAlso at Coimbra PolytechnielSEC, 3030-199 Coimbra, (TPCS) are at the forefront of probing WIMPs in the
Portugal. GeV-TeV mass rangd5-7], with the XENON project

Contact author: maxime.pierre@nikhef.nl being a key contributor to this effort.
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eidelberg, Germany. : : i
Contact author: giovanni.volta@mpi-hd.mpg.de mgthods employed for the main physics analyses of the first
"Contact author: xenon@Ings.infn.it science run of XENONNT (SR(p,9], focusing on the
_ ) _ _ techniques of signal reconstruction, event selection, and
Published by the American Physical Society under the terms @fatector calibration.

the Creative Commons Attribution 4.0 Internation&ense. . .
Further distribution of this work must maintain attribution to The XENQNnT experiment Is th_e present stage Qf the
the author(s) and the published artigitle, journal citation, XENON project. Most of the service systems and infra-

and DOI. Funded by SCOAP structure have been inherited from its predecessor, the
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XENONNT ANALYSIS: SIGNAL RECONSTRUCTION,.. PHYS. REV. D111, 062006 (2025)

XENONAIT experimentl0]. The XENONNT experimentis and S2 signals. The2SS1 signal ratio enables the differ-
located in Hall B of the INFN Laboratori Nazionali del entiation between electronic recoils (ER) and nuclear recoils
Gran Sasso, Italy, consisting of three nested detectors. (NR). NR events, which include expected signals from
water tank with 10 m diameter and height functions as &IMPs [5], coherent elastic neutrino-nucleus scattering
Cherenkov muon veto. Next to the water tank, a three-flodi. 7], and neutrons as a source of background, are of primary
service building hosts the experimentinfrastructure. interest. Conversely, ER events, caused byatrticles,
Within the water tank, a neutron veto (NNXIL] is installed, gamma radiation, and neutrino-electron scattering, consti-
which consists of an inner region enclosed by reflectivéute the predominant background in the search for WIMPs.
panels, equipped with 120 Hamamatsu R5912-100*10 8owever, ER events can also be used to probe new physics,
photomultiplier tubes (PMTs). The TPC is placed at thesuch as axionf9], and double weak decay searchi3].
center of the water tank inside a double-walled stainless- The XENONNT experiment was installed in 2020 and
steel cryostat. Twenty-four polytetrafluoroethylene (PTFE§ommissioned by spring 2021. The first scientific data-
reflector panels surround the TPC volume, marking thacquisition periods, referred to as SRO, is detailed inlSec.
boundary of the TPC active volume with a 1.34 m diameteBectionlll describes the data processor used to convert the
which is filled with 5.9 tonnes of liquid xenon (LXe), in a raw data obtained during this period into physical quantities
double-walled vacuum-insulated cryostat. Two array$ of 3and properties of S1 and S2 signals and the event
Hamamatsu R11410-21 PMTK?], totaling 494 units, are simulation framework used to evaluate the performance
placed at the top and the bottom of the cylinder. of the data processor. The processor also reconstructs the
An electric drift field is generated in the LXe by a interaction position of each event (S&¢) and applies
cathode placed 60 mm above the bottom PMT array and@rrections to the measured signals to account for spatial
gate electrode at the top. These two electrodes, separatedl temporal dependencies (Seg. The leading ER and
by 1486 mm at LXe temperature, demarcate the actiidR searches are based on selecting a clean sample of
region. The detector is filled with LXe to 5.0 mm abovesingle-scatter events (Se¢l) inside a central fiducial
the gate electrode, above which xenon exists in gaseouslume with a reduced background level. Finally, the
form. An anode electrode is placed 8 mm above the gate tmergy reconstruction performance is presented invBec.
establish an extraction field across the liquid-gas interface.
Two screening electrodes at 5.3 mm above the bottom and
40.7 mm below the top PMTs protect the photosensors Il. DETECTOR OPERATION AND STABILITY
from the electric fields. Two and four additional wires, A. First science run

for the gate and the anode, respectively, are installed The datasets recorded during SRO between July 6 and
perpendicular to the other wires to minimize the effect oovember 10, 2021 include physics data, with a total live
gravitational and electrostatic sagging. These wires aggne of 97.1 days and used for rare-event-search analyses

refgre_nced_as tlhe perpendic_ular wires and create |00a|i2$§9], as well as calibration data performed before, during,
variations in signal properties. Two concentric sets o

oxygen-free copper field-shaping rings ensure the uni-

. ey o L . o Non-SRO condition 241AmBe
formity of the drift field and minimize charge-insensitive 83my Getter bypass mode
regions. Both inner and outer cryostats have domed upper 220Rp 37Ar

sections with several access ports connecting the TPC to 190
the rest of the infrastructure. Additional information can
be found in Refs[13,14] 80
Like other noble liquids, xenon responds to energy
depositions in the form of atom recoils, resulting in atom
ionizations and excitations. Excited xenon atoms combine
to form excited dimers whose dissociations emit 175 nm
scintillation photon$15] which are measured by the PMTs
and are referred to as the S1 signal. The free electrons
produced in the ionization channel are displaced from the
interaction site by the electric drift field toward the liquid-
gas interface at the top of the TPC. At this interface, the
much stronger extraction field extracts the electrons into the

gas phase anq creates the proportional scintillation .82 Slgq—qh 1. Live time development of XENONNT SRO. The solid

[16]. The parthl rec_omblnatlon of f_ree e_Ie(_:trons W'_th IonsL)Iack line shows the cumulative science data without dead time
also forms excited dimers, whose dissociation contributes [Qrection. Colored bands highlight calibration periods and
the S1 signal. The splitting of energy between ionizationftervals of detector conditions unsuitable for scientific analysis
and excitations results in an anticorrelation between the $bm PMT trips, hot-spot periods, and maintenance operations.

60 |-

40

Livetime [days]
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and after this perioflL.3]. The SRO data-taking campaign is to achieve the best possible detection efficiency and ER/NR
shown in Fig.l. The following types of calibration sources discrimination. However, following a cathode short-circuit
are used to quantify the detector response to ionizingvent, the cathode and bottom screening electrodes were
radiation:83Kr, 24)AmBe, 22Rn, and*’Ar. shorted. As a result, the drift field in the active volume had

837 atoms were injected through the gas xenorto be reduced td2.9p8_'35 V=cm (uncertainties reflect the
recirculation path into the LXe TPC volume about everystandard deviation across the volume), with cathode, gate,
two weeks83"Kr decays via subsequent emission of 32.1and anode at 2.75 kV, 300 V, and 4.9 kV, respectively.
and 9.4 keV conversion electrons, with half-lives of 1.83 Hrhe reduced drift field resulted in a long maximum electron
and 157 ns, respectiveliQ]. The first decay is slow enough drift time of 2.2 ms. Furthermore, sporadic and localized
that the source distributes uniformly in the detector afteligh rates of single-electron events (hot spots) limited the
injection, as shown by the distribution of the reconstructedxtraction field intensity t@.9 kvV=cm. The mitigation of
positions off¥Kr. The fast decay coincidence provides athese hot spots required a few temporary shutdowns
signature of two sequential S1 signals, reconstructed a$the top electrode stack and, consequently, an interruption
either a merged S1 peak (41.5 keV) or two separatef the data acquisition. The voltage steps between succes-
S1 peaks (32.1 and 9.4 keV). Most of the S2 signals arsive field-shaping electrodes were optimized by setting the
not separable because'ShaveOdlb s widths. 8MKr independent power supply of the top field-shaping wire
events were used to monitor and characterize spatial artectrode tg 0.65 kV to reduce field inhomogeneity and
temporal variations of detector response at those energidise charge-insensitive mass inside the TPC vollirg

An 2*AmBe source, inserted in the water tank and During the entire science run, the detector was operated
deployed in different positions around the outer cryostaynder stable thermodynamic conditions with average
was used to characterize the TPC response to NR evemtstector pressure, liquid xenon temperature, and liquid-
and evaluate the neutron veto detection efficiency. gas interface level (from the gate)af890 0.004bbar,

Two calibration source$?Rn and®’Ar [20], were used & 97.15 0.4P°C, and®.0 0.2pmm, respectively.
to characterize the ER response. The first provided a The cryogenic distillation campaigns, conducted during
continuous ER spectrum at low energies thanks to ithe detector commissioning for krypton and continuously

emitter daughtet*Pb[21], and it was used for ER band during SRO for radon, reduced th&r=Xe molar con-
modeling and to develop data-selection criteria. The decayentration tab6 36Ppgp and thé?®Rn level todl.87
of 3Ar, with a 35 days half-life, leads to low-energy 0.09> Ba=kg [25]. Similarly, evacuating the detector for a
events at 2.82 and 0.27 keV via (K- and L-shell) electromperiod of 3 months following the cryostasealing helped
capture[22]. These were primarily used to further under-to reduce the water content by minimizing outgassing. The
stand the detector response near the energy threshold. Wwater concentration of the vaporized liquid xenon circulat-
avoid unwanted’Ar contamination in the physics searching from the cryostat measured during SRO was consis-
data, the source was injected at the end of the SRO amehtly below the sensor sensitivity 865 ppbdmol=molk
removed afterward via cryogenic distillatif#8]. Finally, the upgraded gas and new liquid xenon purification

Besides the physics search and detector calibrations, tliees lowered the concentration of electronegative impu-
detector was operated in different conditions; e.g., PMTsties, e.g., @, to a level such that electron lifetimes
gain calibration and anode-ramped down periods due t@nsistently exceededl0 ms during SRO.
strong single-electron emission. These periods are excludedThe voltages supplied to the photosensors were indi-
from SRO and marked gray in Fig. vidually optimized during the commissioning phase to

To investigate the XENONI1T low-energy ER excessminimize the afterpulses rate as well as spurious light
[24], a test was conducted by modifying the xenonemissions while keeping a uniform single-photoelectron
recirculation scheme to potentially enhance tritium sourcegPE) acceptance at the digitizer threshold (typically,
It is speculated that tritium could account for the observeds analog-to-digital converter (ADC) counts) equal to
ER excess. Thus, the adjustment involved bypassing a GX¥g1.2  0.28%. This configuration was achieved with an
getter upstream of the radon removal sysiteBj thereby  ayerage PMT gain equal 8.87  0.35px 10°, where the
potentially increasing the concentration of water, tritiatédeported uncertainty reflects the standard deviation over all
water, and tritiated hydrogen within the xenon target. As @\Ts, and a maximum bias voltage limited ta.5 kV.
result, this specific data-acquisition mode, referred to afne PMT gains were determined at least once a week by
getter bypass mode, aimed to understand the potenti@shing LEDs[13] and using the analysis method from
impact of tritium contamination. However, the test resultteNON1T[26]. Figure2 illustrates the gain trends during
indicated no significant increase in tritium level. SRO of five stable PMTs (numbered 0, 100, 256, 332, and

B. Detector conditions T , ) ,
Defined as the mean survival time for a free electron in the

During the commissioning phase of the detector, the fielgletector before it is attached to an impurity. See 8&1 for
strengths within the different TPC regions were optimize@dditional information.
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o PMTO PMT 256 PMT 401 - . L
@ PMT 100 4 PMT 332 —— mean The stability of S1 and S2 signals over time is ensured by

2.4 regularly monitoring the evolution of light and charge
yields (LY and CY, respectively), discussed in Seb.,
using data from monoenergetic sources spanning from
9.4 keV €3Kr) to 5.6 MeV ( from 22Rn). Throughout
blinded data acquisition, the LY and CY values demon-
strated remarkable stability, with their deviations from the
mean not exceeding 1% and 1.9%, respectively, as detailed

Single PE amplification (x105)

16 | in [28].
Hr [ll. SIGNAL RECONSTRUCTION AND
12 s s s s s s s SIMULATION
> S X Q <]
%@&\ > > al N‘%@Q Wx‘O" S The scintillation light of the S1 and S2 signals liberates
P S R S photoelectrons from the PMT photocathodes, which create a

pulse that is digitized by the triggerless XENONNT data
FIG. 2. Evolution of single-photoelectron amplification during acquisition (DAQ)[29]. Each signal that passes a channel-
SRO. The dense segmentin June corresponds to radon calibratiggpendent threshold is digitized at a sampling rate of
involving multiple PMT calibration sessions. The high-densityloo MHz, with the digitization period dynamically
region around October corresponds to a dedicated calibrati(_)&tended és long as the signal remains above the threshold

campaign focusing on evaluating the systematic uncertainty in . .
gain computation. The displayed PMTs reflect the observegnsuring no data are lost. The entire stream of data from the

behavior in SRO, demonstrating, on average, stable gains witAM TS is stored on disk long-term without further trigger,

fluctuations confined to 2.5% highlighted by colored bands. Processing, or triage of the raw data. This enables us to
reprocess the data with new algorithms or improved detector

élnderstanding at any given time. The reconstruction chain,
shown in Fig.3, aims to extract and match the S1 and S2
gignals from the data stream.

401), which are indicative of the behavior observed in th
majority of PMTs within the XENONNT TPC. Modeling
the gain evolution is based on a linear fit of successiv
subsets of adjacent gain calibration data points after
smoothing the latter with a custom Savitzky-Golay filter A. Reconstruction chain
[27]. The deviation between the measured and modeled The reconstruction algorithms search for signals in the
gains consistently remained below2.5% for approxi- PMT waveforms. The time intervals of these signals are
mately 93% of all sensors. called “hits’ and are defined as the time interval above
A total of 17 out of 494 PMTs were excluded from thethreshold extended by a window of 30 ns on the left and
SRO analysis due to high electronic noise (1), unstablgo0 ns on the right. These per-PMT hits are sequentially
behavior (1), light emission (2), increasing afterpulse ratgrouped with neighboring hits in time (from any PMT) into

(11), and damage to the cable connection (2). clusters, where the time gap between consecutive hits
hits S1 peaklet S2 peaklet S2 peaklet
A A S2 main
J\_ __A__ S2
/\ i 22 g5 9 "o
7 1
A | Al AL 2 AL A
S —
merging S2s
PMT
pulses —>» Peaklets — > Peaks > Event
hitfinding peaklet classification S1 and S2 pairing
peaklet subclustering reclustering S2s position reconstruction

FIG. 3. The working principle applied 8TRAXENtO build (S1, S2) events starting from PMT pulses and passing through intermediate
objects (blue tiles). Reconstructed peaklets which do not satisfy either S1 signal classification or S2 signal classification are representet
in the schema by th&?’ label. The main processing steps are reported (gray tiles). Diagram adapt¢80framd from[31].
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within a cluster is 700 ns or less. Isolated Hitsr{e hits), oo o Argi frac“"g EOP o o
which have no neighboring hits in this time window, are . i ' ' i .
primarily due to afterpulses or dark counts and are handled
and stored separately. The clustered groups of hits are
iteratively split into subclusters based on their timing
information and the summed waveform of all hits in the
cluster using a natural break algorit[8f]. This splitting is @ 200
necessary to separate S1 signals from PMT afterpulses o
nearby peaks. Subclusters exhibiting saturation are cor-£ 150
rected based on the method developed in XENO[SBT
using a pulse model built from the nonsaturated channels.

These subclusters, callégeaklets, are sequentially

classified as S1 or S2 peaklets based on their waveform
shapes along the classification boundaries shown imtFig.
These boundaries are encoded in the reconstruction soft-
ware STRAXEN [34]. The boundaries and classification
utilize several characteristics of the peaklets.

(i) The area of the peaklet is the total charge (gain
corrected, in PE) measured by all PMTs during the
peaklet.

(i) Therise timeis defined as the time between the 10%
and the 50% area quantiles of the sum waveform.
The 10% and 50% area quantiles are obtained from
the time intervals commencing at the start of the first
contributing hit, wherein 10% and 50% of the total
charge of the peaklet is achieved, respectively.

(i) The width of the peaklet is the time range where the 10t L L L L L

300

250

Risetime [ns

~ 100

0 20 40 60 80 100

102

Risetime [ns]

central 50% of the area of the peak resides. 02 Ar(;: fractiog'fo 08 Ho
(iv) Thetight coincidencé€TC) is the number of different P
PMTs that have a hit within 50 ns around the time HEE 0 0 >
of the peakles maximal amplitude. 0 100 200 300 400 500
Width [ns]

(v) Thearea fraction top(AFT) is the fraction of the

total area seen in the top PMT array. FIG. 4. Classification boundaries SmRAXEN [34] between S1

. - . . 9nd s2 signals using the peaklets characteristics, showing the
dashed lines shown in Fig. There, the signals with fewer g;/s5 jassification boundaries in area versus rise time (top) and

than 100 PE are displayed, while for larger signals, the risgea fraction top versus rise time (bottom): These are two-
time as a function of the area threshold increases to 200 ‘fimensional projections of a multidimensional parameter space.
S2 signals originating from interactions at the bottom of th®nly signals with less than 100 PE are shown. For values above
detector exhibit a larger temporal spread due to longitudingiis threshold, the rise time requirement as a function of area
diffusion during the electron cloud drift. Thus, S2 peakleténcreases to 200 ns. The data shown are S1 peaks fféfRra

from a few electron signals may have been mistakenly Spmalib_ration and iso_lated single electrqns (the smallest SZ_sign_aIs).
during the first stage of the peaklet building. Consequenthgél signals are typically much faster (i.e., have a shorter rise time)

: . : . _~1han secondary scintillation; this property is used in the top panel
a merging step is applied to S2 peaklets using a gap-si 0 discriminate between the two signals. S1 signals are expected

clustgring[34]. Adjacent S2 peaklets are merged l_mt” theto be measured predominantly by the bottom PMT array, while
combined duration excee88 s or no further candidates gecondary scintillation light is produced in the xenon gas and,

are nearby. This cap prevents the inclusion of secondatyerefore, detected mostly by the top array. Furthermore, to
delayed electrons and photoionization electrons, which arinimize the number of fake S1 signals from accidental co-
additional electrons freed via photoemission, into the maiimcidences between PMT dark counts, a minimum of three PMTs
S2 peak. The allowable gap size for merging depends on theust contribute to the tight coincidence window for the peaklet to
integrated peak area of the resulting S2. If any lone hits faie classified as S1 signal. Figure adapted f{85).

within the duration of the newly merged S2 peaklet, they are

also included to avoid depth-dependent area bias for small After defining S1 and S2 peaks from the PMT wave-

S2 signals. Following this step, all merged S2 peaklet$prms, the reconstruction algorithms build events from
along with unmerged peaklets such as91 S2s withouta peaks. As there is no global trigger enforced at the
merging partner, are referred to“geaks. DAQ [29], there is no predetermined event definition
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(in contrast to XENON1T36]). Events are built from the produced based on a precomputed probability map
stream of peaks and are defined as the time region spanmaatained from optical simulation. These optical simulations
around S2 signals with an aredlO0PE, called the are performed witlseantsausing a TPC model whose optical
“triggering peaK. Additionally, the triggering peak must properties are derived by matching the MC simulation to
have fewer than eight other neighboring peaks in a windo®#™Kr calibration data, as detailed [iB0].

of 10 ms that have> 50% of the area of the triggering  To simulate S2 signals, the first step consists of modeling
peak (called the“n_competing requirement). This the electron drift using a precomputed electric field
requirement ensures that only the largest S2 signals awtap [14]. The processes of electron diffusion and losses
as triggering peaks and that, e.g., continued photoionizés electronegative impurities are also accounted for when
tion tails and delayed electrons after large S2 signals do nevaluating the number, time, and position of electrons
lead to a high number of triggering peaks. Events aresaching the gate electrode. The probability of an electron
defined as the time window encompassing 2.45 ms prior toeing extracted from liquid xenon to the gas amplification
and 0.25 ms after the triggering peak. If multiple evenphase is derived from a data-driven map. For each electron
windows overlap, they are merged. The primary Sl igxtracted in the gas phase, we estimate the number of
identified by the largest S1 peak within the event windowphotons detected, depending on its position, arrival time in
whereas the main S2 peak is determined by the largest &# gas, and the measured secondary gain (PE measured per
signal detected after the main S1. The second largest 8lectron drifting in the gas phase). As for S1 simulations,
(S2) peak within an event are designatedalternativé  the detected photon arrival times per PMT are obtained
S1 (S2). Similarly, the alternative S2 must be recordeffom optical simulations. The final photon hit times are
following the main S1. Identifying these alternative peakgienerated by summing the initial electron arrival time with

is crucial for recognizing multiscatter events. a sampled atomic excitation time, scintillation delay, and
The n_competing requirement leads to an energyptical propagation delay.
dependent event-building efficiency. Consideringltiggn For each of the generated PMT hits, the PMT and DAQ

single-electron rate, it is likely that a sigiseé®2 occurs near readout responses are applied, accounting for pulse shape
many single electrons and cannot trigger the event comnd amplification with data-driven templates, digitizer
sequently. This efficiency is computed as a function of théhreshold value, sampling rate, and electronic noise from
S2 signal using the simulation framework. For the S2-areprerecorded samples. This results in simulated pseudodata
threshold of 500 PE used for the ER sea[8h the inthe same format as provided by our real detector so that
event-building efficiency is 99.3%. For the WIMP searchthe same data processing work flow can be used for its
[5], the threshold is 200 PE, corresponding to an efficiencgnalysis. More details about this waveform emulating
of 97.2%. These efficiencies are accounted for in th&amework can be found {@3]. This full-chain simulation
inference[8]. work flow is used to evaluate reconstruction efficiency and
its bias, to complement the information extracted from

B. Signal simulation calibration data.

Monte Carlo (MC) simulations of the detector response
to S1 and S2 signals are performed to understand potential
biases and inefficiencies. The simulation work flow, start- The reconstruction efficiency is the probability that a
ing from the photon and electron yields up to DAQgiven peak is reconstructed with the proper classification.
simulation, is managed using the waveform simulatomhe main mechanism of S1 reconstruction efficiency loss
(wrsm) packagg37]. arises from the S1 classification (Fi4). For the first

The simulation work flow can integrate with the XENONNT analysis in SRO, as stated in S8d , hits in
XENONNT simulation packagE8] based on theseant4  at least three distinct PMTs within the TC window of the
toolkit [39,40] to generate the necessary energy depospeak are required. This criterion is particularly effective at
tions. The modeling of liquid xenon response to thdow energies, where it significantly reduces accidental
deposited energy is the first step of the simulation pipelineoincidence events caused by dark counts or electronic
TheEepix (electrons and photons instructions for XENON)noise misidentified as S1 signal and paired with a lone S2
package[41] processes energy depositions to evaluatsignal. The second constraint impacting the accurate
primary scintillation photons and electrons yield perclassification of S1 signals involves the rise time and
interaction, using models from the Noble ElementAFT boundaries, designed to distinguish between S1
Simulation TechniquengsT) software[42]. signals and single electrons (SE), as shown in Eig.

The light quanta derived froepix are used to generate Since S1 photons often undergo total reflection at the
detected photon arrival times per PMT necessary thquid-gas interface, S1 signals originating from the upper
simulate S1 signals. The photon scintillation delay timegart of the LXe volume exhibit a broader time profile due
are generated usingesT The per-PMT hit distribution as to an increased number of reflections and scattering
well as the time delay from optical propagation are themside the TPC. To quantify the detection efficiency, S1

C. Reconstruction efficiency
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§ Waveform Simulation § Data-driven Method

between the input aread,,,) and the output reconstructed
area Ao):

1.0
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I 1/4ArecAsim.

Asim

o
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o
)

where A.; corresponds to the simulated peak area after
processing it with the signal reconstruction framework
STRAXEN. Several effects contribute to a nonzero value of
for a S1 or S2 peak.

(i) The PMT response to single photon-electron signal
can be underamplified, yielding a negative error in
the reconstructed area.

(i) The per-PMT DAQ digitization threshold prevents
very small signals, which might be noise or irrel-

N
=

S1 Reconstruction Efficiency
o
)

o
)

? L 1 L 1 L 1 L 1 L 1 L 1 L | -
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o

FIG. 5. S1 reconstruction efficiency as a function of number of
detected photons. The red and blue markers show the median
detection efficiency for both data-driven and simulation methods.

evant, from being registered. BTRAXEN, the hit
finder threshold works similarly and can result in a
negative error.

The gray band below three photons detected marks the undefinediii) Electronic noise can distort a signal, which can result
region for S1 when requiring a tight coincidence of at least three in a positive or negative error.

PMTs. The uncertainty for the data-driven method is mainly a PMT afterpulses and photoionization, when merged
combination of data-selection bias, energy, a_nd position _depend with their progenitor peaks, will yield a positive
ence of S1 pulse shape together with statistical uncertainty. The error

uncertainty for the waveform simulation method is dominated by . .
position dependence in the S1 pulse shape. The final results are(v) The reconstruction software may reconstruct signals
based on waveform simulation, while the data-driven method too small or too large, for example, if a portion of the
serves as a cross-check. signal is wrongfully not considered part of the peak.
The reconstruction bias is expressed as the median of the

signals are simulated usingrsm. While incorporating a distribution. The bias is estimated by simulating S1 and

Z-dependent S1 detection efficiency into the detectop? Peaks that are spatially uniformly distributed. The
response model could accurately reflect this aspect, sufgsults, showing the median and s quantiles, are
an approach is computationally intensive. Therefore, theRrésented in Fig. At low energies, S1 signals exhibit a

dependence is alternatively represented as a systemdilaS of 2% due to the digitization threshold and PE
uncertainty € 5%) on the efficiency. underamplification. This bias exhibits a large spread, as

The S1 detection efficiency is shown in Fig. The indicated by thel ranges, which stems from electronic
simulation-driven method discussed above was cros80ise and limited statistics. Conversely, at higher energies,
validated using a data-driven method, also shown indFig. @n inc_reasing trend in S1 bias i_s noted, primari!y due to the
In the data-driven method, a subset of photon hit wavefornjgclusion of afterpulses. Similarly, for S2 signals, the
from larger parent S1 peaks in data are sampled to formclus!on of afterpulses re'sults in a positive bias .at higher
smaller S1 signals. These are then processed by tR8ergies. At lower energiedifn < 10" PE), S2 signals
reconstruction software to find S1 peaks. The parent S3how a negative bias, again influenced by the digitization
pool is a mixture of S1 peaks frotAr and83"Kr calibration threshold. The bias trends for S2 are otherwise similar to
data. The uncertainty band for the data-driven methotiose observed for S1. This peak reconstruction bias study
originates from a combination of data-selection bias, enerd§ discussed in more detail [B5]. _
and position dependence of the S1 pulse shape, andThese biases in S1 and S2 signal reconstruction, along-
statistical uncertainty. The uncertainty band for the simu§ide the S1 reconstruction efficiency, are input parameters
lation method is dominated by position dependence inthe §@r the signal and background response mogiisand
pulse shape. for the energy reconstruction methodology outlined in

The S2 efficiency is determined based on a similaPec-VIl.
simulation-driven procedure. Above 200 PE, the lowest S2
threshold used, the S2 efficiency>99%

(iv)

IV. POSITION RECONSTRUCTION

) ) An accurate position reconstruction is crucial for back-
D. Peak reconstruction bias ground model building8] and proper signal corrections.
The areak) of a peak is the sum of the gain-correctedThe self-shielding effect of LXe keeps radiogenic back-
measured charge in the PMTs, quantified in number of PEgrounds mainly near the edge of the detector, which can be
The reconstruction error is expressed as the discrepancyrejected by selecting a restrictive fiducial volume (see
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— Median — lo quantiles TensoFlow [44]: one based on a multilayer perceptron
6 (MLP), one on a convolutional neural network (CNN),
and a third on a graph-constrained network (GCN).

All three algorithms were trained on hit patterns from a full-

2 ﬁ\\\_/ chain simulation with realistic detector conditions, such as

0 real-time PMT gain values and exclusion of problematic
M PMTs, as described in Seli.B. The top light pattern

normalized by the maximal PMT signal, which was found

-4+ to give the best reconstruction performance, is then fed into

the models to calculate the horizontal position of an event.
The three algorithms reconstructed most events at the

S1 Reconstruction Bias ¢s; [%]
|
N

-8 same locations, with differences smaller than a few milli-
ERT R R meters. This difference between reconstructed positions is
10 10° 10° used as an event quality criterion (see S#€). Unless
ST Asim [PE] stated otherwise, MLP-based results were used as the
L5 default event positions for corrections and analyses since
T 10 these provided the best resolution.
E W
bt ZZ I B. Position resolution
m The position resolution primarily depends on the size of
_§ 08 ;u/ S2 signals or, more specifically, the size of the top BEMT
‘E’ -1.0 responses to S2 signals, calle@,s Regions around
2 15} turned-off PMTs and near the edge of the TPC show
S worse resolution due to reduced sensors proximity and
2 T photon reflections on the PTFE wall.
o 25 With the full chain simulation described in SE®, the
-3.0 e - sl position resolution was calculated by comparing the true
107 10° 1o* positions of simulated data and reconstructed positions.
§2 Asim [PE] This is expressed by the standard deviatignof the

FIG. 6. Reconstruction bias for S1 (top) and S2 (bottom)d'ﬂ(_erences’ shown in Fig.as a function of Bop: Within &
signals, calculated according to E(), plotted against the radius of 60 cm, for the lowest-energy $around 100 PE,
simulated signal areAq, with a threefold tight coincidence the resolution was estimated to be around 1.5 cm for GCN
requirement. The reconstruction bias corresponding to thend MLP and 1.9 cm for CNN. In contrast, for large S2
median error is shown by the black line, with thevariation  signals ( 104 PE), the resolution improves to less than

depicted by the blue lines. The shaded bands represent thep5 cm for all three position reconstruction algorithms.
uncertainties of the quantiles from bootstrapping.

2.00

Sec.VIl). Accurate energy reconstructions require posi- L5 L ~ MLP

tion-dependent S1 and S2 corrections (see \Bgc. ' 2 SEIII\\II
1.50 fo

A. 3D position reconstruction 1.25 b et
The vertical position of an ever#t {,J) is obtained by the g 100 m»t:#

time difference between its corresponding S1 and SZ’E‘ T T

namely, drift time (ty:), multiplied by the expected 0.75 | =

electron drift velocity, measured situ to be 80.675 s

0.006Pmm= s at 23V=cm. The reference depth zero %0 He

point (Z ¥4 0 cm) is set at the bottom of the gate electrode, - [ "‘“‘%#

and the maximum drifting distance is set to be iiiatace S Rtew

Z Y, 14865 cm, corresponding to the top of the cathode 0.00 T————~ '1'63 i '1'(')4

electrode. S2 Top [PE]

The horizontal positiofX g Y opdPis Obtained from the

S2 signak hit pattern on top PMT array by machine-Fig, 7. simulation-driven estimate of the radial resolution in
learning-based models trained on simulated eventge inner part of the TPC for the three position reconstruction
Three independent algorithms were developed usinggorithms used in this work within a radius of 60 cm.
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At the edge of the sensitive volume, due to reflections owires. To address this, a purely statistical approach, similar
PTFE adding uncertainties in S2 hit patterns, the evend the one used in XENON1T26], was adopted. This
resolution is approximately 1.5 times worse for small S2nethod relies on the fact th#"Kr events are uniformly
signals and 2 times worse for large S2 signals compared tlistributed across the radial position within the TPC.
events occurring near the center. Because electric field lines do not cross, to correct for
distortions, each observed radiuggdrand its correspond-
ing percentile in the whole population along the radial line
i ] ~can be mapped to an evenly distributed scale from the origin
Because of the low field, the discreteness of fieldyy the TPCs inner wall radius (Ry ¥4 66.4 cm). The
shaping rings, and negative charge buildup on PTFE wallgietector was segmented into pie slices based on drift time
Fhe drift f'|eId was deformed, resulting in a depth-depender(t t4i) and observed azimuthal angle,(). Given that the
inward bias of the reconstructed S2 posifibf]. As shown  gjectric field at the top of the TPC is more disturbed due to its
in the left canvas in Fig8, while ®3™Kr events should be  proximity to the electrodes, whereas the field at the bottom is
evenly distributed inside the TPC, events from the bottorﬁ]ore homogeneousy 'ﬁnertdriﬂ binning was taken at the
were observed more concentrated toward the center g Wwithin each ty slice, the detector was further divided
electrons follow the distorted drift field lines. The twointo sections based on,s The field distortion correction
distinctive linear features in thX s Y opdPdistribution of - \as further validated by analyzing the reconstructed position
83MKr events, shown in Fig3, were caused by the electric- distributions from external calibration sources, which do not
field-channeling effect from additional transverse wires ofely on the assumption of uniformity.
the gate and anode grids. Moreover, the transversal stridein XENONLT, the Z, position was corrected using a
pattern is likely due to the partial shadowing of the topgeometric relation that assumes the electron cloud trajec-
PMT array by anode wires. tory is a straight line from the interaction vertex to the
The utilization of wired electrodes added complexities irextraction poinf26]. However, in the case of XENONNT,
electric field simulation, making the development of athis assumption does not hold, especially near the very top
simulation-driven correction challenging near the transversatige of the TPC where the field is nonuniform due to the
configuration of the field-shaping rings, and the perpendi-
cular wires cause deviations in the electron path on the
order of a few centimetefd4]. No correction is applied
here to the 4, with the uncorrected bias less than 1 cm at
the bottom and near the edge of the detector.

C. Field distortion correction

60 [

0F A

Yobs [cm]
=
Yeorr [cm]

-30°

V. SIGNAL CORRECTIONS

L i The reconstructed S1 and S2 signals have spatial and

—60 =30 0 30 60 —60-30 0 30 60 temporal dependences influenced by detector effects such
Xobs [om] . Xeorr [om] as electric field inhomogeneities, light absorption, and
xenon purity. The detector conditions and signal responses
were studied, aiming to understand them and develop
corrections to ensure a homogeneous response.
The final impact of the XENONNnT SRO analysis
corrections is illustrated using™Kr calibration data in
Fig. 9: An average improvement of 20% in signal
T e ———— resolution has been estimated using S1 and S2 signals
152302 402 502 60266.42 152302 402 502 60266.42 from the krypton calibration data. In the rest of this section,
R [em?] Ry [cm?] we will introduce the relevant corrections in detail.

[ T T
1 10 10% 108 10% . .
Number of entries A. S1 signal correction
At a given location within the detector in cylindrical

coordinatesdR; ;ZR the observable photon count is

space (bottom) and pre- (left) and post-field-distortion correctio?ontmgent upon several efficiencies: The photon yleld_
(right). In thedX; YPspace, the positions of PTFE panels and(PY) represents the number of photons produced per unit

pillars are illustrated in red, while the black dashed lines indicatef €nergy —under a specific drift fielEyq; the light

the transverse wires installed on the gate electroded®@p  collection efficiency  indicates the proportion of emitted
space includes the cathode position and the PTFE walls in rgeghotons that arrive at a PMT photocathode; the quantum
dashed lines as constraints on the sensitive volume of the TP€fficiency g of the PMT is the probability for the incident

0

=30 =30

-60 —60 |

-90 90 [

Zops [cm]
Zcorr [cm]

-120 120 F

-150

FIG. 8. Reconstructed spatial distributiedlsom MLP algo-
rithms—of 83"Kr events in thedX; Ybspace (top) andR?; Zb
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----S1 —-41.5keV, uncorrected —— S1 —41.5keV, corrected ---- S2 —41.5keV, uncorrected
--—- S§1 —-32.1keV, uncorrected ——S1 —32.1keV corrected —— S2 —41.5keV, corrected
S1 —9.4keV, uncorrected §1-9.4keV corrected
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FIG. 9. Comparative display of tH#"Kr S1 and S2 signals pre- and postcorrection in dashed and solid lines, respectively.

PYd y I’Edriﬁib

photon to be converted to a photoelectron by the phot )

o-
cathode; and the PMT collection efficiengy reflects the Slec®R; [ ZP VSIR; [ ZP-
efficiency with which PEs are gathered within the PMT
itself. These factors collectively determine the LY, i.e., To construct the S1 correction mapdR; ;ZP as
hSli, denoting the number of detected PE per unit ofjefined in Eq.(4), the TPC is segmented into bins with

asp

deposited energy in the detection medium: equal volumes:
hS1ioR; ;Z; b C e o
LY®R; ;Z; PYe— LR zpyiY R T Bainby Sliec®R; (2P o\

HYo ; Edrift Pi ¢ I’Slfeci
Ya R, ;ZP-PY0O ;EginR; ;ZPP e+ cEl
F %) The number of bins of the correction map is optimized
in each dimension to limit the maximum statistical
It should be noted thate and cg vary by PMTs and, uncertainty to 2%. For each bin, the averadg..Ss
thus, have spatial dependence. Besides, these factti@rmalized against the meaflk observed in the central
depend on the physical position where the energy depeegion of the TPC, defined by the boundaridsSs0cm <
sition happens. Therefore, the coordinates used iffZq. Z 20cm and R< 50 cm. The resultant map, depicting
are the field-distortion-corrected positions as discussdbie relative LY in the detector, is illustrated in Fig).
in Sec.IV C. To enhance readability, we will omiorr In addition to spatial dependencies, temporal variations
in the subscript for the remainder of this section. The lightn PMT performance influenced the measurements of both
collection efficiency and field inhomogeneities induce a1 and S2 signals. A notable fluctuation in the area of lone-
spatial dependence of the amount of photons collectgdit signals, depicted in the first panel in Figl, was
from the S1 signals. A three-dimensional correction map igbserved during the initial calibration phase of SRO. This
derived from the 41.5 keV signals#Kr calibration data variation stabilized in the subsequent blinded data-taking
to correct for these spatial dependencies. This proceBsriod. The evolution of the median lone-hit area during the
necessitates an initial decoupling of effects due to drift fielgalibration period exhibits two distinct trends. First, a long-
inhomogeneities, which are energy dependent, from tho¢erm decreasing trend was noted, the exact cause of which
stemming from the geometric efficiency of light collection,remains elusive. However, it is likely attributable to varia-
which are not. tions in detector conditions, such as temperature and
As a preliminary step, thel., representing the field- pressure, observed during the same calibration period,
effect-corrected S1 signals, is calculated. This correctiomhich could impact the PMT response. Second, short-term
formulated in Eq(3), involves normalizing the S1 signals fluctuations were detected during calibration periods,
by the relative PY derived from the XENONNT electriccoinciding with the PMTs being periodically turned off
field [14] and the PY field-dependent model measured i@nd on for the injection of?Rn source$. A relative
Ref.[46]. The PY at any given position is adjusted relative
to the PY corresponding to the average drift field in the 276 protect PMTs from the initial high burst of alpha particles
TPC, set atEyxi ¥4 229 V=cm: in the gas phase after ea®Rn source injection.
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13 electric field resulting from a relaxation of electrostatic

14 forces. Such a dynamic response of the detector is visible
13 up to three days after each ramp-up. Since only relative
changes affect the ¢S2 values, SEG and EE were normal-
ized and implemented as corrections, which we call the S2
time-dependent corrections.

|
N
o

|
N
o

|
[=)
o

Zeorr [cm]
|
©
=)

1. S2 position-dependent correction

There are two major components for S2 position-depen-
dent corrections: the electron lifetime (EL) correction,
which handles the attenuation when electron clouds drift

-100 |

1
5
S1 Correction Coefficients

-120

—140 0.8 up in the detector, and the2&;Y P correction, which
10 20 30 40 50 60 eliminates effects from nonuniform extraction fields due to
Reorr [cm] electrodes sagging or detector tilting and nonuniform light

o _ collection. Since the phenomena corrected 28KSY palll
FIG. 10. Map of relative light yield extracted froff™Kr rejate to the location of the electron extraction site, the
calibration data, employed for the S1 correction in SRO. Th%orrection depends on the observed location of events,

white region indicates the reference location where the correcti . . .
factor is 1. The color scale is linear, with different slopes abovngemd@(c’bs’ Y obe? rather than the inferreX gorr ¥ corbof

and below 1.0 to accommodate the asymmetry in the relativeliglflﬂ_e initigl ene_rgy deposition. To enhance r(?adability, yve
yield distribution. will omit obs in the subscript for the remainder of this

section.
The electrons inside the drifting cloud can attach to

empirical correction is defined based on the temporal|ectronegative impurity sites. The resulting S2 attenuation
evolution of the median lone-hit area for SRO PMTs, notegs gescribed by

LH.&R normalized against the stable median area

observed during the blinded data-taking phaskHsg ¥4 tarie

1.07 PE. The corrected S1 signal, cS1, after spatial and S2%4S2y - exp ——— &HP
time-dependent corrections are applied, is computed fol- EL

lowing Eq. (5) In this equation, g, is the EL, while 8, corresponds to

. aTetb. the unattenuated S2 area at the interaction vertex depth
SIR; ;Z;th-LHg : . :
= - 7b LH db: dBP  ( tyix ¥40) before any signal attenuation. The EL is a

e ¢ measure of xenon purity and can be derived from the depth-
' _ dependent attenuation of the S2 signal in monoenergetic
B. S2 signal correction calibration sources. During SRO, the EL was monitored

To ensure accurate and unbiased energy reconstructiorysing 8™Kr and 3/Ar calibration data and 5.6 MeV
given energy deposition should always result in the samgecays from emanatédRn present in the xenon target.
S2 area, up to some statistical fluctuations. However, due Tthe purity of the xenon target was further evaluated via a
detector geometry, PMT responses, imperfect electrjgurity monitor: a 20-cm-long electron drift chamber in the
fields, etc., the areas of S2 signals show a strong spatialirification systen]13]. As for S1 signals, before con-
dependence. To remove these detector effects, S2 signdigcting EL measurements, it is necessary to correct for the
from a monoenergetf® Kr source were used to generatedrift field’s nonuniformity in the TPC. The EL evolution is
a correction map to be applied to all observed eventdepicted in the second panel in Fid, with the agreement
and mitigate such instrumental spatial dependence. Thisnong the three internal sources and the purity
correction is referred to as the S2 position-dependemionitor. The EL trends during SRO display multiple sharp
correction. declines aligning with the release of impurities during

To protect the PMT arrays from potential damage causemperations on the xenon cryogenics and purification sys-
by high-intensity single-electron burst events, the gate artdms® Furthermore, continuous outgassing of the materials
anode electrodes were occasionally ramped down whemd restricted xenon circulation flow in the purification
such events occurred during data taking. In close correlaystems led to a plateau in the EL after a certain period. The
tion to these ramping-down activities, we observed varigEL measurements in the TPC fré¥TKr and 22Rn data
tions in the S2 yield per electron, called single-electron gain
(SEG), ar_1d a_lreductlon in the fraction of e'eCtrF’”S e)(_tr_actem operations include the start of the Rn distillation
from the liquid to the gas phase, called extraction efficienc¥olumn, or changes in the xenon purification circuit, which were
(EE), which could be related to the disturbance of theecessary for the getter bypass mode at the end of SRO.

cSl Vs
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Non-SRO condition 220Rn Getter bypass mode ——LH model fit —— EL model fit 83mKy
83mKy 241p 1 Be 37Ar EL Purity Monitor  § 2?*Rn i VAr
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FIG. 11. SRO timeline displaying (panel 1) evolution of median lone-hit area (sdé 8¢adn top and bottom PMTs, with the time-
dependent empirical model used for lone-hit correction. (Panel 2) Electron lifetime model derfé&iv{eed) 8"Kr (yellow), and

S7Ar (green). The gray band is the measurement by the purity monitor with its systematic uncertainty. (Panels 3 and 4) Normalized
single-electron gain (top) and relative extraction efficiency (bottom) variations, revealing peak structures attributed to the ramping down
and up of the anode, induced by occurrences of electron bursts.

were collectively utilized to model the observed trendsfunction of the xy position. Then, the whole (X, Y) plane
represented by the black dashed line. ranging from 70to 70 cm in both directions were divided

To make the S2 signals homogeneous in the XY planénto 100x 100bins, within each of which the S2 areas were
the 8™Kr calibration data with a total duration of half a averaged. This resulted in the expected relative S2 area
month at the beginning of May 2021 were used. These datessociated with the (X) location at the center of the bin. The
were divided into runs of 30 min. Within each run, thésS2 final S2(X, Y) correction mapdX;YpPwas then obtained
from 83"Kr events were normalized to the mean value of théy averaging all the maps with weighted mean, with the
whole population to represent the relative S2 area asrwmber of events from each 30-min run. This method
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avoids effects from the time evolution of S2 signals due toequired in the center of the TPC, owing to a localized
the electrode operations discussed in 8é&82, and, thus, extraction efficiency increase caused by the reduced dis-
the map generated is decoupled from the time evolutiotance between the electrodes as a result of the sagging of
corrections. The resulting S2 correction maps 2,S the electrodes. The transversal wires strengthen the extrac-
and 2y,.10m are shown in Figl2. A larger correction is tion field around their locations in the gas gap between the
anode and the gate, affecting the electron extraction effi-
ciency and proportional scintillation, as discussefi.
S2 Correction Coefficients This results in the requirement of exceptionally large
07 08 09 1.0 1.1 12 1.3 ( 50%) corrections around the wire regions. Although
the PMT responses for S2 signals at the bottom array are
more nonlocalized compared to those at the top array due to
the distance to the gas gap, such nonlocality smears away
only PMT-dependent fluctuations, whereas the absolute S2
yield difference, especially the boost near the transversal
wires, is originated from the difference in the number of
photons generated by the electrons in the gas gap and
should be observable from the responses of the bottom
PMT array.

While physically decoupled, the developments of
S2(X, Y) and EL corrections are correlated and dependent
on each other. The method of decoupling the two was to
find asymptotic behavior through iteration. Initially, the EL
was calculated using uncorrected S2 signals. Following
this, a preliminary S2() map was constructed. This map was
then used to update the EL calculation. This process was
iteratively repeated to refine both the map and the EL
estimates. Both corrections reach stability after about eight
iterations.

Yops [cm]

2. S2 time-dependent correction

The S2 time-dependent corrections have two compo-
nents: the evolutions of SEG and EE. SEG can be obtained
by tracking the S2 of the single-electron population. Two
distinctive behaviors of SEG were observed inside the
TPC: Between the gate transverse wires, there was a strong
change in SEG after ramp-up, while outside it was stable.
Such a behavior difference led to a partitioning inside the
TPC as shown in Figl3. To normalize the SEG values to
correction factors, SEG values between 2021-07-05 and
2021-08-08 were used, and two SEG values, respectively,
in the two partitions, were set to be the reference SEG for
SRO. The normalized SEG evolution for partition | (P-I) is
shown in Fig.11. No time variation was observed in
partition 1l (P-II), so the correction factors were set to one

Xobs [cm] (no correction), and, therefore, it is not displayed.
A relative extraction efficiency (REE) was calculated
FIG. 12. Relative S2 CorreC.tion. maps extracted fESRKr based on p05|t|On_dependence_corrected [both SZ(X, Y)
events, used for S2 correction in XENONNT based on thgq EL] S2 signals dF™Kr events and the SEG for each

observed position. The map shown in the top panel has be P . )
used to correct the S2 part collected by the top PMT arra)?ﬁn' By dividing SEG from position-dependence-corrected

i 83m
whereas the bottom map for the S2 portion was recorded by tl'%2 signals of*Kr gvents, the _expected num.ber of
bottom PMT array. The white region indicates the referenc€l€ctrons can be obtained from this monoenergetic source.

location where the correction factor is 1. The color scale is lineaf,h€ mean value of the expected number of electrons
with different slopes above and below 1.0 to accommodate theetween 2021-07-05 and 2021-08-08 was used as a
asymmetry in the S2 correction coefficients. The near-wire regioreference, and all other values were normalized to obtain
is shaded out. REE. These were used to construct a model, as shown in the

Yobs [cm]

-60 -40 -20 O 20 40 60
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SEG [PE] A. Operating conditions of data acquisition
26 28 30 32 34 36

A series of selections based on the operational conditions
during data acquisition have been used to remove data
during certain time periods.

For most science data taking, the DAQ systems of the
three detectors were synchroniZ@@]. Synchronization
checks among the XENONNT detectors were conducted
using a GPS clock signal (0.1 HZB]. Initially, during the
start of SRO, the GPS clock was not fully operational,
resulting in the linked data-taking mode being unavailable
for the three detectors for approximately 8% of the total data
collection period. Any periods of linked data acquisition that
might have exhibited synchronization loss were to be
excluded; however, such instances did not occur during SRO.

If a digitizefs buffer is full, its board cannot accept
further data from the photosensors, resulting in partially

: acquired events. The DAQ veto selection rejects these data
-80 k 1 1 1 acquisition periods, resulting in a 0.04% reduction of the

Yops[cm]

-50 0 50 live time in SRO.
Xobslcm] The muon veto detector (MV) aims to detect muons and

muon-induced backgrounds, particularly fast neutrons from
FIG. 13. Partitions of the TPC plane due to different singlemuon spallation and electromagnetic or hadronic muon
electron gain and relative extraction efficiency responses afteiascades. Whenever this happens, the TPC data acquisition
each ramp-up of electrodes, overlaid with the SEG X-Y disjs vetoed for 1 ms. This hardware trigger requires signals
tribution. The SEG in the outer region of the TPC (partition I1) 'slarger than 1 PE in at least 10 MV PMTs within a 300 ns
larger due to the increased distance between the liquid-ga:

interface and the anode. In the near-wire region, the SEG ljne window. The tagging efficiency for backgrounds

smaller. Because of the weaker position resolution, the SEG X_mduced by muons cr_ossmg the water .tank, or externoal
distribution does not exhibit the same pattern as shown irgig. MUons with a shower in the water tank, is equal to 100%

The black circle is slightly larger than the TPC radius (i.e.@Nd 38%, respectively, as it was estimated4@]. The
66.4 cm) because the single-electron gain selection accounts f&uUon veto criterion reduces these backgrounds by a factor
the position resolution, as discussed in $&d. of 2.8 with a 1% loss of live time.
The neutron veto, operating with pure water in SRO, aims
- ) to tag neutrons with one energy deposition in the TPC.
bottom panel in Figl1 for P-I, which was propagated 10 Thege neutrons are detected by observing the Cherenkov
the whole SRO. No REE evolution was observed in P-lljigh¢ emitted when they are captured by a hydrogen atom.
therefore, the (_:orrectlon factors in P—I.I were set to ONe. For the NR WIMP search, the NV issues a veto signal for
These two time-dependent corrections for S2 signalg,ch Nv event with at least five PMT signals recorded and a
labeled as SEG and EE,, helped restore background (o) area of at least five PE1]. A neutron tagging
data near the ramping electrode events, representing 7'Jé)(ﬂciency of 3 3M% is estimated using neutrons from
of the total exposure. The corrected S2 signal, cS2, aﬁ%e24lAmBe source, in coincidence with 4.4 MeV gammas
spatial and time-dependent corrections are applied, ffom deexcitation 0¥C, which originate by the capture of
computed as particles on®Be, recorded by the TPCL1]. This is
slightly reduced ta%0 3P% due to the unlinked data-
S2 - exp %} taking peri(_)d. For details on the background_modeling,
. d/b see[8]. Motivated by the estimated characteristic neutron-
COX; YP- SEGo@X; Y th- EEondX; Y th capture time ofil74 11b s, all the S1 signals in a time
window 8 1;249% s around the center time of the neu-
tron-veto event are vetodH].
Conversely, the ER search uses the coincidence of three
VI SELECTION CRITERIA NV PMTs as a trigger requirement. The lower threshold is
This section describes the criteria applied to the nucleaicceptable as the veto window is reduced to3®0 ns
recoil WIMP search and the low-energy ER anal{si8].  window in which S1 signals of a TPC event are vet@d
The aim is to select single-scatter events in the region & factor of 8% reduction in the gamma-ray contribution
interest while rejecting unphysical events and improperljrom the decay of radionuclides in the detector material is
reconstructed events. estimated from science data.

CRLYa
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The live time loss due to NV selection is 1.6% and i ., S
0.03% for the WIMP and low-energy ER analyses, . o e
respectively. 0.1k ;
A
B. Accidental coincidence suppression B 102k
Accidental coincidences (AC) arise from the random £
pairing of isolated S1 and S2 peaks. A few plausible origins & 102 L
may be fake S1 signals from pileup lone PMT hits, £
misclassified single electrons mistaken for S1 signals, &
and S2s from pileup few-electron signals arising from 107 F
various sources. e TIsolated S2
A series of selections based on the temporal and spatial 0-5 il i e———————

correlation of these events with previous large peaks are 1076 10 1074 103 1072 0.1 1

used to suppress AC-like events. Events occurring within
one maximum drift time from an S1 (S2) signal larger than
10° PE (10" PE) are vetoed. For a time differencé,e,  FIG. 14. S2 position shadow distribution. In orange are shown
larger than one maximum drift time, S2 peaks occurring tosignal events from a benchmark simulation, whereas in purple is

close to a triggering S2 peak are vetoed based on a quan[ﬁ@OWl’l an isolated S2 population extracted from data. The red
called“time shadow defined as dashed line represents the rejection boundary. The time shadow
quantity is shown as a function of the half-Cauchy distribution of
position differences between an isolated S2 signals and its
preceding S2 peak, with the X scale reflecting the sgadsition
reconstruction accuracy. The S2 signals of a true event and

f(\/(AX];)rev)2 + (AYprev)z; S2)

S2iime shadow”4 Szprev: torev: 8P

_ previous SZ& have no positional correlation and accumulate in
A threshold of 0.038 PE=ns allows suppression of the left region. However, for isolated S2 signals, the opposite is

isolated S1 peaks while maintaining 96% signal acceprue. T
tance. The spatial distance between previous large $2aks.
signals and jsolated %2 described as a half-Cauchy
distribution X2p Y?P[26], is used to reduce the
AC-like events due to delayed extracted electrons. The
rejection region is a function of2gc shadow @S Shown in

Fig. 14. This selection retains97% signal acceptance.  packg

his can be used to distinguish between signal and isolated

C. Signal reconstruction requirements

Incorrectly reconstructed events, members of known

round populations, and low-quality signals are

~The impact of a large S2 signal on the SE rate isemoved by a set of requirements on the reconstructed
significant, resulting in an increase in both the misclasskijgnals.

fication of S1 signals as SE (leading to isolated S1 signals) (j)
and the occurrence of SE pileup (leading to isolated S2
signals). AC-like (S1, S2) pairs are suppressed based on the
number of peaks occurring in a 2 ms window before the S1
and within a radius of 6.7 cm from the S2 signal. The
threshold of the number of peaks allowed is chosen to
satisfy 99% signal acceptance.

To further mitigate AC-like events in the WIMP analysis,
a gradient boosted decision tree (GBDT) algoriff] is
employed. This algorithm is trained using simulated signal (i)
events to enhance its effectiveness. Five features are used in
training: S2 rise time (see Séh.A), the time interval in
which 50% and 90% quantiles of the S2 peak are contained,
the S2 peak area, and the observed Z position. The
algorithm returns a metric, or score, for each event to be
signal-like and AC-like. To avoid loss in the signal
acceptance, two algorithms are used depending on whether
the S2 area is smaller or larger than 2000 PE. The rejection

Large deviations in the results of the different
position reconstruction algorithms indicate a mod-
eling error or an abnormal event. Data quality is
improved by rejecting events with a position differ-
ence greater than the 99% quantile of position
differences seen in high-quality calibration data
(see SecllA). The quantile is a function of S2
area, because the position reconstruction perfor-
mance varies with the S2 area.

Events with S1s dominated by one PMT are suspi-
cious. Typically, they are caused by a PMT mal-
function, such as afterpulses or light emisgitz].

At the top of the detector, events where a PMT
contributes more than 6% plus an offset of four PE to
the S1 are rejected. Events lower in the detector have
more concentrated S1 hit patterns, so the rejection
boundary is linearly increasing to 13% for events
reconstructed at the cathode.

thresholds for the GBDT scores, equal to 0.84 and 0.55,(iii) Events with an S1 characterized by abnormal tem-

respectively, have been chosen to guarantee an acceptance
of more than 95% in the region of interest.
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poral widths are typically due to misidentified SE
signals. They are excluded by special selection
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cS2 w/o electron lifetime correction [PE]

FIG. 15. Distribution of cS2 area fraction top vs cS2 signal area

without electron lifetime correction as measuretf}#AmBe and

accuracy in the data-driven map for large S2 areas,
this criterion is limited for events with S2smaller
than3 x 10* PE.

(vi) A naive Bayes classification meth@@gll] is used to

guantify whenever the S1 and S2 have the expected
waveform shape. This machine-learning algorithm,

based on a 50-sample waveform of the peaks and on a
50-sample quantile representation of peak wave-

forms, assigns each peak a score indicating the
accuracy with which they were reconstructed. Events

in the 99% quantile line in the parameter space of

S1 (S2) score and S1 (S2) size are not further

considered in the analyses. These selections effec-
tively remove misclassified single electrons, gas

events, unresolved double scatters, and afterpulse-
contaminated 3& from the dataset.

D. Event requirements

A high quality of S1-S2 pairing is guaranteed by

*’Ar calibration data. The dashed red line demarcates thggjection criteria developed by exploiting the correlation

selection criteria.

(iv)

(v)

of event features and the position of the original interaction.

(i) Events with anomalous S1 light pattern distribu-

criteria based on the 50% and 90% quantiles of the
S1 peak. The rejection regions are defined based on
the 99% quantiles in the examined parameter spaces
as a function of the signal size observed in high-
quality calibration data.

Events whose S2 is either a misidentified S1 or
caused by gas phase interactions above the anode

electrode are removed using the fraction of the S2 (ii)

signals light collected by the top PMT array. Events
with a corrected S2 light fraction in the top array
outside the 0.5% and 99.5% quantiles, defined as a
function of the corrected S2 area, are discarded. As
before, the quantile lines are derived from a high-
quality calibration data sample and are used as
rejection limits up td.0® PE; above this, a constant
extrapolation is used. To avoid unnecessary loss of
signal acceptance, the lower boundary is removed
for signals larger thabO® PE. The S2 top array light
fraction is related to only the light transmission, so
the selection is based on the S2 signal before the
electron lifetime correction. The rejection criterion is
shown in Fig.15.

The consistency between the observed and expected
S2 pattern intensity distribution on the top PMT
array is quantified by a? goodness-of-fit test and
outlier events are rejected. The expected light dis-
tribution is derived from a data-driven map built on a
neural network fed with high-qualiff™Kr calibra-

tion data. The 99% quantile of thé distribution as

a function of S2 area is used as the selection
criterion. This selection mainly suppresses the
pileup of delayed electron signals, double scatters,
and misreconstructed events. Because of a loss of

062006-17

tions, e.g., from unresolved multiple scatters or
partially reconstructed events, can be rejected by
comparing the S1 hit patterns with the expected
patterns derived from optical MC simulations. The
selection criteria are tuned to accept S1-S2 signal
pairs from physical interactions in calibration con-
trol samples with a probability greater than 99%.
Similarly, the correlation between the fraction of the
S1 signal observed by the top array and the recon-
structed event position is used to reject unphysical
events. This quantity follows a binomial process:
Each observed photon is seen by either the top or
bottom PMT array, and the probability depends
solely on the everd location and detector geometry.
Awell-motivated data quality criterion, based on the
p value of the binomial test, is used to suppress
accidental S1-S2 pairings and poorly reconstructed
events.

(i) The ionization electron cloud, created by a particle

interaction in liquid xenon, diffuses over time, which
affects the features of the reconstructed.Sthe S2
width, or the time intervalsy in which the 50%
guantile of the S3 area is contained, is correlated
with the drift time tgx of the event. Diffusion
ensures a Gaussian distribution for the electron
cloud, so this can be describgs?] as

s
2D -9 tyit

2
\F

tgatd?

I’50 ]/4 50 &p

where 5, 1.35is the conversion from Gaussian
standard deviation to the 50th area rarigje,is the
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field-dependent longitudinal diffusion coefficient, and

V4 is the drift velocity. For the purpose of modeling
solely the electron diffusion, the observed drift time
must be corrected for the drift within the extraction
field, from the gate to the liquid-gas interfacéy,e

The three parameters required to model the S2 width .
are drift field dependent and are determined from sg
83MKr calibration dataD, ¥ #5.6 0.1bcn?s 2, )
Vg ¥ @.675 0.006bmm s ! and tgyYs 844

0.5p s.While the expected value ofthe S2 width of an
event depends only on the drift time, the spread of the
distribution of S2 width is highly dependent on the size

of the S2 signal. Therefore, an S2 area-dependent
selection based on the ratio between the observed
width of an event and the width expected from a model,
called the'normalized widthrgg™, is used to ensure
correlation:

Jnorm
)

rsod tainP O 56H .

(S8t Ya a0p
>0 ant rI00el tyn P

The quantity 55 375 nsis introduced to correct the
width model for a small number of electrons in the
electron cloud and is calculated from the observed
single-electron population. For events in the vicinity of
the transverse wires, the observed S2 widths are larger
than in the rest of the TPC due to longer drift times
caused by the distortion of field lines induced by the
wires and the resulting lower drift field below the gate.
Thus, the selection follows a different definition for
events reconstructed within 4.45 cm of the
perpendicular wires. In Figl6, the boundaries of
the cutinthe region far from the wires are shown. The

FIG.

function of S2 signal area for simulated (top) affRn

calibration (bottom) data for events reconstructed far from the
erpendicular wires. Red crosses mark the 1% and 99% quantiles,
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16. Distribution of the S2 width parametgf™ as a

are defined as the 1st and 99th percentiles of thgnq the dashed line shows the selection criterion definition for the
distributions of signal-like simulated data for S2 signakar-wire region.

less thanl0* PE and otherwise offRn data. The
broadening of the distribution for small S2 signal sizes
is caused by binomial fluctuations in the number of
electrons contributing to the signal.

Inthe near wire region, the 1st and 5th percentilesin
the &52; rig™d tyqPPparameter space of the ob-
served data are used to define the lower boundary of
the cut for the low-energy ER and WIMP searches,
respectively. The different boundary conditions were
motivated by varying AC contributions for the
two analyses. For the low-energy ER analysis, we
preferred higher signal acceptance, whereas for the
WIMP search, we chose to optimize AC background
suppression. In addition, the difference between the
rsed tainPandrldlas a function of the distance from
the perpendicular wires &re) is used to discriminate
anomalous events.

The upper boundary in this region is defined using a
dedicated model that accounts for distortions in the

062006-18

electric field near the wires, which elongate the S2
widths. To address these distortions, the boundary is
defined in a rescaled space where the rescaling factors
are the S2 width spread (for the y axis) and the position
resolution (for the x axis). The rescaled boundary
consists of three components: a constant region, a
linear transition, and a circular segment. The constant
value and its transition to the linear region depend on
the S2 width spread and position resolution and are
estimated using the upper boundary from simulations.
The slope of the linear segment is fixed using the 98th
percentile of*3Kr calibration data. The transition
between the linear and circular segments occurs at a
specific point determined by the slope of the linear
region. The circular_segment is described by the
equationycirge Va¥e P~ 1 | Xuirel?, Wherey, rep-
resents the center of the circle in the rescaled space.
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FIG. 17.

as a function of S2 signal area féfRn calibration data
reconstructed in the near-wire region. The orange and red crosses
show the 1% and 5% quantiles of the data, respectively, whichare 12
used to define the selection criteria used in the main XENONNT
analysis, as depicted by the legend (top). Difference between 10
expected and measured S2 width paramegeas a function of

the distance of the observed position to the perpendicular wires_, s
for 22Rn calibration data. Three lines are shown: the S2 width cut &
upper boundaries for near-wire regions for different S2 signal

X 1% quantile --- low-energy ER boundary
% 5% quantile --- WIMP boundary

! ' . Calibration data
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areas (bottom).

searched (WIMP and other low-energy ER signals) are
expected to have only single energy depositions in the TPC.
Identifying multiple-scatter events is a powerful discrimi-
nator between signal candidates and certain backgrounds.
For example, radiogenic neutrons have a probability larger
than 80% to induce multisite events.

(i) Events with alternative 34 recorded in the wave-
form that could also form a valid interaction with the
primary S2 are rejected. Whether the alternative S1
and the main S2 do not constitute a valid interaction
is based on the S2 width, S1 AFT, and the light
distribution of the alternative S1. S1 signals with
abnormally high contributions of a single PMT are
not considered for pairing with the S2. This selection
targets not only multienergy deposition events with
delayed coincidence, but also those with ambiguous
identification of the primary S1.

(i) Events with an additional S2 in the waveform are
considered multiple scatter if the signal ratio with the
main S2 is larger than a few percent. The threshold is
based on high-quality calibration data and is defined
as a function of the primary S2 area, as shown in
Fig. 18. Artifact are valid single-scatter events.

F. Fiducial volume

The rejection of the periphery of the detector is the most
robust selection against poorly reconstructed events and
several backgrounds.

The fiducial volume (FV) optimization uses the
background component&xpecteddR?; zb distributions,

Multisite events

10?2

X

S2a1t/S2
Single-site events

Dependence on S2 signal area arg; is incorpo-
rated into the rescaling factors to build the model.

Larger S2 signal areas reduce the S2 width spread and

position resolution, leading to narrower boundaries.
Conversely, longer drift times increase the S2 width

S2 [PE]

spread, resulting in broader distributions. The seled=IG. 18. Distribution of 8,,=S2 as a function of S2 area for

tion definition is portrayed in Fidl7.

22Rn calibration data. The dashed line defines the adopted S2

single-scatter selection definition and divides the single-site and

E. Single-scatter requirements

the multisite populations. Approaching high S2 signals, the

selection definition is relaxed due to the nonoptisEtAXEN

Given the small expected scattering cross section of danerform_ance _for high-ene_rg_y peak splitting and merging. The two
matter particles and the small mean free path of photo§pulations in the multisite events are due to the gamma
and electrons in the energy range of interest, the signdf@nsitions followed by the beta decay&Pb, daughter c*Rn.

062006-19



E. APRILE et al. PHYS. REV. D111, 062006 (2025)

excluding regions where detector understanding is limited. low-energy ERFV WIMP Radial cut

The optimization region considered falls below 100 PE S1
and loosely within either the NR or ER bands. Specifically, it 20} -

is between the 1st percentile d8@GeV=c> WIMP in cS2 k-

and the 99th percentile of the ER background (or a low- RN
energy ER signal) in ¢cS2. ER background is mostly from -60f
homogeneously distributédPb decays and inhomoge- )
neously distributed emission from detector materials. .
Their position distribution is modeled using unblinded — -100p- .~ °
background events with reconstructed energy between 20 _;,, =
and 40 keV. The AC model is data driven, constructed using
unpaired S5 and SX from the physics data, randomly -140
paired to build high-statistics artificial data, and validated
against calibration data. The spatial distribution of ACs is
approximately constant over the detector volume and, thus,

does not substantially impact the fiducial volume optimiG, 19. Observed data iBR% ZP space of the SRO WIMP
zation. Events near the TPC wall, originating, e.g., from theearch. The red dots are the events that have been reconstructed in
22Rn progeny plated out on the inner surface of the PTFEhe fiducial volumes. The solid black box demarcates the TPC
panel, tend to lose a fraction of their charge in the PTFEolume, whereas the solid and dotted blue lines show the adopted
panels[8]. This leads to events characterized by a lowfiducialization for the main XENONNT SRO analy46s9].
charge-to-light ratio, which may be inaccurately recon-

structed further inside the TPC radius. These events aggrectively reduces the maximum radius of the TPC. We
modeled using sidebands of blinded WIMP search[8ata (o consider the effect that this has on the mass contained in
NR events are expected from radiogenic neutrons producgsk figucial volume. The FVs contai4.37 0.14bt and
through spontaneous fission &r, nbreactions in detector 18 0.13pt of liquid xenon for the low-energy ER
materials and from coherent elastic neutrino-nucleus scginalysis and WIMP search, respectively. The uncertainties
tering from neutrino$17]. The spatial distribution of the j,c|yde the position reconstruction resolution (0.1%) and

latter is uniform; therefore, it is not considered during thgne dimension of the charge insensitive mass based on
optimization of the fiducial volume. For the background ofg|ectric field simulations (3%).

radiogenic neutrons, the neutron yield is simulated using
Geant4 and it is adjusted to match the expected number of i
background events as forecasted bysthercEssa simu- G. Signal acceptances
lation packagfbs3,54] The derived position distributionhas ~ Figure20shows the cumulative signal acceptances of the
been propagated to determine the choice of fiducial volumeéescribed categories of selection criteria as a function of the
To exclude misreconstructed events from the gas volumegconstructed energy and the uncorrected S1 and S2 signal
events reconstructed withZ 6 cm are excluded. Addi- sizes. The acceptance of each selection, namely, the signal
tionally, TPC regions where the difference between simwevents that pass through the selection, is estimated by
lation and the data-driven electric field is larger than 10% arasing theN-1 methodnamely, evaluating the Nth selection
not further considered. These are well confined at a higacceptance after applying the previous N-1 criteria.
radius and close to the cathode and gate electrodes. The fipe uncertainties in the acceptances were inferred using
right corner is also removed due to the high ER backgrountthe Clopper-Pearson meth@@b]. The acceptances were
and relatively high electric field variation in that region.estimated using?®Rn and ’Ar calibration data in a
Lastly, the maximum radius is set as 63 cm for the low- 4 tonne fiducial volume, equivalent to R60.73 cm
energy ER analysis and 61.35 cm for the WIMP search tand Z %:13.6; 1342 cm, in order to reduce contami-
rejectthe bulk of surface background events, as shown by tin@tion from surface events observed at higher rates during
solid and dashed blue lines in Fip, respectively. calibration. The acceptances derived within this region are
The xenon mass contained in the FV is derived fromassumed to remain valid up to the full fiducial volume limit.
geometrical considerations, assuming a liquid xenon defhis assumption is supported by an evaluation of the cut
sity of #.862 0.003t=m? [55], considering the pres- acceptance radii profile, showing no significant variation
ence of S2-insensitive mass (sgkl] for additional beyond the calibrated region. Complementary, synthetic
information) and given the best knowledge of the driftsignal-like events from the waveform simulation were used
field as well as the resolution of the position reconstructiorto establish the acceptances, e.g., for the accidental coinci-
The field distortion correction defined for SRO does notlence and S2 width criteria. Whenever a significant
include the effect of a small charge-insensitive volume neaorrelation is observed between two or more selections,
the cathode and at the periphery of the TPC, whiclthese are grouped, and their cumulative acceptance is

Z [cm]

-80 |

11 1 1 i s s
102202 302 402 502 602

Rgorr [Cm2 ]
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FIG. 20. Evolution of the acceptance by incrementally applying the selection criteria categories described in the text as a function of
reconstructed energy for low-energy ER analysis (left) and uncorrected S1 and S2 signal areas for WIMP search (right). The shade band
represent the acceptance uncertainty. The 10 keV discontinuity in total acceptance as a function reconstructed energy marks the WIMP
blinded region, relevant only for low-energy ER analysis. The total acceptance is also shown after considering the reconstruction
efficiencies.

estimated. This is the case for S2 width and GBDT anti-AQvhereW % 8l3.7  0.2beV=quantum[57] represents the
criterion. Selections dealing with properties unrelatednean energy required to create either scintillation or
to the event are deemed exposure reduction cuts, e.@nization quanta. They and g, factors are detector-
fiducialization or selections based on operational conddependent parameters assessed using monoenergetic peaks,
tions. The smooth curves in Fig0 are determined by including3Ar, 83"Kr, 129Xe, and®¥Xe. Higher-energy
fitting polynomial functions to the data points. The uncerdines of®%Co, 4X, 21Bi, 12C, and?H are excluded from the
tainty bands account for the uncertainty from the fittingfit due to missing high-energy optimizations of the signal
procedure. reconstruction and correction but still reported for com-
In the S1 signal space, the selection criteria have gleteness. The selection criteria outlined earlier are applied
similar impact with an average acceptance equal tg all data, with the exception of tH8"Kr calibration,
@81 0.99%. In the S2 signal space, the acceptance ighich uses dedicated topology-based cuts. The measure-
primarily influenced by the anti-AC requirements and thenent for each source of the mean charge vyields
event quality criteria, particularly the S2 width selectionCy 1, c2=E) and light yields (LY¥2 cS1=E) allows for

criterion. The discontinuity at 10 keV in the total accepthe reconstruction of a linear energy response of both S1
tance as a function of the reconstructed energy is caused §iyd S2 signals by rewriting E@L1) to

the WIMP blinded region, and it is relevant only for low-

energy ER analysis. After including the reconstruction % %

efficiencies discussed in Séi¢ C, the total acceptances are CY¥% =-LYp W aLzp
propagated into the statistical inference for dark matter and %

low-energy ER searches.
The anticorrelation of light and charge signals outlined in

Eqg. (11) leads to monoenergetic lines appearing as rotated
VIl. ENERGY RECONSTRUCTION AND ellipses when plotting ¢S1 against ¢S2, as depicted in
RESOLUTION Fig. 21 for the full energy range of the merged calibration
The energy deposited in an ER interactiBgg), which ~ and blinded data. Rotated two-dimensional Gaussian func-
is converted into scintillation photoms, and ionization tions are used to fit each monoenergetic ellipse and extract
electronsn,, can be expressed as a function of thdts corresponding LY and CY. This method has been
reconstructed ¢S1 and cS2 signals by introducing thedapted to each monoenergetic source as described in

photon detection efficienay, also known as photon gain, the following.
and electron gaig,: (i) For the K-shell®Ar peak at 2.82 keV, being

close to the S1 detection efficiency introduced in
Sec.lll C, it is necessary to perform the fit in the
Eer ¥4 3pn b NeP- W %4 ﬁp 2 “W:  &l1b uncorrected S1 and cS2 parameter space. The
01 0] detection volume is segmented in different voxels,
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FIG. 21. Two-dimensional histogram in cS1 and cS2 space covering most of the XENONNT energy range. The monoenergetic lines
used in to extract thg, andg, parameters are highlighted in subplots. The displayed data are a combination of multiple calibration
datasets®(Ar, 83"Kr, and®*!AmBe) as well as background data. Fh&r subplot displays the fit in a single voxel using the S1 and ¢S2
space. Events of the activated xenon Iit#é8Xe and™?*™Xe as well as’C and®H events are presentifAmBe calibration dat£°Co,

2118j, and*X can be found in backgroun®™Kr and?*!AmBe calibration data but only background &#tKr calibration data are used

for the corresponding fit.

and theL.dR; ;Zb correction shown in Eq(4), (i) The®™Kr peak, shown in Fig21 panel B, exhibits a
evaluated in each voxel barycenter, was manually tail toward larger ¢S2, most likely induced by
applied to the S1 mean obtained. The S1 signal is nonperfect signal correction of field inhomogene-

modeled with a skew-Gaussian distribution, which ities. This artifact is also present in the other
has proven to be a more suitable model for monoenergetic lines but has a negligible impact
OdlbkeV ERS[20], convolved with the data-driven on the LY/CY measurement. A skew-Gaussian in
estimation of the S1 detection efficiency. For cS2, a €S2 is used to model the observed tail.

normal distribution is considered. An example of 2D (iii) Unlike the former two monoenergetic lines that
fitin a single voxel with the projections is shown in come from dedicated calibrations, tH&€"Xe and
Fig.21panel A. The average LY and CY over all the 13Imxe lines are present in the background data after
voxels, hLYi ¥ 65.3325 0.0014° PE=keV and a neutron calibration. As depicted in Fij.panel C,
hCYi v 63204 0.3pPEkeV, are used to derive they stand on top of a continuous background
the g, andg, parameters. band from Compton scatter andlecay. Therefore,
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a two-dimensional function featuring a linear profile _{Zl‘ﬁt '_‘I{j I;I‘?W}'lenergy “l?les Luded
along the cS1 axis, a Gaussian profile along the cS2 e lgh-enargy limes (excluded)
axis, and a rotation angle in the plane are incorpo- 800
rated into the rotated 2D Gaussian to improve the fit. 700 | Ar Edaa

2.8 keV RN

(iv) Several high-energy gamma lines (above 300 keV),
either originating from the radiogenic background of
the detector materials or induced durft¢AmBe
calibration, serve as additional reference lines. Dur-
ing ?*AmBe calibration, alpha capture oiBe
creates a compound nucled$C , which rapidly
decays by emitting a neutron. This process can lead
to an excited state of’C, emitting a 4.4 MeV
gamma. The neutron can also be captured by
hydrogen in the water tank surrounding the TPC,
leading to the emission of a 2.2 MeV gamma. Such a
high-energy gamma can reach the sensitive volume
of the TPC as shown in Fi®21l panels D and E.
Addltlonally, radiogenic gamma lines froffiCo FIG. 22. Anticorrelation between the measured light yield and
with energies of 1173'2_ gnd 1332.5 keV, and fromcharge yield using monoenergetic lines. The black solid line

*K at 1460.8 keV, originate from the detector represents the best linear fit to the data obtained Fam8akr,
materials and can be seen in background datgemxe and!3¥mXe low-energy lines. Data points derived from
[Fig. 21, panel F]. These high-energy gamma lineshigh-energy lines, not included in the fit, are displayed as gray
are fitted with rotated 2D Gaussian functions, takingnarkers. Despite not being used for the fitting process, these
into account continuous background contributionhigh-energy points remain consistent with the fitted model within
from Compton scattering and beta decay. Howevetheir uncertainties.
these lines are not included in the figgkg fit, as
stated previously.
Before computing the gain parametegisand g,, the

measured LY and CY values are corrected for the energ

dependent peak reconstruction bias introduced i
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the skewness of the distribution. From these parameters, the
skew mean (ye, and standard deviation (.,) are
ﬁomputed as follows:

Sec.llID. This correction is applied only to the LY/CY r )

measurement and not directly to the _cS_l/_cSZ \_/alu_e, \{vhich sew¥s P = &lab
results in a biased energy scale. To minimize this bias in the 1p

low-energy region, the peak reconstruction bias correction S

[ [ ine. 272

is rescaled to have zero bias for ##&r line. The observed s 1 2 .

energy bias is characterized and incorporated into the
inference as discussed later. A systematic error of 3.2%
on the CY is used to account for the average distance This model better describes the mismodeling and imper-
between the best-fit prediction using the four low-energ¥ect signal correction of low-energy lines mentioned earlier.
lines and the high-energy lines. Figuk@ shows the The top left panel in Fig23 shows the measured energy
relation between measured CY and LY. Factgrsand  resolution (= ) for the four low-energy lines used in the
g, are extracted using a linear fit following §42). The  g,=g, fit, along with the empirical model fitted to these data
parameters extracted from the fit that allows us to build oysoints. The top right and bottom right panels display the
ER energy scale arg; ¥a®.151 0.001PPE=ph and width and skewness parameters, respectively, each anno-
o ¥ d65 0.6PPE=e . tated with their corresponding fitted values used to model
The reconstructed energy of monoenergetic lines is fitteghe energy resolution. The skew-Gaussian model transi-
with a free skew-Gaussian function and a free lineations to a regular Gaussian distribution for high-energy
background to model the detectorenergy resolution. lines as the skewness converges to zero. The relative energy
The skew-Gaussian function is defined as bias, shown in the bottom left panel in Fig3, is
characterized using an empirical function in the recon-
structed energy space and propagated into the analyses by
reshaping the expected energy spectra. Additionally, the
dominant KK-capture peak froft*Xe 2 ECEC decay at
where represents the width of the distributionis the  64.3 keV[18] is shown as a cross-check of the energy
location parameter (peak position), andcharacterizes reconstruction. The significant decrease in the background

ap

1 &P X b
fskewl/4—p7e 22 1p erf —pz— ; aL3p
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FIG.23. The top left panel shows the measured energy resolutiorfiom the low-energy lines used in the=g, fit (cf. Fig. 22). An

empirical model, specifically tailored for the skew-Gaussian fitting method, characterizes the energy resolution, which depends on the
width () and skewness | parameter measurements. These parameters and their corresponding fits are displayed in the top right and
bottom right panels, respectively, with the fitted parameter values annotated. The bottom left panel illustrates the relative energy bias,
modeled with an empirical function, and its fitted parameters. The gray point (not included in the fits) shows the dominant KK-capture
peak fromt24Xe 2 ECEC decay, which was recently observed for the first time in the XENON1T expefli®iithe energy resolution

and the relative energy bias models are propagated to the main analyses by reshaping the expected energy spectra.

level makes this peak distinctly prominent, thereby rendeand charge yield responses were stable throughout the
ing it particularly suitable for cross-checking the accuracgntire science data taking, with fluctuation smaller
of the energy reconstruction process. than 1% and 1.9%, respectively. The improvement in
the xenon purification allows us to reach unprecedented
VIIl. CONCLUSION AND OUTLOOK low concentrations of electronegative contaminants,

This paper presents the data analysis techniqué anks to which our electron lifetime was constantly

: .~ above 10 ms. This is a factor 10 improvement with
employed for the WIMP$5] and low-energy electronic respect to XENON1T26].

recoil[24] searches during the first XENONNT science run. Reaul ibrati a ARKT int |
It details the processes of signal reconstruction and cor- egular cafibrations using rinternal source were
mployed to assess the TBCesponse and to calculate

rection, event building, selection criteria, and energ}?. | . Th " ted for detect
estimation. The majority of the methodologies outlinecP'dNal corrections. 1hese corrections accounted for detector
tifacts, such as distortions in the electric drift field and

are applicable to ongoing and forthcoming searches fériracts o _ .
WIMP, alternative dark matter hypotheses, and variouSPatial inhomogeneity in detecting and reconstructing S1

low-background investigations. and S2 signals. Additionally, internal source$48Rn and
Throughout the entire science run, the detector func’/Ar were utilized to characterize the electronic recoil
tioned under consistent conditions. The TPC photosensof@sponse. An external source %6AmBe was employed
exhibited stability and reliability in their responseto assess the TPC response to nuclear recoil events and to
throughout the commissioning phase and first sciencevaluate the detection efficiency of the neutron y&1g.
run. A mere 3% of the PMTs were deemed nonopera=or additional information regarding the characterization of
tional, corresponding to a failure rate of approximately 4he ER and NR detector responses, we recommend that
factor of 5 lower compared to XENON1Z6]. The light readers consul[8].
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A novel data processing software has been developed faires. XENONNT is actively collecting new data, and
the new XENONNT triggerless data takirg@9]. Its advancements in hardware have significantly boosted its
performance is optimized based on full-chain wavefornperformance. The physics reach of XENONNT is broad,
simulation, thanks to which the peak finding efficienciesencompassing a variety of novel and compelling analyses
peak reconstruction, and event reconstruction biases ararrently in progress.
also estimated. Improved MC optical simulation of the TPC
is employed to tune position reconstruction algorithms, and ACKNOWLEDGMENTS
detailed electric field simulation is used to improve the
homogeneity of the drift field and the understanding We gratefully acknowledge support from the National
of the ionization signdll4]. The selection criteria resemble Science Foundation, Swiss National Science Foundation,
those used in XENON1T26], with the addition of new German Ministry for Education and Research, Max
criteria based on machine-learning techniques that hardanck Gesellschaft, Deutsche Forschungsgemeinschatft,
further enhanced the data quality. The more advanceddelmholtz Association, Dutch Research Council (NWO),
analysis with respect to its predecessor, together with theundacao para a Ciencia e Tecnologia, Weizmann Institute
hardware improvements for the background reduction (e.qpf Science, Binational Science Foundation, Région des
radon removal system), has made possible the measuRays de la Loire, Knut and Alice Wallenberg Foundation,
ment of the lowest background below 30 keV for a darkKavli Foundation, JSPS Kakenhi and JST FOREST
matter detector, equivalent®5.8 1.3peventsdonne - Program ERAN in Japan, Tsinghua University Initiative
year - ke\P consisting of a factor 5 reduction concerningScientific Research Program, DIM-ACAV+ Région lle-de-
XENONLAT [24]. France, and Istituto Nazionale di Fisica Nucleare. This

The anticorrelation between charge and light yields hasroject has received funding or support from the European
been confirmed for energy depositions ranging from a fewnion's Horizon 2020 research and innovation program
keV to the MeV scale. The calibration of the energy scaleinder the Marie Skdowska-Curie Grant Agreement
was achieved by utilizing thg ¥2 @.151 0.001PPE=ph  No. 860881-HIDDeN. We gratefully acknowledge support
andg, ¥ d65 0.6PPE=e detector parameters and by for providing computing and data-processing resources of
integrating both direct and proportional scintillation sig-the Open Science Pool and the European Grid Initiative, at
nals. The resulting energy resolution was found to be on pane following computing centers: the CNRS/IN2P3 (Lyon,
with XENONALT [33]. France), the Dutch national e-infrastructure with the sup-

Although the foundational elements of the XENONNTport of SURF Cooperative, the Nikhef Data-Processing
analysis pipeline are well established, ongoing efforts aracility (Amsterdam, Netherlands), the INFN-CNAF
dedicated to enhancing it to improve detector performang®ologna, Italy), the San Diego Supercomputer Center
further and deepen our understanding of its response. WW8an Diego, USA) and the Enrico Fermi Institute (Chicago,
are working toward understanding the origin of accidentalSA). We acknowledge the support of the Research
coincidence backgrounds and exploring methods for the@Computing Center (RCC) at The University of Chicago
further reduction. Additionally, new calibration sourcesfor providing computing resources for data analysis. We
(e.0., #7Th and YBe [58]) have been investigated to thank the INFN Laboratori Nazionali del Gran Sasso for
enhance the characterization of the det&ct&R and hosting and supporting the XENON project.

NR responses. On the hardware front, ongoing improve-

ments to the subsystem aim to increase xenon purity, whlch DATA AVAILABILITY

will benefit subsequent analyses. Lastly, the simulation

framework is being refactored to adopt a more modular The data that support the findings of this article are not
approach and to improve the physical description of thpublicly available. The data are available from the authors
detector, such as electron diffusion below the perpendiculapon reasonable request.

[1] G. Bertone, D. Hooper, and J. Silk, Particle dark matter: Evi- [4] M. Pospelov, A. Ritz, and M. Voloshin, Bosonic super-
dence, candidates and constraifts;s. Rep405 279 (2005) WIMPs as keV-scale dark matt®hys. Rev. D78, 115012

[2] L. Roszkowski, E. M. Sessolo, and S. Trojanowski, WIMP (2008)
dark matter candidates and searehesrrent status and [5] E. Aprile et al. XENON Collaboration), First dark matter
future prospectsRep. Prog. Phys31, 066201 (2018) search with nuclear recoils from the XENONNT experiment,

[3] D.J. E. Marsh, Axion cosmologihys. Rep643 1 (2016) Phys. Rev. Lett131, 041003 (2023)

062006-25



E. APRILE et al. PHYS. REV. D111, 062006 (2025)

[6] Y. Meng et al. (PandaX-4T Collaboration), Dark matter [25] E. Aprileet al. (XENON Collaboration), Radon removal in
search results from the PandaX-4T commissioning run,  XENONNT down to the solar neutrino level (to be pub-

Phys. Rev. Lettl127, 261802 (2021) lished).

[7] J. Aalberset al, First dark matter search results from the[26] E. Aprile et al. (XENON Collaboration), XENONL1T dark
LUX-ZEPLIN (LZ) experiment,Phys. Rev. Lett.13], matter data analysis: Signal reconstruction, calibration and
041002 (2023) event selectionPhys. Rev. D100, 052014 (2019)

[8] E. Aprileetal.(XENON Collaboration), XENONnT WIMP  [27] A. Savitzky and M. J.E. Golay, Smoothing and differ-
Search: Signal & Background Modeling and Statistical entiation of data by simplified least squares procedures,
Inference (to be published). Anal. Chem.36, 1627 (1964)

[9] E. Aprile et al. (XENON Collaboration), Search for new [28] M. Pierre, Neutrinoless double beta decay search with
physics in electronic recoil data from XENONrHhys. XENONNT, Ph.D. thesis, Ecole nationale supérieure
Rev. Lett.129 161805 (2022) Mines-Télecom Atlantique, 2022.

[10] E. Aprile et al. (XENON Collaboration), The XENON1T [29] E. Aprile et al. (XENON Collaboration), The triggerless
dark matter experimenEur. Phys. J. (77, 881 (2017) data acquisition system of the XENONNT experiment,

[11] E. Aprile et al. (XENON Collaboration), The neutron veto J. Instrum.18, P07054 (2023)
of the XENONNT experiment: Results with demineralized[30] G. \Volta, Characterization and monitoring of XENONNT
water (to be published). photosensors and search for new physics with the first
[12] V.C. Antochiet al, Improved quality tests of R11410-21 XENONNT science data, Ph.D. thesis, Zurich University,
photomultiplier tubes for the XENONNT experiment, 2023.

J. Instrum.16, PO8033 (2021) [31] C. Wittweg, Second-order weak decays in XENONL1T and
[13] E. Aprile et al. (XENON Collaboration), The XENONNT future xenon time projection chambers, Ph.D. thesis, West-
dark matter experimenEur. Phys. J. (B34, 784 (2024) falische Wilhelms-Universitat Munster, 2021.

[14] E. Aprile et al. (XENON Collaboration), Design and [32] J. Aalberset al. (XENON Collaboration), AxFoundation/
performance of the field cage for the XENONNT experi- strax: v1.2.3,10.5281/zenodo.6620274 (2022).
ment,Eur. Phys. J. B34, 138 (2024) [33] E. Aprileet al. (XENON Collaboration), Energy resolution

[15] K. Fuijii, Y. Endo, Y. Torigoe, S. Nakamura, T. Haruyama, and linearity of XENONLT in the MeV energy randsyr.
K. Kasami, S. Mihara, K. Saito, S. Sasaki, and H. Tawara, = Phys. J. C80, 785 (2020)

High-accuracy measurement of the emission spectrum ¢84] J. R. Angevaaret al.(XENON Collaboration), XENONNT/

liquid xenon in the vacuum ultraviolet regiofucl. straxen: v1.8.310.5281/zenodo.6854329 (2022).
Instrum. Methods Phys. Res., Sect785 293 (2015) [35] J.R. Angevaare, First WIMP results of XENONNT and
[16] A. Lansiart, A. Seigneur, J.L. Moretti, and J. P. Morucci, its signal reconstruction, Ph.D. thesis, Universiteit van

Development research on a highly luminous condensed Amsterdam, 2023.
xenon scintillatorNucl. Instrum. Method435, 47 (1976) [36] E. Aprile et al. (XENON Collaboration), The XENON1T

[17] E. Aprileet al. XENON Collaboration), First indication of data acquisition systerd, Instrum.14, P07016 (2019)
solar 8 neutrinos via coherent elastic neutrino-nucleug37] P. Gaemerst al. (XENON Collaboration), XENONNT/
scattering with xenonntPhys. Rev. Lett.133 191002 wrsam: v1.0.2,10.5281/zenodo.7216324 (2022).

(2024) [38] E. Aprile et al. XENON Collaboration), Projected WIMP

[18] E. Aprile et al. (XENON Collaboration), Double-weak sensitivity of the XENONNT dark matter experiment,
decays ot?*Xe and™®%Xe in the XENON1T and XENONNT J. Cosmol. Astropart. Phys. 11 (2020) 031.
experimentsPhys. Rev. CL06 024328 (2022) [39] J. Allison et al, Recent developments igeant4 Nucl.

[19] E. McCutchan, Nuclear data sheets fov#83, Nucl. Data Instrum. Methods Phys. Res., Sect8385, 186 (2016)
Sheetsl 25 201 (2015) [40] S. Agostinelliet al, ceant4—A simulation toolkit, Nucl.

[20] E. Aprile et al. (XENON Collaboration), Low-energy Instrum. Methods Phys. Res., Sect586, 250 (2003)
calibration of XENON1T with an internal’Ar source, [41] D. Ramirezet al. (XENON Collaboration), XENONNT/
Eur. Phys. J. B3, 542 (2023) EPIX: v0.3.4,10.5281/zenodo.7777552 (2023).

[21] M. M. Bé et al, Table of Radionuclides, Monographie [42] M. Szydagis, C. Levy, G. M. Blockinger, A. Kamaha, N.
BIPM-5(Bureau International des Poids et Mesures, France, Parveen, and G. R. C. Rischbieter, Investigating the
2010), Vol. 5. XENONLIT low-energy electronic recoil excess uUsiegT,

[22] M. M. Bé et al, Table of Radionuclides, Monographie Phys. Rev. D103 012002 (2021)

BIPM-5(Bureau International des Poids et Mesures, Francg43] D. Ramirez Garcia, Simulating the XENONNT dark matter

2013), Vol. 7. experiment: Backgrounds and WIMP sensitivity, Ph.D.

[23] E. Aprile et al. (XENON Collaboration), Application and thesis, Albert-Ludwigs-Universitat Freiburg, 2022.
modeling of an online distillation method to reduce krypton[44] M. Abadiet al, TensoFlow: Large-scale machine learning on
and argon in XENON1TProg. Theor. Exp. Phy2022 heterogeneous systems (2015), Software available from
053H01 (2022) https://www.tensorflow.org/

[24] E. Aprile et al. (XENON Collaboration), Excess electronic [45] S. Liang et al, Domain-informed neural networks for
recoil events in XENON1TPhys. Rev. D102 072004 interaction localization within astroparticle experiments,
(2020) Front. Artif. Intell. 5, 832909 (2022)

062006-26



XENONNT ANALYSIS: SIGNAL RECONSTRUCTION,.. PHYS. REV. D111, 062006 (2025)

[46] F. Jbrg, D. Cichon, G. Eurin, L. H6tzsch, T. M. Undagoitia, dark matter searchellucl. Instrum. Methods Phys. Res.,
and N. Rupp, Characterization of alpha and beta interactions  Sect. A635, 41 (2011)
in liquid xenon,Eur. Phys. J. B2, 361 (2022) [53] D. G. Madlancet al, sourRces4A: A Code for Calculating

[47] F. Toschi, Design of the field cage and charge response of (alpha, n), Spontaneous Fission, and Delayed Neutron
the XENONNT dark matter experiment, Ph.D. thesis, Sources and Spectra (1999).2172/15215.
Albert-Ludwigs-Universitat Freiburg, 2022. [54] V. Tomasello, V. Kudryavtsev, and M. Robinson, Calcu-

[48] M. De Deo, G. Di Carlo, W. Fulgione, A. Molinario, S. lation of neutron background for underground experiments,
Parlati, R. Podviianiuk, and A. Razeto, Accurate GPS-based  Nucl. Instrum. Methods Phys. Res., Sect.585 431
timestamp facility for Gran Sasso National Laboratory, (2008)

J. Instrum.14, P0O4001 (2019) [55] I. H. Bell, 3. Wronski, S. Quoilin, and V. Lemort, Pure and

[49] E. Aprile et al. (XENON Collaboration), Conceptual pseudo-pure fluid thermophysical property evaluation and
design and simulation of a water cherenkov muon veto  the open-source thermophysical property library coolprop,
for the XENONIT experiment). Instrum.9, P11006 Ind. Eng. Chem. Re%3, 2498 (2014)

(2014) [56] C.J. Clopper and E. S. Pearson, The use of confidence or

[50] F. Pedregosat al, Scikit-learn: Machine learning iython, fiducial limits illustrated in the case of the binomial,
J. Mach. Learn. Red.2, 2825 (2011). Biometrika26, 404 (1934)

[51] E. Aprile et al. (XENON Collaboration), Detector signal [57] C.E. Dahl, The physics of background discrimination in
characterization with a Bayesian network in XENONNT, liquid xenon, and first results from XENONZ10 in the hunt for
Phys. Rev. D108 012016 (2023) WIMP dark matter, Ph.D. thesis, Princeton University, 2009.

[52] P. Sorensen, Anisotropic diffusion of electrons in liquid[58] E. Aprileet al. (XENON Collaboration), Low-energy Neutron
xenon with application to improving the sensitivity of direct Calibration of XENONNT with a YBe Source (to be published).

062006-27



