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We introduce and develop a set-based semantics for asynchronous TeamLTL. We consider 

two canonical logics in this setting: the extensions of TeamLTL by the Boolean disjunction 

and by the Boolean negation. We relate the new semantics with the original semantics 

based on multisets and establish one of the first positive complexity theoretic results 

in the temporal team semantics setting. In particular we show that both logics enjoy 

normal forms that can be utilised to obtain results related to expressivity and complexity 

(decidability) of the new logics.

 2025 The Authors. Published by Elsevier Inc. This is an open access article under the CC 

BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Linear temporal logic (LTL) is one of the most prominent logics for the specification and verification of reactive and con-

current systems. The core idea in model checking, as introduced in 1977 by Amir Pnueli [22], is to specify the correctness of 

a program as a set of infinite sequences, called traces, which define the acceptable executions of the system. In LTL-model 

checking one is concerned with trace sets that are definable by an LTL-formula. Ordinary LTL and its progeny are well suited 

for specification and verification of trace properties. These are properties of systems that can be checked by going through 

all executions of the system in isolation. A canonical example here is termination; a system terminates if each run of the 

system terminates. However not all properties of interest are trace properties. Many properties that are of prime interest, 

e.g., in information flow security, require a richer framework. The term hyperproperty was coined by Clarkson and Schneider 

[3] to refer to properties which relate multiple execution traces. An illustrative example is bounded termination; one cannot 

check whether a system terminates in bounded time by only checking traces in isolation. Checking hyperproperties is vital 

in information flow security where dependencies between secret inputs and publicly observable outputs of a system are 

considered potential security violations. Commonly known properties of that type are noninterference [24,20] and obser-

vational determinism [30]. Hyperproperties are not limited to the area of information flow control; e.g., distributivity and 

other system properties like fault tolerance can be expressed as hyperproperties [5].

During the past decade, the need for being able to formally specify hyperproperties has led to the creation of families 

of novel logics for this purpose, seeing as established temporal logics such as LTL can only specify trace properties. The 
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two main families of new logics are the so-called hyperlogics and logics that adopt team semantics. In the former approach, 

temporal logics such as LTL, computation tree logic (CTL), and quantified propositional temporal logic (QPTL) are extended 

with explicit trace and path quantification, resulting in logics like HyperLTL [2], HyperCTL∗ [2], and HyperQPTL [23,4]. The 

latter approach (which we adopt here) is to lift the semantics of temporal logics to sets of traces directly by adopting team 

semantics yielding logics such as TeamLTL [15,7] and TeamCTL [14,7].

Krebs et al. [15] introduced two versions of LTL with team semantics: a synchronous semantics and an asynchronous vari-

ant that differ on how the evolution of time is linked between computation traces when temporal operators are evaluated. 

In the synchronous semantics time proceeds in lock-step, while in the asynchronous variant time proceeds independently 

on each trace. For example the formula “Fterminate” (here F denotes the future-operator and “terminate” is a proposi-

tion depicting that a trace has terminated) defines the hyperproperty “bounded termination” under synchronous semantics, 

while it expresses the trace property “termination” under asynchronous semantics. The elegant definition of bounded ter-

mination exemplifies one of the main distinguishing factors of team logics from hyperlogics; namely the ability to refer 

directly to unbounded number of traces. Each hyperlogic-formula has a fixed number of trace quantifiers that delineate 

the traces involved in the evaluation of the formula. Another distinguishing feature of team logics lies in their ability to 

enrich the logical language with novel atomic formulae for stating properties of teams. The most prominent of these are the 

dependence atom dep(x̄, ȳ) (stating that the values of the variables x̄ functionally determine the values of ȳ) and inclusion 

atom x̄ ⊆ ȳ (expressing the inclusion dependency that all the truth value combinations occurring for x̄ must also occur as 

truth value combinations for ȳ in the order of the variables tuples).

As an example, let o1, . . . ,on be public observable bits and assume that c is a bit revealing confidential information. The 

atom (o1, . . .on, c) ⊆ (o1, . . .on,¬c) expresses a form of non-inference by stating that an observer cannot infer the value of 

the confidential bit from the outputs.

While HyperLTL and other hyperlogics have been studied extensively, many of the basic properties of TeamLTL are still 

not well understood. Krebs et al. [15] showed that synchronous TeamLTL and HyperLTL are incomparable in expressivity 

and that the asynchronous variant collapses to LTL. Not much was known about the complexity aspects of TeamLTL until 

Lück [18] showed that the complexity of satisfiability and model checking of synchronous TeamLTL with Boolean negation 

∼ is equivalent to the decision problem of third-order arithmetic. Subsequently, Virtema et al. [29] embarked for a more 

fine-grained analysis of the complexity of synchronous TeamLTL and discovered a decidable syntactic fragment (the so-

called left-flat fragment) and established that already a very weak access to the Boolean negation suffices for undecidability. 

They also showed that synchronous TeamLTL and its extensions can be translated to HyperQPTL+ , which is an extension 

of HyperLTL by (non-uniform) quantification of propositions. Kontinen and Sandström [12] defined translations between 

extensions of TeamLTL and the three-variable fragment of first-order team logic to utilise the better understanding of first-

order team semantics. They also showed that any logic effectively residing between synchronous TeamLTL extended with the 

Boolean negation and second-order logic inherits the complexity properties of the extension of TeamLTL with the Boolean 

negation. Finally, Gutsfeld et al. [7] re-imagined the setting of temporal team semantics to be able to model richer forms 

of (a)synchronicity by developing the notion of time-evaluation functions. In addition to re-imagining the framework, they 

discovered decidable logics which however relied on restraining time-evaluation functions to be either k-context-bounded or 

k-synchronous. It is worth noting that recently asynchronous hyperlogics have been considered also in several other articles 

(see, e.g., [8,1]).

Almost all complexity theoretic results previously obtained for TeamLTL have been negative, and the few positive results 

have required drastic restrictions in syntax or semantics. In this article we take a fresh look at expressive extensions of 

asynchronous TeamLTL. Recent works on synchronous TeamLTL have revealed that quite modest extensions of synchronous 

TeamLTL are undecidable. Thus, our study of asynchronous TeamLTL partly stems from our desire to discover decidable, but 

expressive logics for hyperproperties.

Until now, all the papers on temporal team semantics have explicitly or implicitly adopted a semantics based on multisets 

of traces. In the team semantics literature, this often carries the name strict semantics, in contrast to lax semantics which is 

de facto a set-based semantics. Since, in the literature, hyperproperties are defined as sets of sets of traces (as opposed to 

sets of multisets of traces), a question arises: what would be a suitable set semantics for team-based logics? Note that the 

distinction between sets and multisets do not manifest in the synchronous team logics (in absence of quantitative atomic 

statements) and has thus so far remained unstudied.

In database theory, it is ubiquitous that tasks that are computationally easy under set based semantics become intractable 

in the multiset case. In the team semantics setting this can be already seen in the model checking problem of propositional 

inclusion logic, PL(⊆), which is P-complete under lax semantics, but NP-complete under strict semantics [10]. Our new set-

based framework offers a setting that drops the accuracy that accompanies adoption of multiset semantics in favour of better 

computational properties. Consider the following formula expressing a form of strong non-inference in parallel computation: 

G((o1, ...,on, c) ⊆ (o1, ...,on,¬c)), where o1, ...,on are observable outputs and c is confidential. In the synchronous setting, 

the formula expresses that during a synchronous computation, at any given time, an observer cannot infer the value of the 

secret c from the outputs. In the asynchronous setting, the formula states a stronger property that the above property holds 

for all computations (not only synchronous). In the multiset setting the number of parallel computation nodes is fixed, 

while in the new lax semantics, we drop that restriction, and consider an undefined number of computation nodes. The 

condition is stronger in lax semantics; and intuitively easier to falsify, which makes model checking in practice easier.
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Table 1
Expressivity hierarchy of the asynchronous logics considered in the paper. Logics with lax 
or strict semantics are here referred with the superscripts l and s, respectively. For the 
definitions of left flatness, quasi flatness, and left downward closure, we refer to Defi-
nitions 11 and 19. †: This follows since only TeamLTLl(�) is downward closed (cf. Theo-
rem 12 and Definition 19). Theorem 12 implies that for TeamLTL(∼)-formulae in quasi-flat 
form the strict and lax semantics coincide.

TeamLTLs/l left-flat–TeamLTLs(�)
Cor. 16

< TeamLTLs(�)

<

Ex. 10

≡

Thm. 12

TeamLTLl(�)
Thm. 14

≡ left-flat–TeamLTLl(�)
† 
< quasi-flat–TeamLTLs/l(∼)

≡

Thm. 20
left-dc–TeamLTLl(∼)

Table 2
Complexity results of this paper. All results are completeness results if not otherwise specified. PL(∼)

refers to the propositional fragment of TeamLTL(∼) which embeds also to left-dc-TeamLTLl(∼). †: 
All PSPACE-completeness results for satisfiability in strict semantics and TeamLTLl follow directly 
from classical LTL by downward closure and singleton equivalence similar to [15, Proposition 5.4]. 
ATIME-ALT(exp,poly) refers to alternating exponential time with a polynomial number of alterna-
tions while TOWER(poly) refers to problems that can be decided by a deterministic TM in time 
bounded by an exponential tower of 2’s of polynomial height.

Logic Complexity of References 

(asynchronous semantics) model checking satisfiability 

LTL PSPACE PSPACE [25] 
PL(∼) ATIME-ALT(exp,poly) ATIME-ALT(exp,poly) [9] 
TeamLTLl/s PSPACE PSPACE [15], Theorem 9
left-flat-TeamLTLs/l(�) PSPACE PSPACE Theorem 22
TeamLTLl(�) PSPACE PSPACE Theorem 22
TeamLTLs(�) ??? PSPACE †

TeamLTLs(dep) NEXPTIME-hard PSPACE [15] 
left-dc-TeamLTLl(∼) in TOWER(poly) in TOWER(poly) Theorem 22

Table 3
Complexity results for synchronous strict semantics. All results are completeness results if not 
otherwise specified. †: All PSPACE-completeness results for satisfiability follow directly from 
classical LTL by downward closure and singleton equivalence similar to [15, Proposition 5.4]. 
‡: For the fragment without disjunction(∨).

Logic Complexity of References 

(sync. strict semantics) model checking satisfiability 

TeamLTL PSPACE‡ PSPACE [15] 
left-flat-TeamLTL(�) in EXPSPACE PSPACE [29] 
TeamLTL(dep) NEXPTIME-hard PSPACE [15] 
TeamLTL(�) ??? PSPACE †

TeamLTL(�,⊆) Σ0
1-hard Σ0

1-hard [29] 
TeamLTL(∼) third-order arithmetic third-order arithmetic [18] 

Our contribution. We introduce and develop a set-based semantics for asynchronous TeamLTL, which we name lax 

semantics and write TeamLTLl . We consider two canonical logics in this setting: the extensions of TeamLTLl by the Boolean 

disjunction TeamLTLl(�) and by the Boolean negation TeamLTLl(∼). By developing the basic theory of lax asynchronous 

TeamLTL, we discover some fascinating connections between the strict and lax semantics. We discover that both logics 

enjoy normal forms that can be utilised to obtain expressivity and complexity results. Tables 1 and 2 summarise our results. 

For comparison, Table 3 summarises the known results on complexity of synchronous TeamLTL.

2. Preliminaries

We start of by defining the syntax common for the logics discussed in this article. Fix a finite set AP of atomic propositions. 

The set of formulae of LTL (over AP) is generated by the grammar:

ϕ ::= p | ¬p | ϕ ∨ ϕ | ϕ ∧ ϕ | ϕ | Gϕ | ϕUϕ,

where p ∈ AP. We adopt the convention that formulae are given in negation normal form, i.e., ¬ is allowed only in front of 

atomic propositions. Note that this set of LTL-formulae are expressively complete.

Next we define the structures for the semantics of the logic. As the name of the logic implies, the structures are linear 

Kripke models, where special consideration is given to how far in the chain a possible world resides. A trace t over AP is 

3 
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an infinite sequence from (2AP)ω . For a natural number i ∈ N , we denote by t[i] the (i + 1)th letter of t and by t[i,∞]

the suffix (t[ j]) j≥i of t . Semantics of LTL is defined in the usual manner (see e.g., [21]). For example, t |= p if and only if 

p ∈ t[0] and t |= ϕ if and only if t[1,∞] |= ϕ . The truth value of a formula ϕ on a trace t is denoted by �ϕ�t ∈ {0,1}. The 

logical constants ⊤,⊥ and the operators F and W can be defined in the usual way:

⊥ := p ∧ ¬p, ⊤ := p ∨ ¬p, Fϕ := ⊤Uϕ, and ϕWψ := (ϕUψ) ∨ Gϕ.

Next we present the so-called asynchronous team semantics for LTL introduced in [15]. In [15], the release operator 

was defined slightly erroneously; we fix the issue here by taking G as primitive and defining R using G and U. Informally, 

a multiset of traces T is a collection of traces with possible repetitions. Formally, we represent T as a set of pairs (i, t), 

where i is an index (from some suitable large set) and t is a trace. We stipulate that the elements of a multiset have 

distinct indices. When there is no risk of confusion, we omit the index and write t instead of (i, t). For multisets T and 

S , T ⊎ S denotes the disjoint union of T and S (obtained by stipulating that traces in S and T have disjoint sets of 

indices). Note that all the functions f with domain T are actually of the form f ((i, t)) and may map different copies of 

the trace t differently. A team (multiteam, resp.) is a set (multiset, resp.) of traces. If f : T → N is a function, we define 

the updated team T [ f ,∞] := {t[ f (t),∞] | t ∈ T }, where f determines for each trace a point in time it updates to. For 

functions f : T → N and f ′ : T ′ → N , we write f ′ < f , if T ′ ⊆ T and f ′(t) < f (t) for all t ∈ T ′ . The underlying team 

support(T ) := {t | (i, t) ∈ T } of a multiteam T is called the support of T .

Example 1. Suppose the team T consists of two traces of the same computation of alternating p and q states, i.e. T :=

{(1, t), (2, t)}, where t := ({p}{q})ω . See T pictured below:
{

{p} {q} {p} {q} {p} {q} {p} {q} . . .

{p} {q} {p} {q} {p} {q} {p} {q} . . .

Now if we update the team with the function f : T → N defined through f ((1, t)) = 1 and f ((2, t)) = 2, we obtain the 

team T [ f ,∞], which is the same as T , except the second trace is offset by one step. See the team T [ f ,∞] pictured below:
{

{p} {q} {p} {q} {p} {q} {p} {q} . . .

{q} {p} {q} {p} {q} {p} {q} {p} . . .

Definition 2 (Team semantics for LTL). Let T be a multiteam, and ϕ and ψ LTL-formulae. The asynchronous team semantics 

of TeamLTL is defined as follows.

T |= l ⇔ t |= l for all t ∈ T , where l ∈ {p,¬p | p ∈ AP} is a literal

T |= ϕ ∧ ψ ⇔ T |= ϕ and T |= ψ

T |= ϕ ∨ ψ ⇔ ∃T1, T2 s.t. T1 ⊎ T2 = T and T1 |= ϕ and T2 |= ψ

T |= ϕ ⇔ T [1,∞] |= ϕ, where 1 is the constant function t �→ 1

T |= Gϕ ⇔ ∀ f : T → N T [ f ,∞] |= ϕ

T |= ϕUψ ⇔ ∃ f : T → N T [ f ,∞] |= ψ and T ′[ f ′,∞] |= ϕ, for all f ′ : T ′ → N s.t. f ′ < f ,

where T ′ := {t ∈ T | f (t) �= 0}

The synchronous variant of the semantics is obtained by allowing f to range only over constant functions. We take the 

asynchronous semantics as the standard semantics and write TeamLTL for asynchronous TeamLTL.

Example 3. Consider the team T := {(1, t1), (2, t2), (3, t2)}, where t1 := {q}ω and t2 := {p}{p,q}{q}ω , and consider the for-

mula ϕ := pUq. The team T looks as below:
⎧

⎨

⎩

{q} {q} {q} {q} {q} {q} {q} {q} . . .

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

If we think of the function f : T → N , defined through f ((1, t1)) = 0, f ((2, t2)) = 1, and f ((3, t2)) = 2, we notice that 

t1[ f ((1, t1)),∞] |= q, t2[ f ((2, t2)),∞] |= q, and t2[ f ((3, t2)),∞] |= q, as seen in the representation of the updated team 

T [ f ,∞] below:
⎧

⎨

⎩

{q} {q} {q} {q} {q} {q} {q} {q} . . .

{p,q} {q} {q} {q} {q} {q} {q} {q} . . .

{q} {q} {q} {q} {q} {q} {q} {q} . . .

4 



J. Kontinen, M. Sandström and J. Virtema Information and Computation 304 (2025) 105299 

Thus T [ f ,∞] |= q. Furthermore, when we consider the functions defined on T ′ := {(2, t2), (3, t2)}, which are smaller than 

f , as described above, we notice that there are two possibilities; f1 and f2 defined as follows: f1((2, t2)) = f2((2, t2)) = 0, 

f1((3, t2)) = 0, and f2((3, t2)) = 1. Sketched out we get T ′ below:
{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

{p} {p,q} {q} {q} {q} {q} {q} {q} . . . ,

the update of T ′ with f1 , T
′[ f1,∞], below:

{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

{p} {p,q} {q} {q} {q} {q} {q} {q} . . . ,

and finally the update of T ′ with f2 , T
′[ f2,∞], below:

{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

{p,q} {q} {q} {q} {q} {q} {q} {q} . . .

Here we notice that t2[ f1((2, t2)),∞] |= p, t2[ f2((2, t2)),∞] |= p, t2[ f1((3, t2)),∞] |= p, and t2[ f2((3, t2)),∞] |= p. There-

fore T ′[ f1,∞] |= p and T ′[ f2,∞] |= p. By the asynchronous semantics of LTL then T |= ϕ .

We also consider the Boolean disjunction � and Boolean negation ∼ interpreted as usual:

T |= ϕ � ψ ⇔ (T |= ϕ or T |= ψ), and

T |= ∼ ϕ ⇔ T �|= ϕ.

Next we define some important semantic properties of formulae studied in the literature. A logic has one of these 

properties if every formula of the logic has the property. It is easy to check that TeamLTL has all the properties listed below 

[15] whereas its extension with the Boolean disjunction has all but flatness and the extension with Boolean negation has 

none. The negative results transfer from the propositional case; it is easy to check that neither p � q nor ∼ p are flat, 

and that the latter also violates the empty team property and downward closure. Singleton equivalence is a meaningful 

property only for formulae that are syntactically LTL. The positive results can be proven via a straightforward induction 

on the structure of formulae. Furthermore, we will later establish in Theorem 4, TeamLTL with the Boolean disjunction 

is expressively complete for downward closed LTL-properties of teams, while the extension of TeamLTL with the Boolean 

negation can express all LTL-properties of teams (for a formal statement of this, see Theorem 4).

(Downward closure) If T |= ϕ and S ⊆ T , then S |= ϕ .

(Empty team property) ∅ |= ϕ .

(Flatness) T |= ϕ iff {t} |= ϕ for all t ∈ T .

(Singleton equivalence) {t} |= ϕ iff t |= ϕ .

We will now justify our choice of semantics. The semantic rules for literals, conjunction, and disjunction are the standard 

ones in team semantics, and which have been motivated numerous times in the literature [26]. The two main desirable 

properties for the logic to have are flatness and singleton equivalence, which also motivated the original definition of 

asynchronous TeamLTL [15]. The given semantics for is the only possible one that satisfies flatness. The same is true 

for F (i.e., ⊤Uϕ) and G; moreover the semantics clearly capture the intuitive meanings of asynchronously in the future and 

asynchronously globally, respectively. The given semantics for U preserves flatness and singleton equivalence, and adequately 

captures the intuitive meaning of asynchronous until. The framework of asynchronous TeamLTL then allows us to define 

different variants of the familiar temporal operators. E.g., ϕW1ψ := Gϕ ∨ ϕUψ and ϕW2ψ := Gϕ � ϕUψ define different 

variants of weak until; the first of which is flat, while the second is not.

T |= ϕW1ψ ⇔ ∃T1, T2 s.t. T1 ⊎ T2 = T , T1 |= Gϕ and T2 |= ϕUψ

T |= ϕW2ψ ⇔ T |= Gϕ or T |= ϕUψ

Similarly ϕR1ψ := ψU((ψ ∧ ϕ) ∨ Gψ) and ϕR2ψ := ψU((ψ ∧ ϕ) � Gψ) give rise to different variants of release. Moreover, 

with the Boolean negation, ∼, one can define additional dual operators.

A defining feature of team semantics is the ability to enrich logics with novel atomic statements describing properties of 

teams in a modular fashion. For example, dependence atoms dep(ϕ1, . . . ,ϕn,ψ) and inclusion atoms ϕ1, . . . ,ϕn ⊆ ψ1, . . . ,ψn , 

with ϕ1, . . . ,ϕn,ψ,ψ1, . . . ,ψn being LTL-formulae, have been studied extensively in first-order and modal team semantics. 

The dependence atom states that the truth value of ψ is functionally determined by that of ϕ1, . . . ,ϕn , whereas the inclusion 

atom states that each value combination of ϕ1, . . . ,ϕn must also occur as a value combination for ψ1, . . . ,ψn . Formally:

T |= dep(ϕ1, . . . ,ϕn,ψ) iff ∀t, t′ ∈ T :
(

∧

1≤ j≤n

�ϕ j�t = �ϕ j�t′
)

⇒ �ψ�t = �ψ�t′

5 
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T |= ϕ1, . . . ,ϕn ⊆ ψ1, . . . ,ψn iff ∀t ∈ T ∃t′ ∈ T :
∧

1≤ j≤n

�ϕ j�t = �ψ j�t′

Consider the following exemplary formula: Gdep(i1, i2,o) ∨ Gdep(i2, i3,o). The formula states that the executions of the 

system can be decomposed into two parts; in the first part, the output o is determined by the inputs i1 and i2 , and in the 

second part, o is determined by the inputs i2 and i3 . Consider another formula dep(s̄,Fa), where s̄ indicates the positions 

(on/off) of a sequence of switches and a indicates whether an action occurs. Now the formula dep(s̄,Fa) expresses the 

functional dependence that whether the action takes place somewhere in the future is functionally determined by the 

current positions of the switches.

If A is a collection of atoms and connectives, TeamLTL(A) denotes the extension of TeamLTL with the atoms and con-

nectives in A. It is straightforward to see (in analogy to the modal team semantics setting [11]) that any dependency such 

as the ones above is determined by a finite set of n-ary Boolean relations. Let B be a set of n-ary Boolean relations. We 

define the property [ϕ1, . . . ,ϕn]B for an n-tuple (ϕ1, . . . ,ϕn) of LTL-formulae:

T |= [ϕ1, . . . ,ϕn]B iff {(�ϕ1�t, . . . , �ϕn�t) | t ∈ T } ∈ B.

Expressions of the form [ϕ1, . . . ,ϕn]B are generalised atoms. It was shown in [29] that, in the synchronous setting, 

TeamLTL(∼) is expressively complete with respect to all generalised atoms, whereas the extension of TeamLTL(�) with 

the so-called flattening operator can express any generalised atoms that preserve downward closure. Preserving downward 

closure means that if the atom is applied to a downward closed formula, the resulting formula remains downward closed. 

These results readily extend to the asynchronous setting. Moreover the flattening operator renders itself unnecessary due 

to flatness of asynchronous TeamLTL. The results imply, e.g., that the dependence atoms (which preserves downward clo-

sure) can be expressed in both of the logics TeamLTL(∼) and TeamLTL(�), and inclusion atoms in turn are expressible in 

TeamLTL(∼). The proof of the following theorem is essentially the same as the proof of [28, Proposition 17]. Below L ≡ L′

denotes the equi-expressivity of the logics L and L′ .

Theorem 4. Let A, D be the sets of all generalised atoms, and all generalised atoms preserving downward closure, respectively. Then 

TeamLTL(D,�) ≡ TeamLTL(�) and TeamLTL(A,∼) ≡ TeamLTL(∼).

As a consequence of the above theorem, we may focus our study to the two canonical logics TeamLTL(�) and TeamLTL(∼

). As TeamLTL(�) can express all downward closed generalised atoms and TeamLTL(∼) can express all generalised atoms, 

our results concerning expressivity of logics can be readily extended to cover those classes of atoms, respectively. Moreover, 

our complexity theoretic results could also be extended to cover generalised atoms by using a suitable convention for 

deciding the input size a generalised atom contributes. Hence, for the rest of the paper, we focus on the logics TeamLTL(�)

and TeamLTL(∼).

3. Set-based semantics for TeamLTL

Next we define a relaxed version of the asynchronous semantics. We call it lax semantics, as it corresponds to the so-

called lax semantics of first-order team semantics (see e.g., [6]). From now on we refer to the semantics of Definition 2 as 

strict semantics. The possibility of considering lax semantics for TeamLTL was suggested by Lück already in [19], but the 

full definition was not given. Intuitively, lax semantics can always be obtained from a strict one by checking what strict 

semantics would yield if multiteams were enriched with unbounded many copies of each of its traces. More concretely, 

when designing a set-based semantics one may consider the restriction of multiset semantics where the only allowed 

multiteams are those T such that the multiplicities of t ∈ T are ℵ0 . For instance, in the case of splitjunction, one would 

allow only those splits that yield subteams of the aforementioned property. One of the defining features of lax semantics is 

that it is unable to distinguish multiplicities, which is formalised by Proposition 8 below.

We need some notation for the new definition. We write P(N)+ to denote P(N) \ {∅}. For a team T and function 

f : T → P(N)+ , we set T [ f ,∞] := {t[s,∞] | t ∈ T , s ∈ f (t)}. For T ′ ⊆ T , f : T → P(N)+ , and f ′ : T ′ → P(N)+ , we define 

that f ′ < f if and only if

∀t ∈ T ′: min( f ′(t)) ≤ min( f (t)) and, if max( f (t)) exists, max( f ′(t)) < max( f (t)).

Example 5. To illustrate how set based teams work, let us consider the same situation as in Example 1. Let T be the team 

only consisting of the trace t := ({p}{q})ω . See T pictured below:

{

{p} {q} {p} {q} {p} {q} {p} {q} . . .

Now if we update the team with the function f : T → P(N)+ defined through f (t) = {1,2}, we obtain the team T [ f ,∞], 

which is a team consisting of two traces, where the second trace is offset by one step. See the team T [ f ,∞] pictured 

below:

6 
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{

{p} {q} {p} {q} {p} {q} {p} {q} . . .

{q} {p} {q} {p} {q} {p} {q} {p} . . .

Definition 6 (TeamLTLl). Let T be a team, and ϕ and ψ TeamLTL-formulae. The lax semantics is defined as follows. We only 

list the cases that differ from the strict semantics.

T |=l ϕ ∨ ψ ⇔ ∃T1, T2 s.t. T1 ∪ T2 = T and T1 |= ϕ and T2 |= ψ

T |=l
Gϕ ⇔ ∀ f : T → P(N)+ it holds that T [ f ,∞] |=l ϕ

T |=l ϕUψ ⇔ ∃ f : T → P(N)+ such that T [ f ,∞] |=l ψ and 

∀ f ′ : T ′ → P(N)+s.t. f ′ < f , it holds that T ′[ f ′,∞] |=l ϕ or T ′ = ∅,

where T ′ := {t ∈ T | max( f (t)) �= 0}

In the context we will be considering in this article, the subformulae ϕ in the definition of the until operator U always 

have the empty team property and thus we disregard the possibility that the team T ′ is empty in our proofs, as that case 

follows from the empty team property.

Example 7. Let’s consider the same situation as in Example 3. To that end, let T := {t1, t2}, where t1 := {q}ω and t2 :=

{p}{p,q}{q}ω , and consider the formula ϕ := pUq. See below a sketch of team T :
{

{q} {q} {q} {q} {q} {q} {q} {q} . . .

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

When we think of the function f : T →P(N)+ , defined through f (t1) = {0}, and f (t2) = {1,2} we notice that t1[0,∞] |= q, 

t2[1,∞] |= q, and t2[2,∞] |= q, since the proposition symbol q is in state 0 of t1 and in state 1 and 2 of trace t2 , as we can 

see from the updated team T [ f ,∞] pictured below:
{

{q} {q} {q} {q} {q} {q} {q} {q} . . .

{p,q} {q} {q} {q} {q} {q} {q} {q} . . .

Thus T [ f ,∞] |=l q. Furthermore, when we consider the functions defined on T ′ := {t2}, which are smaller than f , when 

defined as described above, we notice that there are three possibilities; f1 , f2 , and f3 defined as follows: f1(t2) = {0}, 

f2(t2) = {1}, and f3(t2) = {0,1}. Visually, we get the team T ′:

{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . . ,

and the updates T ′[ f1,∞]:

{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . . ,

T ′[ f2,∞]:

{

{p,q} {q} {q} {q} {q} {q} {q} {q} . . . ,

and finally T ′[ f3,∞]:
{

{p} {p,q} {q} {q} {q} {q} {q} {q} . . .

{p,q} {q} {q} {q} {q} {q} {q} {q} . . .

Here we notice that t2[0,∞] |= p, and t2[1,∞] |= p. Therefore, by the flatness of p it holds that T ′[ f1,∞] |= p, T ′[ f2,∞] |=

p, and T ′[ f3,∞] |= p. Thus by the flatness of p and the lax asynchronous semantics of LTL T |=l ϕ .

The above set-based semantics can also be viewed in terms of multisets. If we would like to define a multiset-based logic 

that would simulate the above set-based semantics, the functions f : T → P(N)+ would need to be quantified uniformly. 

That is, we would restrict our consideration to functions where f ((i, t)) = f (( j, t)). Furthermore, the semantics for disjunc-

tion would have to be defined in a way that omits references to multiplicities. This logic would then have the property that 

a multiset-team satisfies a formula if and only if its support (which is a set-based team) satisfies the formula using the 

semantics of Definition 6.

In order to relate our new logics to the old multiteam based ones, we extend the lax semantics to multiteams T by 

stipulating that T |=l ϕ if and only if support(T ) |=l ϕ .

The following proposition shows that TeamLTLl(∼) satisfies the so-called locality property. For a trace t over AP′ and 

AP ⊆ AP′ , the reduction of t to AP, t↾AP , is a sequence from (2AP)ω such that p ∈ t[i] if and only if p ∈ t↾AP[i], for all p ∈ AP

and i ∈ N . For a team T over AP′ we define the reduction of T to AP by T↾AP = {t↾AP | t ∈ T }.

7 



J. Kontinen, M. Sandström and J. Virtema Information and Computation 304 (2025) 105299 

Proposition 8. Let T be a team and ϕ a TeamLTLl(∼)-formula with variables in AP. Now T |=l ϕ if and only if T↾AP |=l ϕ .

Proof. The proof is by induction on the structure of ϕ .

Suppose ϕ is a literal. By definition, T |=l ϕ if only if t |= ϕ for all t ∈ T . Now, seeing as ϕ is a literal of AP, the latter is 

equivalent with t |= ϕ for all t ∈ T↾AP . This, by definition, is equivalent with T↾AP |=l ϕ .

Suppose ϕ = ψ1 ∧ ψ2 . By definition, T |=l ϕ if and only if T |=l ψ1 and T |=l ψ2 . By the induction hypothesis, the latter 

holds if and only if T↾AP |=l ψ1 and T↾AP |=l ψ2 , which by definition is equivalent with T↾AP |=l ϕ .

Suppose ϕ = ψ ′∨ψ ′′ . By definition, T |=l ϕ if and only if there are subteams T ′ ∪T ′′ = T such that T ′ |=l ψ ′ and T ′′ |=l ψ ′′ . 

By the induction hypothesis, the latter two claims are equivalent with T ′
↾AP |=l ψ ′ and T ′′

↾AP |=l ψ ′′ . Now T ′
↾AP ∪ T ′′

↾AP = T↾AP , 

hence T↾AP |=l ϕ . For the converse, assume that T↾AP |=l ϕ is witnessed by subteams T ′
↾AP and T ′′

↾AP . Now it is easy to check 

that T ′ = {t ∈ T | t↾AP ∈ T ′
↾AP} and T ′′ = {t ∈ T | t↾AP ∈ T ′′

↾AP} witness T |=l ϕ .

Suppose ϕ = ψ . By definition, T |=l ϕ if and only if T [1,∞] |=l ψ , which, by the induction hypothesis, is equivalent 

with T [1,∞]↾AP |=l ψ . Note that T [1,∞]↾AP = T↾AP[1,∞], whereby T |=l ψ holds if and only if T↾AP |=l ψ holds.

Suppose ϕ = Gψ . By definition T |=l ϕ is equivalent with that T [ f ,∞] |=l ψ for all functions f : T → P(N+). By the 

induction hypothesis the latter is equivalent with T [ f ,∞]↾AP |=l ψ for functions f as before. Now for any f ′ : T↾AP →

P(N+) there is some f , such that T [ f ,∞]↾AP = T↾AP[ f
′,∞], since we can pick the function f (s) = f ′(t) for all s ∈ T such 

that s↾AP = t . Similarly, for each f we obtain a corresponding f ′ by taking its restriction to AP. Hence T [ f ,∞] |=l ψ holds 

for all f if and only if T↾AP[ f
′,∞] |=l ψ holds for all f ′ , and therefore T |=l

Gψ is equivalent with T↾AP |=l
Gψ .

Suppose ϕ = ψ1Uψ2 . Assume T |=l ϕ . By definition there is a function f2 : T → P(N+) such that T [ f2,∞] |=l ψ2

and for all f1 < f2 it holds that T 0[ f1,∞] |=l ψ1 , where T 0 := {t ∈ T | max( f (t)) �= 0}. By the induction hypothesis then 

T [ f2,∞]↾AP |=l ψ2 and T 0[ f1,∞]↾AP |=l ψ1 for f1 and f2 as previously. We define the function f ′
2 : T↾AP → P(N+) by 

setting f ′
2(s) :=

⋃

i f2(t
i), where t i ∈ T are such that t i

↾AP = s. Now T↾AP[ f
′
2,∞] = T [ f2,∞]↾AP . Furthermore, by a simi-

larly defined f ′
1 , we get that T 0

↾AP[ f
′
1,∞] = T 0[ f1,∞]↾AP . Thus T [ f2,∞]↾AP |=l ψ2 if and only if T↾AP[ f

′
2,∞] |=l ψ2 and for 

all f1 < f2 it holds that T 0[ f1,∞]↾AP |=l ψ1 if and only if T 0
↾AP[ f1,∞] |=l ψ1 . Therefore T↾AP |=l ϕ . The converse follows 

analogously.

Suppose ϕ =∼ ψ . By definition T |=l ϕ if and only if T �|=l ψ , which in turn is equivalent with T↾AP �|=l ψ by the induction 

hypothesis. This, again, is equivalent with T↾AP |=l ϕ , due to the definition. �

The next theorem displays that lax semantics enjoys the same fundamental properties as its strict counterpart.

Theorem 9. TeamLTLl satisfies downward closure, empty team property, singleton equivalence, and flatness.

Proof. The proofs proceed by induction over the structure of the formulae. Note that while downward closure follows 

from flatness, we need that the induction steps work with the weaker assumption of downward closure for the result to 

generalise to non-flat extensions of the logic.

Downward closure: Let ϕ ∈ TeamLTL be a formula and T , S teams such that S ⊆ T and T |=l ϕ . We need to show that 

S |=l ϕ as well.

For atomic ϕ the claim is immediately true: T |=l ϕ if and only if t |= ϕ for all t ∈ T , which also holds for all t ∈ S , and 

thus S |=l ϕ .

For conjunction, the claim follows immediately from the induction hypothesis. Let’s consider the case of disjunction. 

Suppose T |=l ϕ ∨ ψ . By definition then there are T1, T2 ⊆ T s.t. T1 ∪ T2 = T , T1 |=l ϕ and T2 |=l ψ . By the induction 

hypothesis S ∩ T1 |=l ϕ and S ∩ T2 |=l ψ , since S ∩ T1 ⊆ T1 and S ∩ T2 ⊆ T2 . Furthermore (S ∩ T1) ∪ (S ∩ T2) = S , and 

therefore S |=l ϕ ∨ ψ .

The case for is straightforward. Suppose T |=l ϕ . By definition T [1,∞] |=l ϕ . Since S[1,∞] ⊆ T [1,∞] follows from 

S ⊆ T , we obtain S[1,∞] |=l ϕ by the induction hypothesis. Thus S |= ϕ .

Next we suppose T |=l
Gϕ . By definition then for all f : T → P(N)+ it holds that T [ f ,∞] |=l ϕ . Now, for all f : S →

P(N)+ , S[ f ,∞] ⊆ T [ f ′,∞], where f ′ is any extension of f to T . Hence by the induction hypothesis S[ f ,∞] |=l ϕ for all 

f and S |=l
Gϕ .

Suppose then that T |=l ϕUψ . For any function h : T → P(N)+ , let hS denote the reduct of h to the domain S . From 

S ⊆ T , we get

S[hS ,∞] ⊆ T [h,∞]. (1)

By definition, there is a function f : T → P(N)+ such that T [ f ,∞] |=l ψ . Moreover, for all f ′ : T0 → P(N)+ such that 

f ′ < f , we have T0[ f
′,∞] |=l ϕ , where T0 := {t ∈ T | max( f (t)) �= 0}. By the induction hypothesis and (1), we have that 

S[ f S ,∞] |=l ψ . Moreover, for all g : S0 → P(N)+ , where S0 := {t ∈ S | max( f S (t)) �= 0}, such that g < f S , S[g,∞] |=l ϕ
follows by the induction hypothesis and the fact that every g is equal to f ′

S for a suitable f ′ . Thus S |=l ϕUψ .

Empty team property: Suppose T = ∅. The claim is clear for atomic formulae; since the team is empty, p ∈ t(0) and 

p / ∈ t(0) holds for all p ∈ AP and t ∈ T . The cases for conjunction and disjunction follow immediately from the induction 
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hypothesis. The cases for temporal operators follow immediately from the induction hypotheses as well, since ∅[ f ,∞] = ∅

for any f : T →P(N)+ .

Flatness: We prove by induction on ϕ that T |= ϕ if {t} |= ϕ for all t ∈ T , for every team T . The only if direction follows 

directly from downward closure.

The case for atomic formulae holds by definition, and the cases for conjunction and the next step operator follows 

directly from the induction hypothesis. Let us consider the case for disjunction. Suppose ϕ and ψ are LTL formulae, and 

consider the formula ϕ ∨ ψ . Assume that for all t ∈ T , {t} |= ϕ or {t} |= ψ . Let T1 and T2 be the sets of traces in T that 

satisfy ϕ and ψ , respectively. Clearly T1 ∪ T2 = T , and by induction hypothesis T1 |=l ϕ and T2 |=l ψ . Thus T |=l ϕ ∨ ψ .

For the case of until, suppose {t} |=l ϕUψ for all t ∈ T . Now, for each t ∈ T , there exists a function ft : {t} →P(N)+ such 

that {t}[ ft ,∞] |= ψ and for all intermediary f ′
t : {t} → P(N)+ , defined for such traces t where max( f (t)) �= 0, such that 

f ′
t < ft it holds that {t}[ f ′

t ,∞] |= ϕ . We define the functions f : T → P(N)+ , and g : T ′ → P(N)+ through f (t) := ft(t)

and g(t) := { j ∈ N | j < sup( f (t))}. By the induction hypothesis T [ f ,∞] |=l ψ and T ′[g,∞] |=l ϕ . Let f ′ : T ′ → P(N)+ be 

any function such that f ′ < f . If we can show that T ′[ f ′,∞] |=l ψ , we obtain T |= ϕUψ and are done. To that end, clearly 

T ′[ f ′,∞] ⊆ T ′[g,∞], and thus we obtain T ′[ f ′,∞] |=l ψ from downward closure.

Finally for the case for G, suppose {t} |=l
Gϕ for all t ∈ T . Now for each trace t and function f : {t} → P(N)+ it holds 

that {t}[ f ,∞] |=l ϕ . Now by the induction hypothesis, for all functions F : T → P(N)+ such that F (t) := f (t) it holds that 

T [F ,∞] |=l ϕ . Now the functions F are all possible functions. Thus T |=l
Gϕ .

Singleton equivalence: We prove by induction on ϕ that, for every trace t , {t} |=l ϕ if and only if t |= ϕ .

The case for literals is stated in the definition, whereas the case for conjunction follows directly from the induction 

hypothesis. Hence, consider the next step operator. Suppose ϕ = ψ . Now by definition {t} |=l ϕ is equivalent with 

{t}[1,∞] |=l ψ , which in turn holds if and only if t[1,∞] |= ψ by induction hypothesis. By the definition of the next 

step operator, the latter is equivalent with t |= ψ .

Suppose ϕ = ψ ∨ θ . By definition {t} |=l ϕ is equivalent with {t} |=l ψ or {t} |=l θ . By the induction hypothesis, the latter 

two are equivalent with t |= ψ or t |= θ , and thus by definition t |= ψ ∨ θ if and only if {t} |=l ϕ .

Suppose ϕ = ψ1Uψ2 . Assume {t} |=l ϕ . By definition there is a function f : {t} → P(N)+ such that {t}[ f ,∞] |=l ψ2 and 

for all intermediary functions f ′ : T ′ → P(N)+ it holds that T ′[ f ′,∞] |=l ψ1 , where T ′ := {t}, if f (t) �= {0} and otherwise 

T ′ = ∅. We assume f (t) �= {0}, as the other case is trivial. Let k := min( f (t)). By induction hypothesis and downward closure 

t[k,∞] |= ψ2 . Now for every singleton-valued function f ′ : T ′ → P(N)+ defined by f ′(t) := {k′}, such that k′ < k, it holds 

that {t}[ f ′,∞] |=l ψ1 . Hence by the induction hypothesis, for all k′ < k it holds that t[k′,∞] |= ψ1 . Thus t |= ϕ .

Now assume t |= ϕ . By definition there exists a number k ≥ 0 such that t[k,∞] |= ψ2 and for all 0 ≤ k′ < k it holds that 

t[k′,∞] |= ψ1 . Thus we can define a function f : {t} → P(N)+ such that f (t) := {k} and functions f ′ : {t} → P(N)+ such 

that f ′(t) := {k′}. Now by the induction hypothesis {t}[ f ,∞] |=l ψ2 and {t}[ f ′,∞] |=l ψ1 , and furthermore by flatness the 

latter actually holds for all intermediary functions g . Therefore {t} |=l ϕ .

Suppose ϕ = Gψ . Assume {t} |=l ϕ . By definition for all functions f : {t} →P(N)+ it holds that {t}[ f ,∞] |=l ψ . Especially 

this holds for every function fk such that fk(t) := {k}. By the induction hypothesis then t[k,∞] |= ψ for all k. Thus by 

definition t |= Gψ .

Now assume t |= ϕ . By definition for all k ≥ 0 it holds that t[k,∞] |= ψ . By the induction hypothesis it follows that 

{t}[ f ,∞] |=l ψ for all f : {t} → P(N)+ such that f = {k}. Thus, by flatness {t}[ f ′,∞] |=l ψ for all functions f ′ : {t} →

P(N)+ . Thus {t} |=l
Gψ . �

The following example establishes that the new lax semantics differs from the strict semantics, and that in the old 

semantics multiplicities matter. Moreover, we obtain TeamLTLl < TeamLTLl(�) by showing that the latter is not flat.

Example 10. Let ϕ be the formula G(p � q), T1 := {t} and T2 := {(1, t), (2, t)}, where t := {p}{q}ω . It is easy to check that 

T1 |= ϕ but T1 �|=l ϕ (which is witnessed by T1[ f ,∞] �|=l p�q for f (t) := {0,1}). Likewise, T2 is not a model for ϕ under the 

strict semantics, as the multiple copies of the trace can be updated independently, which may lead to one of them satisfying 

p and the other q. In other words, T2 �|= ϕ , as for instance the function f defined by f ((1, t)) = 0 and f ((2, t)) = 1 is such 

that T2[ f ,∞] �|= p and T2[ f ,∞] �|= q. Moreover, if we let s1 := {p}ω and s2 := {q}ω , we have that {si} |=l ϕ , for i ∈ {1,2}, 

but {s1, s2} �|=l ϕ .

We will also consider the following fragments of TeamLTL(�) and TeamLTL(∼).

Definition 11. A formula ϕ of TeamLTL(�) is called left-flat, if in all of its subformulae of the form Gψ and ψUθ , the 

subformula ψ is a LTL-formula. A formula ϕ of TeamLTL(∼,�) is called left-downward closed, if in all of its subformulae of 

the form Gψ and ψUθ , the subformula ψ is an TeamLTL(�)-formula.

We will later show that the above syntactic restriction for flatness could be replaced by a semantic restriction (see 

Corollary 15).

Theorem 12. For all ϕ ∈ TeamLTLl(�) the following two claims hold:
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1. ϕ is downward closed and has the empty team property, and

2. if ϕ is left-flat, then T |= ϕ iff support(T ) |=l ϕ for all multiteams T .

Proof. In order to show (1), it suffices to extend the proofs of Theorem 9 with a case for �. For downward closure: Let T

be a team of traces and let S ⊆ T . Suppose T |=l ψ � ϕ . By definition T |=l ψ or T |=l ϕ . Without loss of generality, we may 

assume T |=l ψ , which entails by the induction hypothesis that S |=l ψ and thus, by definition, S |=l ψ � ϕ . For the empty 

team property the claim follows immediately from the induction hypothesis.

The proof of claim (2) is a simple induction on the structure of ϕ . We show the claim for ϕ = αUψ , where α is an LTL-

formula. Assume T |= ϕ . Then there exists f : T → N such that T [ f ,∞] |= ψ and T ′[ f ′,∞] |= α, for all f ′ : T ′ → N such 

that f ′ < f , where T ′ = {t ∈ T | f (t) �= 0}. By flatness then for all (i, t) ∈ T and k < f ((i, t)) it holds that {(i, t[k,∞])} |= α. 

Define F : T → P(N)+ by F (t) := { f ((i, t)) | (i, t) ∈ T }. It is easy to check that support(T [ f ,∞]) = support(T )[F ,∞]. Now 

by application of the induction hypothesis support(T )[F ,∞] |=l ψ . Pick then an arbitrary F ′ : T ′ →P(N)+ such that F ′ < F

and a trace t ∈ T such that F (t) �= {0}. Consider k ∈ F ′(t). As F ′ < F , it follows that k < max(F (t)), and thus by the previous 

note {(i, t[k,∞])} |= α. Thus, by the flatness of α and the induction hypothesis support(T )[F ′,∞] |=l α. As F ′ was arbitrary, 

the support of T , updated with any function smaller than F satisfy α. The proof of the converse implication is similar.

Assume support(T ) |=l ϕ and let G : support(T ) → P(N)+ be such that support(T )[G,∞] |=l ψ . By downward closure 

we may assume that G is single valued. Now it is easy to pick g : T → N such that support(T [g,∞]) = support(T )[G,∞]. 

From the induction hypothesis it follows that T [g,∞] |= ψ . Just like above, using the fact that α is flat, it follows that 

T |= ϕ . �

The restriction to left-flat formulae in case (2) above is necessary by Example 10.

4. Normal forms for TeamLTL with Boolean disjunction and negation

In this section we develop normal forms for our logics, which we then utilise to obtain strong expressivity and complex-

ity results.

Definition 13. A formula ϕ is in �-disjunctive normal form if it is of the form

�
i∈I 

αi,

where αi are LTL-formulae.

Every formula of TeamLTLl(�) can be transformed into an equivalent �-disjunctive normal form. This result is similar to 

the one proved in [27] for team-based modal logic ML(�). In the following |ϕ| denotes the length of the formula ϕ .

Theorem 14. Every ϕ ∈ TeamLTLl(�) is logically equivalent to a formula ϕ∗ = �i∈I αi in �-disjunctive normal form, where |αi| ≤

|ϕ| and |I| = 2k , where k is the number of � in ϕ .

Proof. The proof proceeds by induction on the structure of formulae. Note that atomic formulae are already in the normal 

form and that the case for � is trivial. The remaining cases are defined as follows:

(ψ ∧ θ)∗ := �
i∈I, j∈ J

(α
ψ

i
∧ αθ

j ) (ψ ∨ θ)∗ := �
i∈I, j∈ J

(α
ψ

i
∨ αθ

j )

( ψ)∗ :=�
i∈I 

α
ψ

i (Gψ)∗ :=�
i∈I 

Gα
ψ

i

(ψUθ)∗ := �
i∈I, j∈ J

(α
ψ

i
Uαθ

j ).

where α
ψ

i and αθ
j are the flat formulae in the disjunctive normal forms of ψ and θ respectively, and I and J are the 

respective index sets.

Suppose ϕ = ψ ∧ θ and that ψ ≡ �i∈I α
ψ

i
and θ ≡ �i∈ J α

θ
j
(induction hypothesis). Now T |=l ϕ if and only if T |=l ψ

and T |=l θ . The latter holds, if and only if T |=l α
ψ

k
and T |=l αθ

k′ , for some k ∈ I and k′ ∈ J . This is equivalent with 

T |=l α
ψ

k
∧ αθ

k′ , for some k ∈ I and k′ ∈ J . Finally, this can be equivalently expressed as T |=l �i, j(α
ψ

i ∧ αθ
j ), i.e. T |=l ϕ∗ .

Suppose ϕ = ψ ∨ θ and that ψ ≡ �i∈I α
ψ

i
and θ ≡ �i∈ J α

θ
j
. By definition T |=l ϕ if and only if there exists T ′ ∪ T ′′ = T

such that T ′ |=l ψ and T ′′ |=l θ . By the induction hypothesis the latter is equivalent with T ′ |=l �i∈I α
ψ

i
and T ′′ |=l � j∈ J α

θ
j
. 

10 
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By definition this holds if and only if there are k′ ∈ I and k′′ ∈ J such that T ′ |=l α
ψ

k′ and T ′′ |=l αθ
k′′ , which is equivalent with 

T |=l α
ψ

k′ ∨ αθ
k′′ , by definition. Equivalently then T |=l �i∈I, j∈ J (α

ψ

i
∨ αθ

j
).

Suppose ϕ = ψ and that ψ ≡ �i∈I α
ψ

i
. By definition T |=l ϕ is equivalent with T [1,∞] |=l ψ . By the induction hy-

pothesis the latter holds if and only if T [1,∞] |=l �i∈I α
ψ

i
, which by definition is equivalent with T [1,∞] |=l α

ψ

k
for some 

k ∈ I . The latter holds if and only if T |=l α
ψ

k
for some k ∈ I , which is equivalent with T |=l �i∈I α

ψ

i
.

Suppose ϕ = Gψ and that ψ ≡ �i∈I α
ψ

i . Suppose that T |=l ϕ . By definition for all functions f : T →P(N)+ it holds that 

T [ f ,∞] |=l ψ . By the induction hypothesis T [ f ,∞] |=l �i∈I α
ψ

i for all f . Especially this holds for the total function defined 

for every t ∈ T by fmax(t) := N . Thus T [ fmax,∞] |=l α
ψ

k
for some k ∈ I . By downward closure it holds that T [ f ′,∞] |=l α

ψ

k

for all f ′ : T →P(N)+ . Hence T |=l
Gα

ψ

k
, and thus T |=l �i∈I Gα

ψ

i . The other direction is analogous.

Suppose ϕ = ψUθ and that ψ ≡ �i∈I α
ψ

i
and θ ≡ � j∈ J α

θ
j
. Suppose T |=l ϕ . By definition there exists a function 

f : T → P(N)+ such that T [ f ,∞] |=l θ and for all functions f ′ : T ′ → P(N)+ such that f ′ < f , T ′[ f ′,∞] |=l ψ , where 

T ′ := {t ∈ T | f (t) �= 0}. Hence by the induction hypothesis T [ f ,∞] |=l � j∈ J α
θ
j
, which is equivalent with T [ f ,∞] |=l αθ

k

for some k ∈ J , and, for the function fmax : T ′ → P(N)+ defined through fmax(t) := {n ∈ N | n < m, for some m ∈ f (t)}

(which is well-defined, as f (t) �= {0} for all t ∈ T ′), it holds that T ′[ fmax,∞] |=l �i∈I α
ψ

i
, which in turn is equivalent 

with T ′[ fmax,∞] |=l α
ψ

k′ for some k′ ∈ I . By downward closure the latter holds for all intermediary functions, and thus 

T |=l α
ψ

k′ Uαθ
k
and finally T |=l �i∈I, j∈ J (α

θ
i

Uα
ψ

j
) as wanted. The converse is analogous.

For showing the size estimates stated in the theorem, it suffices to note that our translation to �-disjunctive normal 

from can be equivalently stated:

ϕ ≡�
i∈I 

α
ψ

i ≡�
f ∈F 

ϕ f ,

where F is the set of all selection functions f that select, separately for each occurrence, either the left disjunct ψ or 

the right disjunct θ of each subformula of the form ψ � θ of ϕ , and ϕ f denotes the formula obtained from ϕ by sub-

stituting each occurrence of a subformula of type (ψ � θ) by f (ψ � θ). The size estimates follow immediately from this 

observation. �

Using this normal form we can now show that the flat fragment of TeamLTLl(�) is subsumed by TeamLTLl , which means 

that using the Boolean disjunction does not expand the set of flat formulae. In other words, the logics TeamLTLl(�) and 

TeamLTLl define exactly the same trace properties.

Corollary 15. For every flat TeamLTLl(�)-formula there exists an equivalent TeamLTLl-formula.

Proof. Let ϕ ∈ TeamLTLl(�) be flat, and let �i ψi be an equivalent formula given by Theorem 14, where ψi are TeamLTLl-

formulae. The following equivalences hold:

T |=l ϕ ⇔ ∀t ∈ T : {t} |=l�
i 

ψi ⇔ ∀t ∈ T : {t} |=l
∨

i 

ψi ⇔ T |=l
∨

i 

ψi

The first equivalence follows from flatness of ϕ and since �i ψi is equivalent to ϕ . The second equivalence follows, for it is 

easy to check that, for logics that have the empty team property, �i and 
∨

i are interchangeable over singleton teams. The 

last equivalence follows from the flatness of TeamLTLl (Theorem 9). �

The normal form also helps us clarify the hierarchy between the lax and the strict semantics of LTL extended with the 

Boolean disjunction, where the strict semantics is strictly more expressive.

Corollary 16. TeamLTLl(�) < TeamLTL(�).

Proof. Let ϕ be a TeamLTLl(�)-formula. By Theorem 14, ϕ can be equivalently written as a disjunction �i αi of TeamLTLl-

formulae. Now, for each multiteam T ,

support(T ) |=l ϕ ⇔ support(T ) |=l�
i 

αi ⇔ T |=�
i 

αi,

where the last equivalence is due to Theorem 12 and the fact that the formulae αi are left-flat (since they are LTL-formulae). 

Hence, for any given TeamLTLl(�)-formula, the normal form formula �i αi is, in fact, an equivalent TeamLTL(�) formula, 

from which TeamLTLl(�) ≤ TeamLTL(�) follows.

11 
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For showing the strict inclusion, we generalise the result from Example 10 and show that for the TeamLTL(�) formula 

G(p � q) there exists no equivalent TeamLTLl(�) formula. For a contradiction, suppose that ϕ ∈ TeamLTLl(�) is equivalent 

with G(p � q). By Theorem 14, we may assume that ϕ is a disjunction �i αi of n TeamLTLl-formulae. Define ti := {p}i{q}ω

for i ≤ n + 1. Now clearly {(1, ti)} |= G(p � q) and thus {ti} |=l ϕ , for each i. By the semantics of � this implies that for 

each i there exists ji ≤ n such that {ti} |=l α ji . Now from the pigeonhole principle, there exists 1 ≤ k < l ≤ n + 1 such 

that jk = jl . Thus {tk} |=l α jk and {tl} |=l α jk , from which {tk, tl} |=l α jk follows, by flatness of α jk . Thus {tk, tl} |=l ϕ and 

{(1, tk), (1, tl)} |= G(p � q), which is clearly false. �

The following corollary is also a direct consequence of Theorem 14.

Corollary 17. The operator G distributes over the Boolean disjunction � for TeamLTL(�)-formulae.

The following example shows that the above corollary does not hold in general, specifically for formulae that are not 

downward closed.

Example 18. Let ϕ be the formula G(∼ ¬p1� ∼ ¬p2) and T := {t}, where t := ({p1}{p2})
ω . It is now easy to check that 

T |=l ϕ but T �|=l
G ∼ ¬pi for i ∈ {1,2}.

A normal form, similar to the one in Theorem 14, can also be obtained for TeamLTL(∼). However, since the extension is 

not downward closed, it only holds for a specific fragment of the logic. The following normal form has been introduced and 

used in [17,16] to analyse the complexity of modal team logic and FO2 in the team semantics context. Below ϕd denotes a 

formula obtained by transforming ¬ϕ into negation normal form in the standard way in LTL.

Definition 19. A formula ϕ is quasi-flat if ϕ is of the form:

�
i∈I 

(αi ∧
∧

j∈ J i

∃βi, j),

where αi and βi, j are LTL-formulae, and ∃βi, j is an abbreviation for the formula ∼ βd
i, j .

Note that, for LTL-formulae α and β , we have T |=l α if and only if t |= α, for all t ∈ T . Moreover T |=l ∃β , if and only if 

there exists some trace t ∈ T such that t |= β .

Theorem 20. Every left-downward closed formula ϕ ∈ TeamLTLl(∼,�) is logically equivalent to a quasi-flat formula ϕ∗.

Proof. Proof by induction over the structure of ϕ . Atoms are flat, and hence are in the normal form. The translations and 

the proofs of correctness for the cases of conjunction, disjunction, and Boolean negation are analogous to the simpler modal 

framework of [17,16].

Suppose ϕ = ψ ∧ θ and assume that ψ is equivalent to �i∈I (α
ψ

i ∧
∧

j∈ J i
∃β

ψ

i, j) and θ to �i∈I ′ (α
θ
i ∧

∧

j∈ J ′
i
∃βθ

i, j). By the 

distributive laws of conjunction and disjunction, ϕ is clearly equivalent to

�
i∈I,k∈I ′

(α
ψ

i ∧ αθ
k ∧

∧

j∈ J i

∃β
ψ

i, j ∧
∧

j∈ J ′
k

∃βθ
k, j).

Suppose ϕ = ψ ∨ θ . By the induction hypothesis and an argument analogous to the disjunction case of the proof of 

Theorem 14, ϕ is equivalent to

�
i∈I,k∈I ′

(

(α
ψ

i
∧

∧

j∈ J i

∃β
ψ

i, j
) ∨ (αθ

k ∧
∧

j∈ J ′
k

∃βθ
k, j)

)

. (2)

The above formula expresses that T can be split into two parts: T1 in which each trace satisfies αi and the subformulae βi, j

are satisfied by some traces, and T2 in which each trace satisfies αk and the subformulae βk, j are satisfied by some traces. 

But this is equivalent to saying that T can be split into two parts: T1 in which each trace satisfies αi , and T2 in which each 

trace satisfies αk; and the subformulae αi ∧ βi, j and αk ∧ βk, j are satisfied by some traces in T , and thus the formula (2) is 

equivalent with

�
i∈I,k∈I ′

(

(α
ψ

i
∨ αθ

k ) ∧
∧

j∈ J i

∃(α
ψ

i
∧ β

ψ

i, j
) ∧

∧

j∈ J ′
k

∃(αθ
j ∧ βθ

k, j)
)

that is in the normal form.

12 
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Suppose ϕ = ∼ψ and assume as induction hypothesis that ψ is equivalent to the formula �i∈I (αi ∧
∧

j∈ J i
∃βi, j). Now 

ϕ is clearly equivalent to the formula

∧

i∈I 

(∃αd
i ��

j∈ J i

βd
i, j).

This formula can be expanded back to the normal form with exponential blow-up using the distributivity law of proposi-

tional logic.

Suppose ϕ = ψ and assume that ψ is equivalent to �i∈I (αi ∧
∧

j∈ J i
∃βi, j). It is now easy to check that ϕ is equivalent 

to �i∈I ( αi ∧
∧

j∈ J i
∃ βi, j).

Suppose ϕ = Gψ . Since ϕ is left-downward closed, ψ and hence Gψ are TeamLTLl(�)-formulae. By Theorem 14, ϕ can 

equivalently be written in the form �i αi , where αi are LTL-formulae.

Suppose ϕ = ψUθ . By assumption ϕ is left-downward closed, hence ψ is equivalent with a formula of the form �i∈I α
ψ

i

(by the previous theorem) and θ is equivalent to �k∈I ′ (α
θ
k

∧
∧

j∈ Jk
∃βθ

k, j
). Now using the fact that ψ is downward closed, 

it is easy to see that ϕ is logically equivalent with the formula:

�
i∈I,k∈I ′

(

α
ψ

i
U(αθ

k ∧
∧

j∈ Jk

∃βθ
k, j)

)

. (3)

It now suffices to show that the disjuncts (for any i ∈ I,k ∈ I ′) of (3) can be equivalently expressed as:

(

α
ψ

i
Uαθ

k ∧
∧

j∈ Jk

∃(α
ψ

i
U(αθ

k ∧ βθ
k, j)

)

. (4)

We will show the logical implication from (4) to (3). Assume

T |=l
(

α
ψ

i
Uαθ

k ∧
∧

j∈ Jk

∃(α
ψ

i
U(αθ

k ∧ βθ
k, j)

)

.

Let f be such that T [ f ,∞] |=l αθ
k
and that T [g,∞] |=l α

ψ

i
, for all g < f . In order to show

T |=l α
ψ

i
U(αθ

k ∧
∧

j∈ Jk

∃βθ
k, j), (5)

we need to make sure that traces witnessing the truth of the formulae ∃βθ
k, j

can be found in T [ f ,∞]. Here we can 

use the assumption that T |=l
∧

j∈ Jk
∃(α

ψ

i
U(αθ

k
∧ βθ

k, j
)) implying that for each j ∈ Jk there exists t j ∈ T such that t j |=

α
ψ

i U(αθ
k

∧ βθ
k, j

). Let now n j be such that t j[n j,∞] |= αθ
k

∧ βθ
k, j

and that t j[l,∞] |= α
ψ

i for all l < n j . Now by the flatness of 

the formulae α
ψ

i
,αθ

k
, and βθ

k, j
, the function f ′ defined by

f ′(t) :=

{

f (t) ∪ {t j[n j,∞]} if t = t j, for some j ∈ Jk

f (t) otherwise

witnesses (5). The converse is proved analogously. �

5. Computational properties

In this section we analyse the computational properties of the logics studied in the previous section. We focus on the 

complexity of the model checking and satisfiability problems.

For the model checking problem, one has to determine whether a team of traces generated by a given finite Kripke 

structure satisfies a given formula. We consider Kripke structures of the form K := (W , R,η, w0), where W is a finite set 

of states, R ⊆ W 2 a left-total transition relation, η : W → 2AP a labelling function, and w0 ∈ W an initial state of K . A path 

σ through K is an infinite sequence σ ∈ Wω such that σ [0] := w0 and (σ [i],σ [i + 1]) ∈ R for every i ≥ 0. The trace of 

σ is defined as t(σ ) := η(σ [0])η(σ [1]) · · · ∈ (2AP)ω . A Kripke structure K then generates the trace set Traces(K) := {t(σ ) |

σ is a path through K}.

Definition 21. The model checking problem of a logic L is the following decision problem: Given a formula ϕ ∈L and a Kripke 

structure K over AP, determine whether Traces(K ) |= ϕ . The (countable) satisfiability problem of a logic L is the following 

decision problem: Given a formula ϕ ∈L, determine whether T |= ϕ for some (countable) T �= ∅.
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Below we will use the fact that the model checking and satisfiability problems of LTL are PSPACE-complete [25]. Further-

more, we use the facts that the satisfiability problem of propositional team logic, PL(∼), is ATIME-ALT(exp,poly)-complete 

[9], and that the complexity of modal team logic is complete for the class TOWER(poly) := TIME(expnO (1) (1)), where 

exp0(1) := 1 and expk+1(1) := 2expk(1) [17,16]. Recall that ATIME-ALT(exp,poly) refers to alternating exponential time with 

a polynomial number of alternations.

Theorem 22. 

1. The model checking and satisfiability problems of TeamLTLl(�) are PSPACE-complete.

2. The model checking and satisfiability problems of the left-flat fragment of TeamLTL(�) are PSPACE-complete.

3. The model checking problem of the left-downward closed fragment of TeamLTLl(∼,�) is PSPACE-hard and it is contained in 

TOWER(poly).

4. The satisfiability problem of the left-downward closed fragment of TeamLTLl(∼,�) is contained in TOWER(poly) and it is 

ATIME-ALT(exp,poly)-hard.

Proof. Let us first consider the proofs of claims 1 and 2. Note that PSPACE-hardness holds already for LTL-formulae, hence 

it suffices to show containment in PSPACE. Furthermore, note that 2 follows immediately from 1 and Theorem 12. Assume 

a formula ϕ ∈ TeamLTLl(�) and a Kripke structure K is given as input. By Theorem 14, ϕ is logically equivalent with a 

formula of the form � f ∈F ϕ f , where f varies over selection functions choosing, separately for each occurrence, either the 

left disjunct ψ or the right disjunct θ of each subformula of the form ψ �θ of ϕ . Now, without constructing the full formula 

� f ∈F ϕ f , using polynomial space with respect to the size of ϕ , it is possible to check whether Traces(K) |= ϕ f for some 

f ∈ F . Hence the upper bound follows from the fact that LTL model checking is in PSPACE. The upper bound for satisfiability 

follows analogously.

Let us then consider the proof of claim (4). The proof of claim (3) is analogous. For the lower bound, it suffices to note 

that propositional team logic PL(∼) is a fragment of the left-downward closed fragment of TeamLTLl(∼,�) and hence its 

satisfiability problem can be trivially reduced to the satisfiability problem of the left-downward closed fragment. Therefore 

ATIME-ALT(exp,poly)-hardness follows by the result of [9].

For the upper bound, we first transform an input formula ϕ into an equivalent quasi-flat formula of the form 

�i∈I (αi ∧
∧

j∈ J i
∃βi, j). Analogously to [17,16], this formula can be computed in time TIME(expO (|ϕ|)(1)). It is now easy 

to see that the quasi-flat formula is satisfiable if and only if there exists i ∈ I , such that SAT(αi ∧ βi, j) = 1 for all j ∈ J i . 

Since LTL-satisfiability checking is contained in PSPACE ⊆ TIME(2n
O (1)

), the overall complexity of the above procedure is in 

TIME(exp(|ϕ|O (1))(1)). �

6. Connections to other forms of asynchronicity

In [7] the authors introduced a novel team-based logic that can deal with different modes of asynchronous hyper-

properties by using so-called time evaluation functions (tefs). Time evaluation functions facilitate fine-grained asynchronous 

interactions between traces. Intuitively, given a trace t ∈ T and a value of the global clock i ∈ N , a tef τ outputs the value 

τ (i, t) of the local clock of trace t at global time i. If T is a multiset of traces, a time evaluation function for T is a func-

tion τ : N × T → N that satisfies the following two conditions. We write τ (i) to denote the function T → N defined by 

t �→ τ (i, t).

• stepwiseness – ∀i ∈ N ∀t ∈ T : τ (i + 1, t) ∈ {τ (i, t),τ (i, t) + 1},

• strict monotonicity – ∀i ∈ N : τ (i) �= τ (i + 1).

A tef is initial, if τ (0, t) = 0 for each t ∈ T .

It was shown in [7] that when tefs are assumed to be synchronous, we obtain exactly synchronous TeamLTL as defined in 

[15]. In this section, we take a closer look on the connections between asynchronous TeamLTL and team-based logics with 

tefs. We identify a logic with tefs that corresponds almost exactly to asynchronous TeamLTL and to the left-flat fragment 

of asynchronous TeamLTL(�). This connection establishes the first non-trivial decidability result for logics with tefs without 

putting heavy restrictions on tefs.

We give the syntax of TeamCTL with an additional synchronous next operator that was shown in [7] to be expressible 

in the logic with the help of the Boolean disjunction � and an additional proposition symbol that is set to alternate 

uniformly and synchronously (see [7, Theorem 4.2] for details).

ϕ ::= p | ¬p | ϕ ∧ ψ | ϕ ∨ ψ | ϕ | ∃ ϕ | ∀ ϕ | G∃ϕ | G∀ϕ | ϕU∃ψ | ϕU∀ψ

Next we define the semantics. Note that, while in [7] TeamCTL∗-formulae were evaluated with respect to pairs (T ,τ ), we 

consider only TeamCTL-formulae in this article, and therefore we choose to internalise τ into T . The cases for the semantics 

of the propositional atoms, Boolean connectives, and are the same as for asynchronous TeamLTL (see Definition 2). Note 

that here the functions τ (i) take the role of the functions f of Definition 2.
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T |= ∃ ϕ ⇔ there is an initial tef τ s.t. T [τ (1),∞] |= ϕ

T |= ∀ ϕ ⇔ for all initial tefs τ , we have T [τ (1),∞] |= ϕ

T |= G∃ϕ ⇔ there is an initial tef τ s.t. T [τ (k),∞] |= ϕ, for all k ∈ N

T |= G∀ϕ ⇔ for all initial tefs τ , we have T [τ (k),∞] |= ϕ, for all k ∈ N

T |= ϕU∃ψ ⇔ there is an initial tef τ and k ∈ N s.t. T [τ (k),∞] |= ψ and 

∀m : 0 ≤m < k ⇒ T [τ (m),∞] |= ϕ

T |= ϕU∀ψ ⇔ for all initial tefs τ , ∃k ∈ N s.t. T [τ (k),∞] |= ψ and 

∀m : 0 ≤m < k ⇒ T [τ (m),∞] |= ϕ

We identify a collection of the above temporal operators that match as closely as possible with the operators of asyn-

chronous TeamLTL. We will not be utilising all of the operators introduced above, but chose to introduce a full selection to 

emphasise that in this setting all temporal operators have two variants; existential and universal. For a collection of tempo-

ral operators C , we write TeamCTL(C) to denote the logic built from propositional atoms by using ∧, ∨, and the operators 

in C .

In order to deal with the asynchronous until operator, we need to do two concessions. Firstly, we need to restrict 

ourselves to the left-flat fragment (cf. Definition 11). Secondly, instead of until, we use the strong release operator ψ Mϕ

with the following semantics:

T |=l ψ Mϕ ⇔ ∃ f : T → P(N)+ s.t T [ f ,∞] |=l ψ and T [ f ′,∞] |=l ϕ for all f ′ : T → P(N)+ s.t. f ′ ≤ f ,

where f ′ ≤ f if and only if

∀t ∈ T : min( f ′(t)) ≤ min( f (t)) and, if max( f (t)) exists, max( f ′(t)) ≤ max( f (t)).

The F and modalities can be used without any restrictions. It is now easy to check that ψ Mϕ and ϕU(ϕ ∧ ψ) are 

equivalent for all flat ϕ .

Lemma 23. If ϕ and ψ are TeamLTLl-formulae and ϕ is flat, then ψ Mϕ and ϕU(ϕ ∧ ψ) are equivalent (in TeamLTLl).

Proof. Let ϕ and ψ as described in the formulation of the lemma and let T be an arbitrary team. Now, by the semantics of 

weak release,

T |=l ψ Mϕ ⇔ ∃ f : T → P(N)+ s.t T [ f ,∞] |=l ψ and T [ f ′,∞] |=l ϕ for all f ′ : T → P(N)+ s.t. f ′ ≤ f .

Now since ϕ is flat, the right-hand side of the above equivalence is equivalent with

∃ f : T → P(N)+ s.t T [ f ,∞] |=l ψ and T [ fmax,∞] |=l ϕ,

where fmax is defined such that fmax(t) = {i ∈ N | i ≤ j for some j ∈ f (t)}. Again, by flatness of ϕ , the above is equivalent 

with

∃ f : T → P(N)+ such that T [ f ,∞] |=l ϕ ∧ ψ and 

∀ f ′ : T ′ → P(N)+ s.t. f ′ < f , it holds that T ′[ f ′,∞] |=l ϕ or T ′ = ∅,

where T ′ := {t ∈ T | max( f (t)) �= 0},

where f ′ < f is as defined for Definition 6. Finally, by the semantics of until, the above is equivalent with T |=l ϕU(ϕ ∧

ψ). �

Finally, we say that two formulae ϕ and ψ are fin-equivalent, if T |= ϕ ⇔ T |= ψ holds for all finite multiteams T. With 

these restrictions, we can prove an equivalence between left-flat-TeamCTL( ,G∀,M∃,�) and TeamLTLl(�). Here ψ M∃ ϕ is 

defined as ϕU∃(ϕ ∧ ψ).

We first need to show that the normal form for TeamLTLl(�) still holds when U is replaced with M (cf. Theorem 14).

Theorem 24. Every TeamLTLl(�)-formula ϕ using M instead of U is logically equivalent to a formula ϕ∗ = �i∈I αi in �-disjunctive 

normal form using M instead of U, where |αi| ≤ |ϕ| and |I| = 2k , where k is the number of � in ϕ .
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Proof. We modify the proof for Theorem 14 by describing the case for M. Otherwise the proof is identical.

Suppose ϕ = θ Mψ and that ψ ≡ �i∈I α
ψ

i and θ ≡ � j∈ J α
θ
j . Suppose T |=l θ Mψ . By definition there exists a function 

f : T → P(N)+ such that T [ f ,∞] |=l θ and for all functions f ′ : T → P(N)+ such that f ′ ≤ f , T [ f ′,∞] |=l ψ . Hence by 

the induction hypothesis T [ f ,∞] |=l � j∈ J α
θ
j
, which is equivalent with T [ f ,∞] |=l αθ

k
for some k ∈ J , and T [ fmax,∞] |=l

�i∈I α
ψ

i , which in turn is equivalent with T [ fmax,∞] |=l α
ψ

k′ for some k′ ∈ I . By downward closure T [ f ′,∞] |=l α
ψ

k′ holds 

for all intermediary functions f ′ ≤ f . Thus T |=l αθ
k

Mα
ψ

k′ and finally T |=l �i∈I, j∈ J (α
θ
i

Mα
ψ

j
) as required. The converse is 

analogous. �

Theorem 25. For every left-flat-TeamCTL( ,G∀,M∃,�)-formula there exists a fin-equivalent formula of TeamLTLl(�) using M in-

stead of U, and vice versa.

Proof. By Theorem 24, every TeamLTLl(�)-formula using M instead of U is equivalent to some left-flat-TeamLTLl(�)-formula 

using M instead of U. Furthermore, by Lemma 23, this equivalence can be extended to left-flat-TeamLTLl(�)-formulae where 

until is restricted to occur in the form ψU(ψ ∧ θ). Finally, Theorem 12 extends the equivalence to left-flat-TeamLTLs(�)-

formulae where until is restricted to occur in the form ψU(ψ ∧ θ). Hence, we prove the equivalence between left-

flat-TeamCTL( ,G∀,M∃,�) and left-flat-TeamLTLs(�) where until is restricted to occur in the form ψU(ψ ∧ θ).

The translations simply swap ϕU(ϕ ∧ ψ) with ψ M∃ ϕ and Gϕ with G∀ϕ . Correctness of the translations can be proven 

by induction on the structure of formulae. The only non-trivial cases are the cases for strong release and globally.

The case for globally follows from the following chain of equivalences:

T |= Gϕ ⇔ ∀ f : T → N T [ f ,∞] |= ϕ

⇔ for all initial tefs τ , we have T [τ (k),∞] |= ϕ, for all k ∈ N

⇔ T |= G∀ϕ.

The first and the last equivalence are simply the semantics of the respective operators. The second equivalence follows from 

the assumption that ϕ is flat.

Assume ϕU(ϕ ∧ ψ) is such that ϕ is flat. Now, by the semantics of until,

T |= ϕU(ϕ ∧ ψ) ⇔ ∃ f : T → N such that T [ f ,∞] |= ϕ ∧ ψ and 

∀ f ′ : T ′ → N s.t. f ′ < f , we have T ′[ f ′,∞] |= ϕ

where T ′ := {t ∈ T | max( f (t)) �= 0}.

Now, since ϕ is flat, the right-hand-side of the above equivalence is equivalent with

∃ f : T → N such that T [ f ,∞] |= ϕ ∧ ψ and {t[i,∞]} |= ϕ, for every t ∈ T and i ≤ f (t)

By flatness of ϕ together with the induction hypothesis, the above is equivalent with the statement that

there is an initial tef τ and k ∈ N s.t. T [τ (k),∞] |= ϕ ∧ ψ and ∀m : 0 ≤m < k ⇒ T [τ (m),∞] |= ϕ,

which, by the semantics of U∃ is equivalent with T |= ϕU∃(ϕ ∧ ψ), which can be rewritten as T |= ψ M∃ ϕ . The correspon-

dence between quantification of tefs and functions of the form f : T → N relies on the fact that T is finite. In Example 28

we show a situation where the correspondence breaks down due to the team T being infinite. �

Corollary 26. For every TeamCTL( ,G∀,M∃)-formula there exists a fin-equivalent TeamLTL-formula using M instead of U, and vice 

versa. (Note that the logics TeamLTL and TeamLTLl are equi-expressive by Theorem 12.)

By combining Theorem 25 to Theorems 12 and 22, we obtain the following:

Corollary 27. The model checking problem of left-flat-TeamCTL( ,G∀,M∃,�) restricted to finite teams is PSPACE-complete.

We showed that over finite sets of traces the left-flat fragment of TeamCTL( ,G∀,M∃,�) coincides with the left-flat 

fragment of TeamLTL(�) using M instead of U. The following example shows that the simple translation given in the proof 

does not work over arbitrary sets of traces.

Example 28. Let T consist of the traces tk = {p}k{p,q}{q}ω , k ∈ N . Let f : T → P(N)+ be defined such that f (tk) = {k}, 

for each k ∈ N . Clearly T [ f ,∞] |=l q and T [ f ′,∞] |=l p for all f ′ : T → P(N)+ such that f ′ ≤ f . Hence T |=l qM p in 

asynchronous TeamLTL. In contrast, T �|= qM∃ p in TeamCTL, since there is no tef τ such that T [τ (m),∞] |= q for some m.
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7. Conclusion

We introduced a novel set-based semantics for asynchronous TeamLTL. We showed several results on the expressive 

power and complexity of the extensions of TeamLTLl by the Boolean disjunction TeamLTLl(�) and by the Boolean negation 

TeamLTLl(∼). In particular, our results show that the complexity properties of the former logic are comparable to that of 

LTL and that the left-downward closed fragment of the latter also has decidable model-checking and satisfiability problems. 

See Table 1 on page 3 for an overview of our expressivity results and Table 2 for our complexity results. We obtained these 

results on TeamLTLl(�) and TeamLTLl(∼) via normal forms that also allowed us to relate the expressive power of these logics 

to the corresponding logics in the strict semantics. Our results show that, while the synchronous TeamLTL can be viewed as 

a fragment of second-order logic, the asynchronous TeamLTL(�) under the lax semantics is a sublogic of HyperLTL (see [2] 

for a definition). In fact, subsequent work [13] has revealed that TeamLTLl(�) is equiexpressive with the closure of universal 

one variable fragment of HyperLTL with conjunctions and disjunctions. Moreover, it was shown in [13] that the expressivity 

of left-downward closed TeamLTLl(∼) coincides with that of the Boolean closure of one variable HyperLTL. Furthermore, our 

decidability results show, e.g., that it will probably be possible to devise a complete proof system for TeamLTLl(�). Section 6

relates and applies our results to recently defined logics whose asynchronicity is formalised via time evaluation functions 

[7]. We conclude with open questions:

• Does Theorem 20 extend to all formulae of TeamLTLl(∼)? Note that any quasi-flat–TeamLTL(∼)-formula can be rewritten 

in HyperLTL [13, Theorem 13].

• Can the result (iii) of Theorem 22 be accompanied by a matching lower bound (i.e., TOWER(poly)-hardness result)?

• Can a syntactic characterisation (similar to Corollary 15) be obtained for the downward closed fragment of TeamLTLl(∼)? 

We believe that TeamLTLl(�) is a promising candidate, as its extensions with infinite conjunctions and disjunctions 

suffice for all downward closed properties of teams.

• What is the complexity of model checking for TeamLTL(�) under the strict semantics?
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