
Journal of Responsible Technology 21 (2025) 100114

Available online 24 February 2025
2666-6596/© 2025 The Authors. Published by Elsevier Ltd on behalf of ORBIT. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

Research Article

Normative conflict resolution through human–autonomous 
agent interaction

Beverley Townsend a, Katie J. Parnell b,* , Sinem Getir Yaman a, Gabriel Nemirovsky a,  
Radu Calinescu a

a University of York, York, England, UK
b University of Southampton, Southampton, England UK

A R T I C L E  I N F O

Keywords:
Normative conflict
Autonomous agents
Decision-making
Choice
Defeasibility
Decision ladder
SRK levels

A B S T R A C T

We have become increasingly reliant on the decision-making capabilities of autonomous agents. These decisions 
are often executed under non-ideal conditions, offer significant moral risk, and directly affect human well-being. 
Such decisions may involve the choice to optimise one value over another: promoting safety over human au-
tonomy, or ensuring accuracy over fairness, for example. All too often decision-making of this kind requires a 
level of normative evaluation involving ethically defensible moral choices and value judgements, compromises, 
and trade-offs. Guided by normative principles such decisions inform the possible courses of action the agent may 
take and may even change a set of established actionable courses.

This paper seeks to map the decision-making processes in normative choice scenarios wherein autonomous 
agents are intrinsically linked to the decision process. A care-robot is used to illustrate how a normative choice - 
underpinned by normative principles - arises, where the agent must ‘choose’ an actionable path involving the 
administration of critical or non-critical medication. Critically, the choice is dependent upon the trade-off 
involving two normative principles: respect for human autonomy and the prevention of harm. An additional 
dimension is presented, that of the inclusion of the urgency of the medication to be administered, which further 
informs and changes the course of action to be followed.

We offer a means to map decision-making involving a normative choice within a decision ladder using 
stakeholder input, and, using defeasibility, we show how specification rules with defeaters can be written to 
operationalise such choice.

1. Introduction

Autonomous agents, with the capability to engage in personalised 
interaction with human-users are, or will, in the future, be required to 
make real-time decisions that involve ‘difficult’ ethical considerations 
and normative trade-offs (Mittelstadt et al., 2016; Wiegel & van den 
Berg, 2009). In executing a course of action, an autonomous agent may 
be called upon to select between two or more nontrivial 
normatively-relevant alternatives (or ‘options’) requiring of the agent to 
make decisions premised on an array of alternative, principled, reasoned 
and justifiable choices. Choices that may require, for instance, priori-
tising safety over respect for human autonomy, harm-prevention over 
privacy, or individual interests over collective interests. We currently 
lack methods and approaches to understand how these normative 
choices can be made in an ethical manner. Our paper aims to fill this gap 

with the application and development of a human decision making 
model to capture conflict resolution in human-autonomy relationships.

Exploring ‘machine ethics’ and the design and moral reasoning of 
autonomous agents is not new (Anderson et al., 2004; Anderson & 
Anderson, 2007; Anderson & Anderson, 2011; Anderson & Anderson, 
2018; Anderson et al., 2018; Moor, 2006; Dodig Crnkovic & C¸ürüklü, 
2012; Dennis et al., 2016; Jiang et al., 2021). Anderson & Anderson 
(Anderson et al., 2006) describe a system, for example, that generates 
rules for weighting the different prima facie obligations so that ethicists 
can articulate more general principles that would otherwise be hard to 
discern in human decision-making. Dennis et al. (Dennis et al., 2016; 
Cervantes et al., 2016) propose a formal theoretical verification frame-
work for ethical plan selection that can be used to assist autonomous 
agents to make complex decisions by requiring the agent to choose to 
execute, to the best of its beliefs, an ethical plan. Cervantes et al. offer a 
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computational model for ethical decision-making that takes into account 
preferences, good and bad past experiences, ethical rules, and current 
emotional state when making the most appropriate choice. More 
recently, Jiang et al. (Jiang et al., 2021) have demonstrated Delphi, a 
model to predict moral judgements from machines trained on descrip-
tive ethical judgement data. This is large-scale data involving normative 
judgements collected from nuanced compositional and socially sensitive 
everyday situations presented in a commonsense norm bank. The diffi-
culty is, however, not only in determining the potential and actual 
ethical impact of a decision made by a model, but in understanding and 
documenting the factors, features, and reasons that informed the deci-
sion making process and the ultimate outcome.

We have shown elsewhere (Townsend et al., 2022) how high-level 
principles can be refined to lower-level explicitly formulated opera-
tional rules or ‘evaluative standards’. Guided by such high-level prin-
ciples, lower-level programmable rules are written that inform an 
agent’s executable course of action. These non-functional rules are used 
to augment and complement the specifications of the agent and set out 
what the agent ought to do in a given scenario. However, autonomous 
agents may be required to not only implement the legal, ethical, social, 
and cultural norms and expectations associated with their roles, but also 
to select between two ‘conflicting’ normative principles. A ‘normative 
conflict’ would include a moral conflict and speaks to a situation where 
two competing actions ought to, but cannot, be performed (Horty, 
2012). An example would be where respecting human autonomy (by the 
agent obeying a user’s instruction) comes into conflict, or is in tension, 
with the requirement to prevent harm to the user (as a consequence of 
not administering critical medication). This requires resolution by 
negotiated justifiable trade-off involving human deliberative evaluation 
in a process of collaborative engagement and reflection as described in 
Townsend et al. (Townsend et al., 2022). Our interest, in this paper, is in 
determining how such normative conflicts and choices arise and can be 
mapped, so that agents can be designed to implement decisions 
involving normative principles, which, in turn, can inform the execution 
of alternative tasks. Specification rules, hedged with ‘defeaters’, are thus 
written directing a specific choice outcome.

To illustrate our approach, we consider a hypothetical normative 
choice scenario confronted by a social or care robot (‘carebot’). A 
carebot is a supportive robotic tool used to care for the health of the 
elderly, children, and those living with disabilities (Vallor, 2020). The 
carebot is typically deployed in the user’s home (or at a care home) – 
either working alongside human caregivers or on its own – with the 
primary role of aiding a user, for instance, in providing routine care and 
support functions such as reminding a user to take their medication or in 
administering such medication. These carebots may also be a source of 
companionship and comfort to the user and are expected to engage in 
social interactions with the user, by communicating, listening, 
responding, and reacting and making certain normatively-relevant 
choices. Jevtic et al. (Jevtíc et al., 2018) describe the development of 
a similar carebot. It is a personalised agent with a wide range of physical 
characteristics and abilities that can perform assistive dressing functions 
in close physical interaction with users. Autonomous agents of this type 
demonstrate a degree of sociability and of emotional perception, such as, 
engaging in highlevel interactive dialogue, responsiveness, and 
gesturing, and using voice recognition. We provide an example in the 
case study of how, in the course of such an interface, an agent is required 
to execute a task premised on the resolution of two conflicting normative 
choices. We then show how alternative paths may be mapped using a 
cognitive work analysis, and how implementable rules can be written 
based on specific choice outcomes. As the agent, in our example, is 
semi-autonomous, we acknowledge the evolving perspectives related to 
algorithmic software development in autonomous agents in the fields of 
strategic planning software, business intelligence, uncertain reasoning, 
and automated decision making. Aligned with certain aspects of these 
approaches, we offer a new solution for the following common prob-
lems: (a) the identification and expression of conflicting goals; (b) the 

application of knowledge-based human behaviour and uncertain 
reasoning to support automated decision-making, and (c) the mapping, 
resolution, and achievement of these goals.

2. Theoretical framework

From plural principles comes the opportunity for principles to 
‘conflict’. ‘Normative conflict‘ involves at least two options, under-
pinned by obligation or duty, and is described as ‘competing’ or in 
‘tension’ in the sense that the pursuit of one option can resist or oppose 
another in a certain context (Townsend et al., 2022). Such ‘tensions’ 
inevitably arise as we bridge principles to practice. Value-conflict then is 
a position where only one interest or value can be upheld in a given case. 
These are instances when only a single option can be selected and must 
succeed in overriding the other, that is to say, one principle must be 
sacrificed in favour of another. This is a situation that William (Williams, 
1981) sees not as pathological, but something necessarily involved in 
reconciling human values.

While future work can consider how autonomous agents might come 
to make moral choices (e.g., through machine learning), for clarity, and 
for the purposes of this paper, it is not the agent that makes the moral 
choice. A choice is made by the human stakeholders, and is merely 
executed by the agent as informed by a series of pre-written rules. A 
‘normative choice scenario’ is a scenario where a decision-maker’s 
choice and the subsequent course of action it gives rise to, contains a 
normative (or moral) dimension which has an impact (be it adverse or 
otherwise). These normative choices include, as a part of the delibera-
tion, consideration of various legal, ethical, social, and cultural norms. 
These interrelated ‘norms’ are the ‘fundamental principles that govern 
the issues of how we should live and what we morally ought to do’ or 
that which would on the whole make things go well (Driver, 2005). We 
use the word ‘normative’ in this article in the sense that it relates to 
norms or standards, especially of behaviour and value. This, we believe, 
is wide enough to encompass moral standards of right and wrong 
behaviour. We, however, stop short of making moral claims regarding 
the choice, only we say that the claim or choice relates to a norm or 
standard which may or may not have a moral dimension.

We present normative choice mapping using decision ladders, with 
broader application to social science, and offer a position that says more 
about how the human decision-makers making normative choices be-
haves or what they prefer to do, rather than how they ought to behave or 
what they morally ought to do. Decision ladders are applied to break the 
decision process down into different levels of information processing, in 
accordance with psychological behaviour models (Rasmussen, 1983). In 
doing so, they present a structured approach to review the different 
elements that inform a decision and the process of assessing options to 
select the one most valid to the currently situation (Jenkins et al., 2010). 
Using this approach, we suggest that a choice is the culmination and 
expression of an act of accountable, deliberative evaluation that cap-
tures what the human agent actually selects or does in a given choice 
context. Thus, in a given choice scenario, we can say something about 
the actionable form of practical human reasoning expressed as a choice 
in selecting one alternative above another. We therefore present this 
paper with the following caveat: we do not make an assertion as to the 
‘correctness’ of a moral choice or to suggest that a choice is ‘good’ or as 
instrumentally good (or, ‘good for something’ or ‘good for someone’). 
Thus, we do not categorise alternatives or indeed choices as either ‘right’ 
or ‘wrong’, ‘good’ or not, or something in between. What it is for a de-
cision to be good depends as much upon what the decision is about, as 
about what it is to be good for something or for someone. As there are 
criteria or standards independent of human choices, preferences, and 
attitudes that govern whether a choice is good or not, we do not here 
attribute goodness to a choice. Only, we suggest, that a human 
decision-maker within a context must act in accordance with what might 
be considered the actions of a ‘reasonable and responsible person’: to act 
virtuously (or to a common good), to deliberate about options before 
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acting, to make choices that seem to be the best for all affected, and to 
concern themselves with how their actions may adversely affect others. 
(Young, 2011)

Moral judgement is complex and is informed by factors such as dif-
ferences in the individuals’ lives, values, norms, culture, and religion. 
When making a choice, we call on the stakeholders or human decision- 
makers to consider John Rawls’ epistemological technique of envisaging 
themselves as within the ‘original position’ behind a ‘veil of ignorance’ 
(Rawls, 1971) – that is to say, that all individuals are similarly situated: 
no one is able to design principles to favour their particular condition, 
and no one knows their place, class, or social status in society (Rawls, 
1971). Rawls proposed the Veil of Ignorance (or ‘VoI’) to identify fair 
principles as a means to govern society. One way to interpret Rawls’s 
epistemological technique is as a game in which, ‘a person would choose 
for the design of a society in which his enemy is to assign him his place,’ 
and develop a strategy to maximise their own well-being accordingly.

Compared to individuals who know their position, those behind the 
Rawlsian veil are more likely, upon reflection, to choose principles and 
outcomes that prioritise the worstoff (Weidinger & McKee, 2022). The 
outcome is therefore prioritarian rather than maximisation - meaning 
rules prioritise benefiting the worst off. In these circumstances, 
decision-makers are called upon to evaluate principles and consider 
alternatives on the basis that they too might be the recipient of the de-
cision making. (Rawls, 1971) Experimental data shows that the VoI 
helps promote reasoning towards fairness, when asked to justify their 
decision, compared to control groups - thus producing more pro-social 
attitudes (Weidinger & McKee, 2022). These benefits are despite any 
initial differences in risk-attitudes. In other words, appeals to fairness 
and other pro-social attitudes are not likely to be reducible to an aver-
sion against the possibility of being the worst off. Using the VoI as a 
procedural rule in developing the governing principles of an autono-
mous system may help align the system more closely with human values. 
This may also provide extra considerations for a prioritarian principle, 
rather than a maximisation principle, in evaluating trade-offs when 
normative conflicts arise.

A further difficulty is that normatively-relevant choices often require 
evaluation by comparing two competing interests. For example, it might 
be expected to prioritise harm prevention over human autonomy, or 
justice and fairness over predictive accuracy, or to place individual level 
interests above interests of the group or of society (Kearns & Roth, 
2019). Not infrequently, a decision-maker is confronted with circum-
stances that create an obligation to do A and an obligation to do B, but in 
the circumstances they cannot perform both, that is, the decision-maker 
is faced by a so-called ‘moral dilemma’ (Brink, 1994). A second such 
account is where one valuable aim or thing cannot be achieved without 
causing damage or diminishment to another valuable one. For instances 
of such choice, we believe we need to say something about the features 
and factors - that is, the rationale and criteria informing the choice - that 
underlie the selection of placing one option above another in a given 
choice scenario. A selection that, we propose, is the product of, and has 
undergone, the moral scrutiny of the human decisionmaker/s (or 
stakeholder/s) and requires normative evaluation and deliberation 
involving ethically defensible moral choices, value judgements, com-
promises, and trade-offs.

We situate the process of using decision ladders to map normative 
choice within the idea of responsible technology, broadly construed, 
that is, that technology makes a contribution to, and promotes, human 
flourishing (Bynum, 2006). This interdisciplinary process demonstrates 
a practical way to refine and map human-and-agent interactions to 
facilitate normative conflict resolution that, ultimately, contributes to 
human happiness and well-being (Jirotka & Stahl, 2020). As such, this 
touches on how agents can make normative decisions responsibly, and 
with a degree of adaptivity, within the context into which they are 
deployed, that is, it forms part of a framework of responsible innovation 
that anticipates, reflects, engages, and responds (Stilgoe et al., 2020).

Although we do not engage directly with the difficult question of 

trust, increased multi-user stakeholder involvement and insight are 
supportive of trust in AI, which is positively associated with user and 
societal well-being (Choung et al., 2023). Trust in the system is a sig-
nificant driver of adoption, and allows for better integration and 
acceptance in practice and for enhanced and personalised user experi-
ence (Townsend et al., 2023). Trust is also a cornerstone of ethical AI 
adoption as offered by various AI frameworks, such as the European 
Commission’s High-Level Expert Group Guidelines for Trustworthy AI 
(European Commission, 2019). By developing this process, we further 
progress the issue of trustworthiness in autonomous agents as they are 
faced with normative decision-making in increasingly complex settings.

Decision-making has long been a focus of study within the field of 
psychology. Early theories and approaches to decision-making focused 
on option generation and selection, with suggestions that probability 
and utility estimates could be generated to decide between different 
options. Yet, the introduction of the Naturalistic Decision Making 
(NDM) field in the late 1980′s opposed this way of thinking about de-
cisions and instead suggested ways in which people made decisions in 
the ’real world’ (Klein, 2008). Prior laboratory studies had shown how 
people should make decisions, with tightly controlled parameters but 
they failed to capture how people actually make decisions in reality 
(Orasanu & Connolly, 1993). NDM research relies on field studies and 
subject matter experts to understand how people make decisions in more 
difficult conditions, with uncertainty and time restrictions. Through this 
it has been established that a key element within the decision-making 
process is experience, with novice and expert decision makers being 
classified on the level of experience they have with the environment and 
events that surround the decision (Klein, 2011; Canon-Bowers & Bell, 
2014).

NDM aims to study the effectiveness of decision-making processes 
and provide guidance as to how people can make improved decisions, 
especially in difficult conditions. Numerous decision-making theories 
have been developed within the field of NDM, which share the inclusion 
of ’real world’ elements of the decision making process, but vary in how 
they conceptualise decision-making (Lipshitz et al., 2001; Lintern, 2010; 
Parnell et al., 2022). There is no clear ‘best’ model to be applied, each 
naturalistic decision model will capture the individuals’ perspective and 
the broader context surrounding the decision. A popular approach that 
has endured over time relates to the skills, rules, knowledge (SRK) levels 
of human performance that were proposed by Rasmussen (Rasmussen, 
1983). The theory relates to the different levels of cognitive processing 
that are required to make sense of a situation and respond to it. Ras-
mussen (Rasmussen, 1983) states that different information is required 
at each of the SRK levels of performance and that these levels are hier-
archical, such that behaviour at each of the levels increases in 
complexity.

Skill-based behaviour is automated and unconscious, it relates to the 
actions that are not intentional but have been well practised over time 
such that they become automated. There is a lack of higher level pro-
cessing of behaviour at this level, and Rasmussen refers to this as “The 
man looks rather than sees” [(Rasmussen, 1983), p. 259]. Rule-based 
behaviour involves the ‘stored rules’, which are formed from previous 
experience of similar events or are given as instructions. Rules are 
guided by higher-level goals in an implicit manner, usually cued by the 
situation or environment and informed by previously successful be-
haviours. Skill- and rule-based behaviour are distinguished by the level 
of conscious attention involved, with skill based behaviour being un-
conscious and rule based behaviour being more intentional and 
informed by explicit know-how (Rasmussen, 1983). Knowledge-based 
behaviour is the highest level of performance wherein higher-level 
goals explicitly inform behaviour. A reliance on past experience is not 
enough and instead further information from the environment and sit-
uation must be processed to inform performance. This involves consid-
ering different options and reviewing possible outcomes by predicting 
different consequences. At this level, the mental model for the situation 
is consulted and informs future actions. Mental models contain an 
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individuals’ beliefs and understanding of the world, they are continually 
updated based on new and evolving events and information, and they 
guide an individuals’ behaviour (Johnson-Laird, 1989).

The SRK levels of performance have been used to inform the design 
of human-machine interfaces (e.g. (Drivalou & Marmaras, 2009; Lin 
et al., 2011)) and levels of automation (Sheridan, 2017; Khastgir et al., 
2018). Sheridan (Sheridan, 2017) states that automation performance 
has the same hierarchical SRK levels of performance as human perfor-
mance. Standard feedback control relates to the skill-level, adaptive 
control relates to the rule-level, with rules governing behaviours in 
certain contexts. The knowledge-level relates to more advanced auto-
mation including Artificial Intelligence, deep learning and neural net-
works (Sheridan, 2017). The utility in this perspective is that the shared 
hierarchy between humans and automation can aid in the design of 
effective human-automation interaction. Performance can be attributed 
to the human and the automation across the different SRK levels. With 
regards to the focus of this paper, the SRK theory can determine which 
elements of normative choice can be implemented by the automated 
agent, and which should include input from human stakeholders. One 
means of doing this is through the application of the decision ladder 
method, which is a naturalistic decision model based on the SRK levels 
of performance, and is one method from a broader toolkit of methods 
encompassing Cognitive Work Analysis (Vicente, 1999; Jenkins et al., 
2017).

3. The decision ladder

The decision ladder is a method within the CWA framework that 
aims to map out the system’s decision points by providing the inputs, 
possible options available and the required processes to action the 
selected option. A diagram of a generic decision ladder is shown in 
Fig. 1.

The ‘ladder’ is composed of two streams that feed into and out of the 
top section. The diagram in Fig. 1 should be read from the bottom left 
‘Activation’ element, directing up the ladder to the ‘goal’ before going 
down the right side of the ladder and finishing at the ‘execute’ element. 
The left side of the ladder is concerned with situation analysis which 
presents the conditions for the decision, including being first ‘alerted’ to 

the situation and processing the ‘information’ in the environment that 
determines the current state of the system. The decision is made at the 
top of the ladder, with the different ‘options’ considered in relation to 
the top-level ‘goal’ of the system. The selected option then sets in motion 
the ‘tasks’ and ‘procedures’ that are required to enact this option, 
feeding down the right-hand stream of the ladder, ending with the 
‘execute’ point. The process of going up and down the ladder relates to 
the different levels of processing across the SRK-levels of performance, 
as annotated on the left of the ladder in Fig. 1. Skill-based behaviour is 
involved in the initial ’Activation’ of the decision-making process, 
through the interpretation of cues or triggers from the environment. 
Skill-based behaviour is also implicated at the end of the decision pro-
cess, at the bottom of the right-hand side of the ladder, when the be-
haviours that are directed by the decision are executed. Rule-based 
behaviour is also evident on both legs of the ladder. On the left-hand 
side, it is employed to make sense of environmental information, 
encoded through the prior skill-level processing, to diagnose that a de-
cision will be required to ensure effective future behaviour. On the right- 
hand side of the ladder, rule-based behaviour is employed to determine 
the best course of action in order to enact the decision, including 
determining what tasks will be required and how they will be carried 
out. The top section of the ladder involves knowledge-based behaviour 
wherein options for possible future courses of actions are generated and 
compared to the top-level goal of performance to determine the best 
option.

The boxes within the ladder contain ‘information processing activ-
ities’ and the circles contain ‘states of knowledge’ resulting from the 
outputs of these activities. The metaphor of the ladder captures the in-
cremental process of obtaining information from the environment, 
building information about the situation and deciding how to proceed, 
before going back down the ladder to enact the decision and adjust 
behaviour accordingly. However, the process of going up and down the 
ladder is informed by the level of experience of the decision maker. 
Experience can be built up through exposure to the environment or 
situation that a decision occurs within. Expert decision-making is rep-
resented through shortcuts across the ladder, without the need for more 
extensive deliberation at the knowledge base levels of behavioural 
control. This is because expert decision-makers hold good knowledge of 

Fig. 1. Overview of the decision ladder.
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the system and can utilise this knowledge to inform their decision 
response without needing to review multiple options. This is shown 
through the arrows connecting the left and right streams of the ladder 
through leaps and shunts. Shunts refer to shortcuts between data pro-
cessing to knowledge states wherein an expert can infer understanding 
about the system from the information that they are processing about it. 
Leaps refer to shortcuts between two knowledge states whereby the 
expert can infer information about the system based on their under-
standing of other aspects of the system.

Shortcuts from the left to the right stream of the ladder show where 
familiarity and expertise trigger action and shortcuts from the right to 
left steam show where desired actions require further information from 
the environment. Novice decision making requires more deliberation at 
the knowledge-based stages of the decision process, including deter-
mining what options are available and how they relate to the high-level 
goal of the systems (Rasmussen & Jensen, 1974; Vicente, 1999). This is 
also true of expert decision making in unfamiliar situations where they 
have less expertise and require more considered decision making pro-
cesses (Jenkins et al., 2010).

The decision ladder offers an opportunity to map collaborative 
human-automation decision making through reviewing the behaviours 
across the SRK levels of control. As we are interested in the involvement 
of human stakeholders in the moral decision enacted by autonomous 
agents, the level of input from stakeholders can be determined through 
the level of processing that they contribute to the decision. Humans 
currently have better awareness of the morals and norms that shape 
effective behaviour in relation to any given situation compared to 
autonomous agents. Therefore, it is important to include human 
judgement within the knowledge-based levels of processing in these 
types of decisions. Yet, automation is now competent in performing 
skill-level behaviours through effective feedback control mechanisms 
and triggers that respond to specific cues within the environment (e.g. 
(Haidekker, 2020; Ward, 2000)). For example, when driving a vehicle, 
the human presses the brake pedal which will automatically initiate the 
feedback mechanism to engage the brake light on the vehicle. This is not 
to say that the skills of a human are the same or equivalent to those of the 
autonomous system, as humans and autonomous systems operate 
through different mechanisms. However, the outputs of the behaviours 
are comparable and when reviewing the increasing complexity of 
autonomous agents this is a useful comparison to make. Automation is 
also increasingly competent at performing adaptive feedback at the 
rule-level of behaviour (Sheridan, 2017). Taking the vehicle example 
again, adaptive cruise control technology is an advanced driver assis-
tance technology that monitors vehicles on the road ahead and auto-
matically adjusts the vehicles speed to keep a safe distance. Here, 
rule-based behaviour of maintaining a safe distance behind the vehicle 
is employed. Higher-level functioning of vehicle automation, whereby 
vehicles engage in knowledge-based processing is not yet available - 
largely due to the ethical, moral and legal issues (discussed in the pre-
vious section) that require end-user and stakeholder input (Keeling, 
2020; Siegel & Pappas, 2021).

Our approach is to capture the factors and features that inform the 
choice and the decision-making in a decision ladder. These ‘features’ are 
the ethically relevant features in a particular case of normative decision- 
making that inform the appropriate course of action (Anderson & 
Anderson, 2015). When the underlying normatively-relevant feature(s) 
change(s), a change in action or outcome may be justified and a new 
course of action selected. This speaks to both the resilience and adapt-
ability of the agent. Not only can the context and domain (for a time, at a 
place, and for a culture), and the needs and requirements change, but the 
underlying premises upon which a decision is made are not fixed and are 
themselves open to re-evaluation.

Once the factors and features have been captured, the task is to 
determine the overall normative status of these factors or features by 
establishing how they might combine and interact with one another 
(Kagan, 1988). Kagan (Kagan, 1988) argues that for the most part, the 

role of these factors ‘in determining the overall moral status of an act 
simply cannot be adequately captured in terms of separate and inde-
pendent contributions that merely need to be added in’. The combina-
tion of two or more factors is not the sum of their independent 
contributions – although each of the positive factors provides a reason 
for performing the act and each of the negative factors provides a reason 
against selecting a choice. Choices based on simply tallying the pros and 
cons of the factors also do not tell us anything about what counts as a 
factor, about its strength or importance relative to another within a 
context, or about its reliability. The factors are contextually dependent, 
some have more importance than others - while others may have little or 
no value at all - and their value is not necessarily interchangeable be-
tween contexts.

We suggest that methods of documentable, accountable deliberation 
with stakeholders will assist to establish these contributing factors and 
help to resolve the trade-offs between the conflicting principles. Based 
on the results of the human decision-makers – expressed as a choice 
selection – we can then map out the decision-making process and create 
a generalised rule or precedent – one that systematically covers the 
domain of the possible, informed by typical examples and, from this, 
interpolate any new situations in terms of the existing known selected 
results. The selection informs the specificity of explicit concrete rule 
formulation.

4. Defeasible rules and defeaters

Stakeholders are invited to write normative rules together with 
‘defeaters’ as informed by the decision ladder. Once defeasible rules are 
identified, non-monotonic logic is used to introduce any counter- 
examples that may challenge the validity of the rule, that is, in the 
form of a ‘defeater’. The defeater is the hedging-clause (or the ‘unless’ 
portion of the rule) and sets out the conditions and circumstances under 
which the default or defeasible normative rule does not hold. Thus, a 
normative rule has the general form ‘when A then B unless C’, for 
example, when a user refuses a non-critical medication, then do not 
administer the non-critical medication (that is, respect the user’s au-
tonomy) unless refusal is repeated a maximum number of times 
whereupon report such repeated refusal to a human supervisor.1

As certain default rules have higher priority – or salience – than 
others, based on this salience these may be priority ordered and 
executed unless overridden by either an exception (in the form of a 
defeater) or a new normative rule. The presumption then is that a rule 
applies unless on the facts it is excluded by virtue of another rule with 
greater priority. Accordingly, a default rule is defeated in a decision- 
context when a stronger default which supports a conflicting conclu-
sion is triggered in the scenario. In this way we can allow for the use of 
reasoning in a process in which the system can draw plausible and 
tentative, but not infallible, conclusions that can subsequently be 
retracted based on further evidence. This creates a mechanism of 
revising rules in the face of the acquisition of new information and 
which, in the right circumstances and within a context, stands to defeat 
another.

The difficulty with this, however, is that this framework does not 
provide assurance that every and all possible defeaters have been 
identified, only that a methodology is in place to accommodate further 
defeaters should the reasons for introducing them arise. It also still re-
mains necessary to explain how (or whether) the system should rank all 
rules pari passu (on an equal footing) or in a particular default priority. 

1 We note that this normative rule can also be written ‘if (A and not C) then 
B’. However, based on recommendations we received from autonomous-system 
stakeholders including lawyers, ethicists, sociologists and psychologists (e.g., 
see [54, 55, 56, 57]), we opted for the format used in the paper. In addition to 
supporting stakeholder needs, this format improves the readability of rules with 
multiple defeaters.
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In ranking, for instance, and as we will see in the example in Fig. 3 of the 
case study described in section 5 below, even the obvious reason - to not 
do harm - above, for instance, respecting human autonomy, we cannot 
be sure that the harm is not minor or negligible in a particular situation 
in comparison to a potential and grave infringement on human auton-
omy, for example. This is because the rule (and the underlying reasons 
for introducing it) and its salience is contextually sensitive and depen-
dent, carrying practical relevance within a specific decision context.

As described above, these rules, defeaters, and priority relations are 
decided on the reliability and specificity of epistemic knowledge and 
human reasoning of the stakeholders. That is, we rely on an intuitive 
appraisal and the reflective judgement of certain practical, reasonable, 
and knowledgeable persons – or, ‘humans-in-the-loop’ – often domain 
experts, ethicists, members of the public, and stakeholders who are 
skilled in the art of making normative decisions within the particular use 
case. Accordingly, it is stakeholders that, using the aid of the decision 

ladders, provide the content of the rules and the defeaters, and their 
priority ranking.

Following this, such rules and defeaters are written in natural lan-
guage and translated into specification, operational rules. To illustrate 
this, a case study of a carebot is described next that outlines conflicting 
values which require resolution using a combined autonomous agent 
and stakeholder process. The decision ladder is applied and developed to 
show how such conflicts can be resolved through mapping the stake-
holders and autonomous agents capabilities and involvement.

5. Case study of a carebot

A carebot is required to select a course of action either supported by 
the principle of respect for autonomy or one underpinned by non- 
maleficence (preventing harm). Suppose that a user exercises their 
right to human autonomy (by refusing an action be performed, such as 

Fig. 2. Decision ladder that presents the conflicting goals. The two downward options on the right show the different options for resolving the conflict.
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getting dressed or taking their medicine) but in doing so exposes 
themselves to harm. Respecting human autonomy and preventing harm 
inform the execution of divergent courses of action, and both have 
identifiable courses of action that are ethically indicated in the 
circumstances.

Trading-off two ‘competing’ interests (autonomy and non- 
maleficence) within a dynamic context will depend on, amongst other 
things, the importance of the respective interests, the relative impor-
tance of each alternative, the importance or salience/significance of any 
losses and gains, the degree of severity of consequence for non-selection, 
and an assessment of the certainty of the underlying assumptions made 
and/or of the likelihood of a given outcome. A Cognitive Work Analysis 
and a decision ladder offer the opportunity to review these elements 
while considering the broader context within which the decision is 
made.

The decision ladder method is applied to the carebot scenario to 
show its value in providing insights into the decision-making process, 
including the human-robot interactions and the wider environmental 
context. As we are considering the two competing norms of ‘respecting 
human autonomy’ and ‘non-maleficence/prevention of harm’ within 
this scenario, the criticality of the medication to the health of the indi-
vidual is a key decision factor that must be included within the decision 
to administer the medication to the user who refuses it or not. Medica-
tion such as insulin, for example, is health critical to an individual with 
diabetes and it must be taken routinely otherwise the user’s health may 
significantly suffer. Other medications are less health critical, for 
example taking a vitamin tablet or health supplement. While these may 
help to support the health of the user, their health will not significantly 
deteriorate in the short term if these medications are not taken. Within 
this scenario we refer to the user as the person who requires to take the 
medication.

The decision ladder in Fig. 2 provides an overview of the decision 
process in administering the medication to the user with respect to the 
environmental factors of the medication criticality and the norms of 
personal autonomy and non-maleficence. To capture the impact of 
conflicting norms on the decision making process, the decision ladder 
method is expanded upon with additional downward ladders repre-
senting the different outputs of the conflicting principles.

The initial starting point is the carebot notifying the user that they 
need to take their medication, which starts at the skill-based level of 
behaviour and moves up to the rule-based level of behaviour. The 
‘Activation’ element on the bottom left of Fig. 2 feeds up to the ‘Alert’ 
which is the state of knowledge event (denoted by the circle outline) that 
arises from the timer notifying the user that it is time for the medication. 
This happens at the skill level, a simple trigger of the timer which can be 
readily automated and interpreted. The ‘Observe info’ event is an in-
formation processing activity (denoted by the box outline) which shows 
that the alert needs to be processed to determine what it is trying to 
communicate to the system. An automated system is capable of inter-
preting such information, processing the alert and its triggered action. 
The carebot can understand that the alert means that the user must take 
their medication and notifies that user of this, as shown by the ‘Info’ 
knowledge event in Fig. 2.

At this point the agent will likely need to interact with the user to 
inform them that they need to take their medication. The mechanisms 
for this interaction are beyond the scope of this paper, however there is 
progressive research in human-robot interaction (Weiss & Spiel, 2022). 
Importantly this interaction will need to be context aware (Liu & Wang, 
2021; Quintas et al., 2018) and large language models may be able to 
help analyse concepts similarity across multiple normative requirements 
(M. L. Y. S. S. I. B. Y. A. R. d. M. V. T. B. B. H. C. A. Feng, N., R. Calinescu, 
2024). This research does not focus on this detail but is more concerned 
with the high-level normative conflict which may arise from such in-
teractions. The processing of this information by the agent and the user 
may initiate the basis for conflict to arise and the user may refuse the 
medication, choosing to ignore or prevent the carebot from 

administering the medication. At this point the system identified that 
there are two possible states that can diagnosed when the patient is 
refusing their medication. In case 1 the patient is refusing critical 
medication which will have negative consequences for their health. In 
the second case the medication is not critical but is still beneficial to 
their sustained overall health. The ‘Diagnose state’ is the information 
processing activity that involves that agent and the user interacting and 
the agent determining that the user may not be willing to take their 
medication. The conflict arises between the agent needing to administer 
the medication to ‘prevent harm’ (non-maleficence) from the user not 
taking their medication, and to allow the user to maintain ‘human au-
tonomy’ to make their own choices and refuse the medicine. Fig. 2
shows that this results in the conflicting norms being prevalent at the 
‘system state’ level, which is the highest level of the rule-based behav-
iours on the decision ladder. Fig. 2 shows two system states, depicting 
case 1 where the medicine is critical and state 2 where it is not critical. 
The carebot should be able to obtain an assessment of the system state by 
comparing what is meant to occur in the event of the ‘alert’ and how that 
varies from the current behaviour of the system. To resolve this diver-
gence, and understand the role that normative values have on the 
decision-making process, knowledge-based behaviour is required.

The knowledge-based behaviour section at the top of the decision 
ladder is presented as a loop, beginning and ending with the information 
processing activity ‘predict consequences’. This refers to the idea that 
decision makers review the consequences of their action within their 
decision-making process and use this to guide them. This concept is 
prevalent in many popular naturalistic decision making theories, for 
example the recognition primed decision model (Klein, 1993) involves 
the mental simulation of possible actions to review their effectiveness. In 
the decision ladder, the current system state is reviewed with 
higher-level knowledge based behavioural processing to determine what 
the consequences are of the current course of action. It then uses this to 
review possible ‘options’ in relation to the top-level ‘goal’ of the system. 
The ‘options’ shown in Fig. 2 show the options of prioritising each of the 
conflicting norms. At the knowledge level, the broader complexities of 
the norms are realised and considered relative to the performance of the 
system itself. Such behaviour should be delegated to human 
decision-makers as ‘responsible/reasonable persons’ as stated earlier in 
the paper. Within the decision ladder the options are evaluated with 
respect to the goals of the system. The norms that are in conflict with 
each other relate to different and conflicting higher-level systems goals. 
To resolve the conflict, input from stakeholders is required to under-
stand how these goals should be prioritised. This is shown in Fig. 2 as the 
top-down process influencing the conflicting goals at the very top of the 
ladder. Engagement with stakeholders such as health practitioners, 
carers and patients can provide insight into how such priorities should 
be resolved. This is not to say, however, that stakeholder input cannot 
inform other elements of the decision ladder.

The top-down input from the knowledge based processes by stake-
holders will feed down through the descending leg of the ladder to 
inform the best course of action in response to each target state. Yet, 
stakeholder input is also needed on the ascending leg of the decision 
ladder to inform how the robot should interact with the human user to 
inform them that they need to take their medication, as well as how the 
robot should respond when the patient refuses to take their medication. 
Stakeholder engagement in such interactions are covered elsewhere in 
the literature e.g. (Weiss & Spiel, 2022).

Within this scenario, it is highly important that the context of the 
situation is included within the decision making process. The time de-
pendency of the medication is a key contextual factor that will influence 
the decision and outcome of the scenario. Fig. 2 shows the importance of 
the criticality of the medication to the decision making process, feeding 
down from the top level goal of the decision process. The time criticality 
of the situation will influence which conflicting goal will be selected and 
whether to prioritise human autonomy or to prioritise the prevention of 
harm.
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Ordinarily, the decision ladder has one down-ward leg to capture the 
output of the decision and the required action needed to enact the 
chosen option. The decision ladder in Fig. 2 has two downward legs 
which capture both possible outputs from the decision, which are 
selected depending on the criticality of the medication. These are 
informed by the two diagnosed states from the ascending leg of the 
decision ladder. Goal 1 relates to the prioritising of the prevention of 
harm, in the case that the medication is critical and the user takes it as 
soon as possible to maintain their continued health. Goal 2 involves 
prioritising human autonomy, wherein the medication is not critical and 
can be re-reviewed in some hours or followed up later. The two pro-
cesses for carrying out either goal are shown on the decision ladder 
through the two downward legs. There are alternative options, and only 
one will occur at a time. Once the option is selected and the rule-based 
behaviour takes over once again to determine what the target state of the 
system is. This target state is a contrast to the current system state that 
was previously determined on the left-side of the ladder. Determining 
the target state will lead to a set of tasks and procedures to be defined to 
establish this state. Following ‘Target state 1′, the task is to administer 
the medication to the user, which may include calling for backup sup-
port. For ‘Target state 2′, the carebot stands down and does not 
administer the medication. The high-level tasks invoke finer-detail 
procedures which are considered at the skill-based level of behaviour.

The decision ladder clearly maps out where stakeholder involvement 
is required within the knowledge-based behaviour level of the decision- 
making process. Their input can help to understand where certain values 
need to be prioritised as well as where further support may be needed to 
assist with the decision-making process. The decision ladder also shows 
how stakeholder input and robot functionality can work in collaboration 
with each other following the SRK levels of behaviour.

Fig. 2 shows the process for enacting a decision once the goal and 
target state have been identified and no further challenges arise. How-
ever, as suggested in (Townsend et al., 2022), norms and operationalised 
rules can be refined and extended by generating possible defeaters. Once 
rules have been identified, the conditions wherein a rule can be 
‘defeated’ can be generated to show how conflicts may be resolved at the 
rule-based level. In other words, by understanding where possible rules 
may need to be reconsidered in favour of other alternatives, the strength 
of the system as a whole can be considered. Furthermore, the defeaters 
to the rules can consider additional normative concerns which may 
impact on the effectiveness of the autonomous agents’ behaviour.

Fig. 3 presents a decision ladder that builds on that presented in 
Fig. 2, by including defeaters. This figure is an extend version of Fig. 2, 
providing more in-depth detail into the decision making process with 
respect to defeaters. The defeater suggests that more information 
relating to the timing of the medication is also important to the decision. 
In Fig. 3 two different information states are provided to represent the 
information relating to the criticality of the medicine to the patients 
health as well as the time criticality of the medication. This leads to four 
possible diagnosed states. Information branch 1 states that the medicine 
is health critical and therefore the patient will need to take the medi-
cation. The different diagnosis states provide different time critical di-
agnoses. Diagnosis state 1a states that the medication much be given 
immediately to maintain the patients health. Yet, diagnosis state 1b 
states that while the medication is health critical it is not immediately 
needed but must be administered within the next two hours. This time 
limit suggests that the medication can be attempted to be re- 
administered at any time within the proceeding two-hour window. In-
formation state 2 states that the medicine is not health critical. There are 
two further diagnosis states here, Diagnosis state 2a implies that the 

Fig. 3. Decision ladder with the defeaters for each of the conflicting goals, resulting in four possible rules.

B. Townsend et al.                                                                                                                                                                                                                              



Journal of Responsible Technology 21 (2025) 100114

9

medicine is not health critical and if it is not taken no further action is 
needed. Yet Diagnosis state 2b implies that while the medication is not 
health critical it is important to note down each refusals to determine 
how many times the patient has not taken the medicine. Similar conflict 
goal activity occurs at the knowledge based behaviour elements of the 
decision ladder as is Fig. 2, with the normative values of ’Respecting 
human autonomy’ and ’Preventing harm’ conflicting with each other. 
Each of the target states now has a defeater and therefore there are four 
downward legs of the ladder. Each of the downward legs presents an 
alternative course of action and again only one will occur at any one 
time. The different target states relate to the systems states on the 
ascending leg of the ladder. The different events that are triggered by the 
target states can then be translated into natural language rules, and then 
into a domain-specific language for the formal specification of social, 
legal, ethical, empathetic and cultural (SLEEC) rules (S. Getir Yaman 
et al., 2023), which will be discussed in the following section.

It should also be noted that the activation and alert at the skill levels 
are triggered in the same way and the different states are not realised at 
this base level of the ladder. Likewise, the two goals at the knowledge- 
based levels of the decision ladder are the same in Fig. 3 as they are in 
Fig. 2, involving a conflict between the goal of preventing harm and the 
goal of respecting autonomy. These goals are to be prioritised based on 
the criticality of the medication and it is through stakeholders input that 
the priority will be informed. ‘Target state 1a’ and ‘Target State 1b’ 
follow the route of action when prevention of harm is prioritised in the 
event of health-critical medication. In ‘Target State 1a’, the medication 
must be taken immediately and the tasks and procedures for adminis-
tering the medication are then followed, calling for backup support 
where this may be required. However, a defeater is introduced for 
’unless the medication is not immediately time critical’, for example if 
the medication is needed within the next 2 h. Therefore the tasks that 
follow in ’Target state 1b’ are less time critical but the carebot must seek 
to administer the medication or call for backup support within the given 
time frame (i.e. two hours).

‘Target State 2a’ and ‘Target State 2b’ follow the target state when 
the medication is not critical and therefore human autonomy is priori-
tised. ‘Target State 2a’ follows a similar process to ‘Target State 2′ in 
Fig. 2, the robot does not administer the medicine and they allow the 
human user to continue with their activities. A defeater has been 
included here to determine when support may need to be called to 
inform medical professionals that the medication has not been taken. 
Hence, in ‘Target State 2b’ the defeater is introduced as ‘unless the user 
refused medication several days in a row’, to identify the need to count 
how many times the user has refused the medication and to contact 
backup support if the number of attempts has reached the maximum.

Presenting the normative conflicts on the decision ladder in this way 
shows the collaborative efforts required by stakeholders at the 
knowledge-based levels, and by the carebot at the rule- and skill-based 
levels. Furthermore, it provides an overview of the tasks and proced-
ures that the carebot needs to complete for each eventuality. Further-
more, presenting them in this way allows for the processes to be mapped 
and specified in the SLEEC language, as detailed in the next section.

It should be noted that there are a number of challenging environ-
mental considerations that could significantly influence the outcomes 
and effectiveness of the carebot scenario. Environmental monitoring and 
response is a key area for robotic and autonomous system development 
and therefore the processes presented here should be interpreted with 
caution. However, they do give an overview of the key interaction ac-
tivities between the carebot and the human patient from which addi-
tional environmental considerations can be made. Through engaging 
with stakeholders using this approach, the environmental consider-
ations that experts in the area deem to be important can be captured.

6. Specification of rules

This section explains how rules regarding normative conflicts arising 

from the decision ladders can be written. The target sections in the de-
cision ladder in Fig. 3 advise how to construct these rules by following 
the Target state from its Task to Procedure. Specifically, ‘Target State 1a’ 
implies a default rule in case medication is critical (e.g. medication is 
insulin or an inhaler) in the form

“Rule1: When the medication is ‘critical’ and the urgency is ‘high’, 
then administer the medication and call support immediately.”

To encode such a rule in a way that can be processed by an auton-
omous agent, we use a domain-specific language called SLEEC language, 
which is a rule-based, timed language for the formal specification of 
normative requirements introduced by Get,ir Yaman et, al. (S. Getir 
Yaman et al., 2023; S. Getir Yaman et al., 2023). A SLEEC rule defined in 
this language includes a trigger event which specifies the circumstances 
under which the rule applies. In this case, the rule is triggered by user 
input leading to a ConflictIdentified event. The other circumstances that 
the rule needs to take into account are information about whether the 
medication is critical, and whether the urgency or its administration is 
high. These types of information that the robot needs to be able to access 
are called measures in the SLEEC language. Each measure can have 
Boolean (i.e., True/False), numeric or scale type. For instance, the 
measure medicationIsCritical required to establish whether the robot 
should administer the medicine is a Boolean measure.

Given the trigger event and measures introduced so far, our rule 
defines the response required when a conflict is identified and the 
medication is critical: this response specified by means of a (required) 
event AdministerMedicationAndCallSupport - is that the robot should 
administer the medication and call support immediately.

‘Target State 1b’ implies a related rule which considers the case 
where the medication is critical but the urgency (specified as a scale 
measure that can have one of the val-ues high, medium and low) is not 
high (e.g., medication is an antibiotic instead of an inhaler for asthma 
patients, which requires immediate administration). A rule can be 
extracted from this implication in the form

“Rule2: When the medication is ‘critical’ and the urgency is ‘mod-
erate’ or ‘low’, then stand off for 2 h before administering medication 
and calling support”.

Rule2 in this case, handles the exceptional condition as a defeater to 
Rule1. Hence, a combined rule of Rule1 as a default and Rule2 as a 
defeater can be encoded in the SLEEC rule-based language (using the 
unless language construct), as shown in Listing 1 where the combined 
Rule1and2 is defined under the assumption that “immediate time” is 
represented by 1 min.

A similar process can be applied to the ‘Target Selection 2′ from the 
decision ladder in Fig. 3. This section of the decision ladder captures the 
situation where the medication is not critical (e.g., because it is a 
vitamin or other supplement). In this situation, ‘Target State 2a’ advises 
not to enforce the medication for the current time and try to offer the 
medication at another time (i.e. the following day). A SLEEC rule can be 
formulated from this as

“Rule 3: When medication is ‘non-critical’, do not administer medi-
cation, count the number of (consecutive) requests where medication 
was not administered.”

A defeater arises from ‘Target State 2b’ when the number of 
consecutive refusals to take this medication reaches a limit, e.g. 10, in 
which case the medication needs to be given by a support team. This 
scenario yields the rule

“Rule4: When medication is ‘non-critical’ and numberof-attempts is 
10, then advise/call support, and reset the number-of-attempts counter.”

As a consequence, a combined rule that brings together Rule3 as a 
default and Rule4 as a defeater can be encoded in the SLEEC rule-based 
language as shown in Listing 2.

7. Discussion and future work

Building on previous work that demonstrated the importance of 
identifying high-level normative principles that guide human-robot 
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interactions to inform lower-level, explicitly formulated SLEEC rules 
(Townsend et al., 2022; Parnell et al., 2023), our paper has considered 
conflicting normative principles and their resolution and operationali-
sation. To that end, we have introduced a structured approach to making 
normative choices, and to reviewing and resolving conflicting norms 
with stakeholder input. This allows for better understanding how and 
when a possible conflict and decision arises and establishing what might 
be done about it. Decision ladders have been proposed as a useful tool to 
map out the conflicting norms, and to provide a structured approach to 
capturing and reviewing how the conflicts can be resolved with respect 
to stakeholder input and autonomous system capabilities. This paper is 
based on a somewhat straightforward example in which the conflict 
arose due to the criticality of the medication for illustration purposes. 
However, in many applications, such differences could be more subtle 
and/or complex. For instance, the scenario encountered in practice 
might require assessment of the emotional or cognitive state of the user. 
Previous work has focused on an assistive robot to care for the elderly, 
children or those with disabilities of a cognitive or physical nature, 
providing dressing support such as assisting with putting on shoes or 
items of clothing (Jevtíc et al., 2018), (Co¸sar et al., 2020) (Townsend 
et al., 2022). In such a scenario, conflicts may arise between different 
norms, such as privacy and well-being. Yet a similar process can be 
mapped out to show where the conflict may be triggered in the 
ascending ladder, e.g. the selection of specific items of clothing, and how 
different options for managing the conflict may be applied in the 
descending ladder, e.g. fall-back mechanisms, additional support or 
alternative clothing items. Using video imagery, posture recognition and 
speech recognition such robots could monitor the emotional state of the 
individual and dictate possible available options, as well as how future 
interactions of the robot should be conducted. The importance of 
involving stakeholders within the design and development of autono-
mous agents is highlighted when considering conflicting normative 
principles. Future autonomous agents must be designed with input from 
stakeholders and this requires methods that identify where stakeholder 
input can be added and what value stakeholders can add. Decision 
ladders provide a structure for identifying where stakeholders can add 
value through their experience of the domain and context within which 
future decisions will need to be made. The SRK levels of performance 
defined by Rasmussen (Rasmussen, 1983) define the hierarchy of in-
formation processing capabilities, from basic skill level performance up 
to advanced knowledge-based processing. While originally developed to 
capture human capabilities, the SRK levels can also be applied to 
autonomous agents and the hierarchy of their information processing 
capabilities (Sheridan, 2017; Khastgir et al., 2018). The decision ladder 
method is based on the SRK levels of processing, and therefore maps the 
decision process onto the skills, rules and knowledge based information 

that is used to make decisions. Autonomous agents are currently capable 
of skill-based and rule-based behaviour and are able to take on these 
elements of decision making, such as acknowledging that there is a need 
for a decision (skill level) and identifying the information that is relevant 
to the decision (rule based). However, they currently cannot undertake 
knowledge-based processing which requires a more advanced, 
knowledge-based level of processing. Knowledge-based processing 
within decision making requires an understanding of the wider context 
within which the decision is to occur, the alternative options and an 
ability to make prediction about future actions. For applications such as 
the carebot from our example, this type of knowledge-based processing 
is currently only found in experienced stakeholders such as trained 
medical professionals and carers. Through breaking the decision process 
down into the SRK levels of processing, the combined input of autono-
mous agents and stakeholders can be observed.

Future steps to advance our approach should involve obtaining 
stakeholder input to feed into these decision ladders. As the decision 
ladder has been used extensively within critical domains in the past, 
there are numerous examples in the literature of collecting stakeholder 
input to feed into decision ladders (e.g. (Asmayawati & Nixon, 2020; 
Jenkins et al., 2010). This has involved semi-structured interviews with 
domain experts to understand their decision-making process. Future 
work should follow these semi-structured interview methods, with 
additional onus on how they feel automated systems could best assist 
within the decision-making process.

The structure of the decision ladder also offers the opportunity for 
mapping the components of the decision process to natural language 
rules that can then be incorporated into the SLEEC domain-specific 
language. This mapping provides a clear process for auditing how the 
decision emerge and the information that is used to inform the decision, 
as well as the processes involved in carrying out the actions arising from 
the option chosen. As demonstrated within our paper, this structured 
approach can show how conflicts may arise and how stakeholder 
expertise can be combined into the human-carebot interaction.

In the carebot scenario, the stakeholders would be medical pro-
fessionals such as doctors, nurses, and carers who are responsible for 
administering medication to patients and monitoring their health. These 
stakeholders undergo significant training to develop knowledge and 
experience in supporting patients and making informed decisions about 
their health. Such domain experts would therefore be able to make quick 
and effective decisions in the scenarios presented; however, the health 
sector is currently under a significant amount of pressure from 
increasing demand. Autonomous agents offer the opportunity to in-
crease resources, alleviating this pressure (Townsend et al., 2023). Yet, 
within such a highly critical domain, the effective integration of 
autonomous agents is crucial and trust plays a significant role (Fischer 

Listing 1 
Rule extracted from the Decision Ladder in Fig. 3 for the goal ’Prevention of Harm’.

Event ConflictIdentified 
Event AdministerMedicationAndCallSupport 
Measure medicationIsCritical: boolean Measure urgency: (low, medium, high) 
Rule1and2 when ConflictIdentified and medicationIsCritical then 

AdministerMedicationAndCallSupport within 1 min unless urgency<medium then 
AdministerMedicationAndCallSupport within 2 h

Listing 2 
Rule extracted from the Decision Ladder in Fig. 3 for the goal: ’Respect for human autonomy’.

Event ConflictIdentified 
Event AdministerMedicationAndCallSupport 
Event IncrementNumberOfRefusals 
Event CallSupportAndResetCounter Measure medicationIsCritical: boolean 
Measure urgency: (low, medium, high) Measure numberOfAttempts: numeric 
Rule3and4 when ConflictIdentified and not medicationIsCritical then 

IncrementNumberOfRefusals unless numberOfAttempts> = 10 then 
CallSupportAndResetCounter

B. Townsend et al.                                                                                                                                                                                                                              



Journal of Responsible Technology 21 (2025) 100114

11

et al., 2018; Townsend et al., 2023). Trust within the human-robot 
interaction is not captured within this model, and requires further 
research to understand how patients would trust receiving the decision 
output from the carebot and if clearer transparency about the involve-
ment of stakeholders may increase the trust in the carebot.

8. Conclusion

We have demonstrated how decision ladders can be used to provide a 
structured approach to aiding normative choice in autonomous agents. 
Using defeasibility, we have shown how specification rules with 
defeaters can be written to operationalise such choice. The decision 
ladder approach shows that stakeholder input remains an important 
input in the development of autonomous agents, with knowledge based 
information required at the higher levels of information processing. 
Future work should build on this approach to develop an accompanying 
process for stakeholder engagement.
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