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A B S T R A C T

Propensity score modeling (PSM) is a powerful statistical technique that, in the appropriate data contexts, ad-
dresses biases from confounding and selection, which can otherwise distort results and lead to erroneous in-
ferences. However, while the number of PSM applications in business marketing research is growing, many 
studies mistakenly assume that PSM is a universal solution for all endogeneity issues. Often, studies lack suffi-
cient detail about the specific endogeneity problem they aim to address, which is a critical issue, as PSM is 
appropriate only for certain types of endogeneity. Additionally, essential tests to confirm the validity and 
robustness of PSM results are frequently overlooked or insufficiently reported, raising concerns about the reli-
ability of findings. This article aims to enhance the rigor of PSM applications in business marketing research by 
offering updated practical guidance on its appropriate use, key aspects to report, and common misconceptions 
and errors to avoid. A practical example of PSM implementation in Stata is included, along with a comprehensive 
checklist of justifications and best practices to guide business marketing researchers in their future PSM-based 
studies.

1. Introduction

Addressing endogeneity is crucial in business marketing research to 
ensure robust findings and meaningful insights. Endogeneity arises 
when explanatory variables and the error term in a predictive model are 
correlated, introducing bias and undermining the validity of research 
findings (Hill et al., 2020; Li, 2012; Wooldridge, 2010). This bias can 
lead to effect estimates that substantially under- or overestimate the true 
effects, and in some cases, even reverse the inferred direction of effects. 
Recognizing this issue, business marketing researchers increasingly 
employ advanced methods to safeguard against endogeneity, thereby 
enhancing the credibility of their results.

Zaefarian et al. (2017) provide a comprehensive overview of 
contemporary methods for addressing endogeneity problems. Impor-
tantly, Ullah et al. (2018) outline a detailed step-by-step guide for the 
generalized method of moments and the instrumental variable approach 
to address endogeneity in business marketing research. Among the sta-
tistical techniques discussed by Zaefarian et al. (2017), propensity score 
modeling (PSM) stands out as a powerful tool for researchers seeking to 
tackle endogeneity stemming from selection bias that is often present in 

observational studies. Specifically, the bias stems from confounded se-
lection of treatment, where units (e.g., firms) with certain characteristics 
chose treatment while others do not. PSM effectively neutralizes the 
impact of confounding variables by creating comparable treatment and 
control groups, thereby enabling more accurate estimation of causal 
relationships (Dehejia & Wahba, 2002; Li, 2012; Rosenbaum & Rubin, 
1983; Rubin, 2005; Shipman et al., 2017).

Despite its potential, PSM remains relatively underutilized in busi-
ness marketing research, although notable applications exist. For 
instance, PSM has been used to examine the profitability of suppliers 
following a major distributor’s market entry (Huang et al., 2012), shifts 
in firms’ R&D investments in emerging economies facing competition 
from unregulated/unregistered entities (Heredia Pérez et al., 2018), 
returns on solution offerings (Restuccia & Legoux, 2019), advantages of 
direct customer value propositions (Mishra et al., 2020), and relation-
ships with financial service firms that lead to investor relations awards 
(Cheng et al., 2021).

However, while the number of PSM applications in business mar-
keting has been growing, especially in recent years, many of these ap-
plications fall short of best practices outlined in the PSM literature. 
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Essential methodological details—such as the specific endogeneity issue 
being addressed, conditioning approach, covariate balance, and com-
mon support—are frequently omitted or insufficiently reported, raising 
concerns about result reliability. With critical PSM literature dispersed 
across numerous journals, researchers may find it challenging to stay 
informed about methodological developments. Consequently, with few 
exceptions (e.g., Golovko et al., 2022), many studies lack sufficient 
justification for using PSM to address specific endogeneity problems, 
often treating it as a universal remedy for endogeneity. Yet, different 
endogeneity issues require distinct methodologies, and it is important to 
recognize that PSM is not a panacea for all types of endogeneity prob-
lems (Certo et al., 2016; Hill et al., 2020; Shipman et al., 2017; Zaefarian 
et al., 2017). Authors need to consider the different possible endogeneity 
causes and provide conceptual justification that the cause at hand is one 
that PSM handles well. Moreover, even fewer studies explain how their 
analysis adheres to the main principles of PSM regarding the chosen 
conditioning approach, covariate balance, and common support, raising 
questions about the robustness of their findings. This backdrop high-
lights the urgent need for comprehensive guidance—including a step- 
by-step guide—on how to apply PSM convincingly.

This article seeks to demystify PSM for business marketing re-
searchers by providing updated, tailored guidance on its appropriate 
use, what aspects to report, and common misconceptions or errors to 
avoid. An application example, focusing on the payoff to acquisitions in 
business markets, offers hands-on guidance on implementing PSM in 
Stata. Additionally, the article includes a concise checklist to support 
future PSM applications by business marketing researchers.

From a methodological perspective, this article contributes to 
ongoing efforts to enhance rigor in business marketing research, 
responding to recent critiques by business marketing researchers that 
“the methodological approaches that have been used to study B2B 
[phenomena] have fallen short of the sophistication and rigor necessary 
to address … many unanswered questions” (Swani et al., 2020, p. 589). 
By providing clear and current guidance on the essential assumptions 
and steps for effective PSM application, this study contributes to 
enhancing methodological rigor in business marketing research. It 
complements the stream of business marketing studies that develop step- 
by-step guides for addressing endogeneity in observational studies (e.g., 
Ullah et al., 2018), filling the gap in the literature that has not covered 
the PSM approach. Moreover, we clarify when PSM is appropriate given 
the different types of possible endogeneity causes in business marketing 
research. Furthermore, we discuss how PSM can be augmented to 
address endogeneity more broadly than in the standard approach. By 
following our comprehensive guide, researchers can navigate the in-
tricacies of endogeneity, ensuring their analyses yield more reliable 
results and, hence, actionable insights.

This guide aims to enhance understanding of PSM’s fundamental 
concepts and demonstrate its application in the B2B context, equipping 
researchers with the necessary knowledge and tools to elevate the rigor 
of their studies. By adhering to PSM’s main principles and following the 
checklist provided, researchers can effectively implement PSM to 
enhance the validity of causal inferences in their observational studies.

In the following sections, we provide the methodological back-
ground for PSM, encompassing the counterfactual framework, endoge-
neity, and appropriate data scenarios for PSM use. We then offer tailored 
guidance on justifying and employing PSM effectively, comparing our 
recommendations with prior PSM applications in business marketing to 
highlight areas requiring special attention. We present a checklist of key 
considerations for researchers embarking on future PSM-based projects 
and illustrate essential steps using an example business marketing 
dataset. We conclude with a general discussion and recommendations 
for further PSM-related research.

2. Methodological background

Business marketing researchers often rely on observational data to 

infer causal relationships of interest. However, making valid causal in-
ferences from such data can be challenging due to various data-related 
issues. Addressing these issues requires the use of appropriate 
methods, such as PSM. In this section, we outline the methodological 
backdrop for PSM, beginning with the counterfactual framework, which 
represents the ideal condition for unbiased causal inferences. Next, we 
examine different causes of endogeneity, a topic that received signifi-
cant attention in recent business marketing literature (e.g., Zaefarian 
et al., 2017). It is essential for researchers to recognize that endogeneity 
can have multiple causes and no single method, including PSM, can 
address all of them. Finally, we introduce the PSM approach and clarify 
the specific endogeneity issues it is best suited to address.

2.1. The counterfactual framework

The motivation of using PSM is to increase a researcher’s confidence 
that a variable’s identified effect on an outcome is not an artefact of 
unaccounted data characteristics and truly exists in the population (i.e., 
is causal) (Li, 2012; Rosenbaum & Rubin, 1983; Shipman et al., 2017). 
For example, business marketing researchers may want to determine 
whether the use of artificial intelligence (AI) helps B2B firms to become 
more successful, as reflected in their financial performance. As a thought 
experiment, the causal effect would be identified—in the sense of a 
perfect counterfactual—if the very same firm could be observed intro-
ducing AI with outcome Y1 and not introducing AI with outcome Y0 at 
the same point in time. In this scenario, the effect of the variable of 
interest (i.e., the AI introduction) could simply be calculated as Y1 – Y0. 
However, the perfect counterfactual does not exist, which means that we 
can always only observe one of the two possible outcomes for a given 
unit (Rubin, 2005), which is the well-known “fundamental problem of 
causal inference” (Holland, 1986).

The basic idea of the PSM approach can be derived from considering 
the gold standard of causal inference, which is the controlled laboratory 
experiment (Li, 2012). Experiments typically compare the outcomes of a 
treatment group (e.g., exposed to a stimuli) and control group (not 
exposed). The control group provides an estimate of the counterfactual 
outcome, which is not the perfect counterfactual but is considered close 
to perfect when participants are allocated randomly to the two groups. 
Randomization is to ensure that participants in the two groups are 
similar with regard to potentially consequential characteristics (e.g., 
personality or mood), so that these characteristics do not asymmetrically 
affect the (mean) outcomes in the two groups and hence bias the effect 
estimate of treatment (Li, 2012; Shipman et al., 2017). This idea of 
estimating an unbiased treatment effect through balancing of charac-
teristics in the treatment and control groups is the crux of the PSM 
approach (Dehejia & Wahba, 2002).

2.2. Endogeneity causes

Against the backdrop of recent methodological articles in business 
marketing research (Zaefarian et al., 2017), the identification challenge 
described by the counterfactual framework can also be understood as an 
endogeneity issue (Li, 2012). However, business marketing researchers 
must be mindful that different causes of endogeneity exist (Certo et al., 
2016), and that “there is no generic way to address every possible cause 
of endogeneity” (Hill et al., 2020, p. 118). A concern is that many PSM 
studies in business marketing do not explicitly explain the type of 
endogeneity they aim to address using PSM. PSM is just one tool in the 
methods toolbox for addressing endogeneity, and each method is suited 
to certain endogeneity issues while being unsuitable for others (Certo 
et al., 2016; Hill et al., 2020; Zaefarian et al., 2017). To support the 
clarity of business marketing studies using PSM, we briefly review the 
main causes of endogeneity and clarify which cause PSM can address.

Formally, endogeneity occurs when an independent variable is 
correlated with the error term of a model. This correlation violates the 
standard statistical assumption that the error term is uncorrelated with 
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the model’s independent variables. Violations of this assumption lead to 
bias of unknown directionality (up or down) and magnitude in the effect 
estimates, creating the risk of fundamentally wrong inferences 
(Wooldridge, 2010).

Four different causes of endogeneity can be distinguished, namely, 
omitted variables, simultaneity, measurement error, and selection (into 
sample or of treatment) (Hill et al., 2020; Wooldridge, 2010). Omitted 
variables create endogeneity to the extent that they drive both the in-
dependent variable of interest (X) and the dependent variable (Y). As 
they are omitted, they are part of Y’s unexplained residual (i.e., the error 
term). Their correlation with X means that X is correlated with the error 
term, creating an endogeneity issue. Simultaneity occurs when X affects 
Y, but Y also affects X at the same time. As the residual is a part of Y, the 
effect of Y on X creates a correlation between X and the residual (i.e., the 
error term), leading to endogeneity. Measurement error in X creates 
endogeneity when it is also related to Y and hence becomes part of Y’s 
residual (i.e., the error term), causing a correlation between X and the 
error term. Finally, selection leads to endogeneity when the selection 
process restricts the range of values observed for Y (selection into 
sample) or when an unmeasured factor determines both Y and the se-
lection of X (selection of treatment). A selection into sample scenario 
occurs, for instance, when certain eligibility criteria based on Y (e.g., a 
minimum size/revenue requirement to become a publicly listed com-
pany) prevent the observation of Y (and its residuals) for certain units (e. 
g., revenue data cannot be observed for private startup firms). When X 
drives Y, the truncation of Y and its residuals (e.g., small or large re-
siduals are systematically truncated) also depends on X, effectively 
creating a correlation between X and the remaining residuals (i.e., the 
error term). A selection of treatment scenario occurs when an unac-
counted factor drives a unit’s selection of the level of X (i.e., the treat-
ment) and the outcome Y (i.e., its unexplained residual), causing a 
correlation between X and the error term (Certo et al., 2016). The PSM 
approach is mainly used to address endogeneity caused by selection of 
treatment.

2.3. Endogeneity caused by observable or unobservable factors

Regarding the appropriate use of PSM, an additional important 
distinction is whether the factors, which are related to the selection of 
treatment and cause endogeneity, are observable or unobservable to the 
researcher (Li & Prabhala, 2008). Observable factors are variables that 
can be, and have been measured, by the researcher. In contrast, unob-
servable factors are variables that have not been measured and are 
usually very difficult or even impossible to observe. The distinction 
between observable and unobservable underlying factors is relevant for 
the first and last endogeneity causes discussed above—omitted variables 
and selection—while measurement error and simultaneity are usually 
considered unobservable (Li & Prabhala, 2008; Wooldridge, 2010). 
Considering this distinction results in eight types of endogeneity causes: 
observable omitted variables, unobservable omitted variables, mea-
surement error, simultaneity, observable selection into sample, unob-
servable selection into sample, observable selection of treatment, and 
unobservable selection of treatment.

PSM is traditionally used to address observable selection of treat-
ment (Rosenbaum & Rubin, 1983; Rubin, 2005).1 Nevertheless, it can be 
augmented to also capture effects from unobservable underlying factors 
causing the (level of) treatment, as we discuss later in this paper.

2.4. How does PSM work and when is it appropriate?

In essence, PSM redresses imbalance in a set of characteristics be-
tween the treatment and control groups, as this imbalance—caused by 
selection of treatment on observable factors—can lead to endogeneity. 
Specifically, PSM matches to the treatment group observations selected 
control group observations that are similar on multiple observed char-
acteristics (Hill et al., 2020; Li, 2012; Shipman et al., 2017; Wooldridge, 
2010). The PSM approach reduces this multidimensional matching 
problem to a single dimension with the help of the propensity score 
using a two-step procedure (Li, 2012; Rosenbaum & Rubin, 1983; 
Shipman et al., 2017). In the first step, the probability of treatment is 
modelled, using the characteristics as explanatory variables for treat-
ment (e.g., in a logit or probit model). Predicted values of the probability 
of treatment (i.e., conditional on the considered characteristics) are then 
used to derive propensity scores for each of the treatment and control 
group observations in the dataset. Despite being an estimated score, 
research demonstrates that using it for matching can improve statistical 
efficiency in common PSM contexts (Abadie & Imbens, 2016). In the 
second step, observations are matched so that the treatment group and 
matched control group observations have similar propensity scores, 
effectively addressing any imbalances in the considered characteristics 
between these groups. The estimated effects are thus based on 
comparing outcomes only between treatment and control firms with 
very similar characteristics, rather than those with differing character-
istics. If no sufficiently similar comparison can be identified in the data, 
corresponding observations are discarded, which can reduce the 
generalizability of findings into these specific areas of the data (Shipman 
et al., 2017). At the same time, effects would be biased if observations 
without suitable counterfactuals were to be used in the estimation.

PSM can be a powerful tool for business marketing researchers to 
derive robust inferences in certain data scenarios. Like for any other 
method, researchers nevertheless need to verify that the approach is the 
most suitable, given available alternatives and considerations about the 
data at hand and phenomenon that researchers intend to draw in-
ferences about. In the following, we provide guidance for researchers to 
determine the general appropriateness of PSM, along two key questions 
that draw on the important points regarding endogeneity causes dis-
cussed above. In addition, we created a decision tree (Fig. 1) to help 
researchers verify their choice of PSM against alternative methods. The 
discussion of the alternative methods is beyond the scope of this paper, 
as our focus is on PSM, including guidance on key decision parameters, 
which remain unaddressed in general articles on endogeneity and 
methods. Our study therefore constitutes an important complement to 
prior work in business marketing research that discussed endogeneity 
and remedies more broadly (e.g., Zaefarian et al., 2017).

What is the nature of endogeneity? Business marketing researchers 
using PSM must ensure that all consequential characteristics are 
considered and, therefore, are observable factors; this is commonly 
referred to as the strongly ignorable assumption (Li, 2012; Rosenbaum & 
Rubin, 1983; Shipman et al., 2017). This requirement may seem chal-
lenging in the typical data context of PSM (i.e., secondary data down-
loaded from data syndicators), where researchers effectively have no 
control over the variables that have been collected. However, not all 
missing characteristics automatically create an endogeneity issue and 
are a potential source of bias. Recall that for endogeneity to occur, the 
missing characteristics must simultaneously affect the selection decision 
(i.e., the treatment) and the outcome (e.g., financial performance). 
Against this backdrop, a PSM approach is appropriate when character-
istics that are both observable and consequential fully account for the 
endogeneity, which is then sufficiently redressed by consideration of 
these characteristics (Li, 2012).

To assure readers that all important consequential characteristics 
have been considered (i.e., are observable), business marketing re-
searchers using PSM, therefore, should explicitly discuss theory or 
conceptual considerations about the phenomenon at hand. Any 

1 Different terms are used in the literature to describe the assumed selection 
of treatment based on observable factors, including ‘selection on observables,’ 
‘conditional independence,’ ‘ignorable treatment assignment,’ and the ‘uncon-
foundedness assumption.’
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unobservable characteristics, which the researcher did/could not mea-
sure, are an issue if they can be expected to simultaneously affect the 
selection of treatment and outcome based on the conceptual consider-
ations. If a minority of consequential characteristics remains unob-
served, researchers should demonstrate robustness of results to the use 
of approaches that address endogeneity based on unobservable char-
acteristics, such as endogenous treatment effects models (e.g., Heckman 
treatment estimate), regression discontinuity models, or synthetic con-
trol groups (Certo et al., 2016; Hill et al., 2020). If a majority of 
consequential characteristics remains unobserved, researchers should 
exclusively use these alternative approaches instead of PSM or, as we 
discuss later in this paper, combine PSM with methods that are robust 
against endogeneity caused by selection of treatment based on unob-
servable factors.

What is the comparative advantage to a regression model? It is important 
for business marketing researchers to consider methodological alterna-
tives, including approaches’ possible interchangeability or data and 
context specifics that can make one approach more advantageous than 
its alternatives. In this regard, researchers should especially consider 
that a standard regression model aims to achieve a similar objective to 
PSM, which is balancing on the considered characteristics (Benedetto 
et al., 2018; Li, 2012). Specifically, a regression model estimates effects 
ceteris paribus (all else equal), which means that the effect of treatment 
(versus non-treatment) is estimated by implicitly comparing treatment 
and control firms with the same levels on the covariates (e.g., important 
firm characteristics) included in the regression model. In that sense, PSM 
and regression are “are not really different animals, at least not until we 
specify a model for the propensity score” (Angrist et al., 2009, p. 83). 
However, certain research scenarios that we discuss next make PSM 
more advantageous and business marketing researchers can directly 
refer to these in their future PSM applications to justify use of PSM.

First, the general data setup can make the use of PSM a more 
appealing choice. Specifically, the more the data setting mimics an 
experimental setup, the more convincing is the application of PSM 
(Goldfarb et al., 2022). The setup especially refers to the categorization 
of observations in treatment and control observations. This categoriza-
tion should be naturally occurring (i.e., not require calculation on the 
part of the researcher) and be clear-cut. For example, the introduction of 
AI by B2B firms ensures a clear-cut, binary (yes or no) categorization 
without the need for calculation. In contrast, the case for PSM may be 
less convincing if a continuous variable (e.g., B2B advertising spending) 

first needs to be dichotomized in order to arrive at a binary treatment 
categorization (e.g., high and low spenders) required for PSM. In fact, 
dichotomization tends to result in less precise effect estimates, reducing 
the chance of identifying effects that truly exist in the population (i.e., 
increased type II error) (Shipman et al., 2017). The reason for the 
reduced precision is that a standard PSM procedure would tend to 
overrepresent treatment and control observations close to the dichoto-
mization cut-off value, resulting in matched observations with almost 
equivalent levels of treatment (i.e., on the original continuous treatment 
variable) for which, therefore, the treatment effect (based on the 
dichotomized categorization) should be small by design.

Second, business marketing researchers can use the underrepresen-
tation of certain covariate levels in the treatment or control group (i.e., 
lack of common support) as a justification for their PSM use (Li, 2012). A 
regression model would extrapolate into areas of the multidimensional 
covariate space that are not actually observed in the treatment or control 
groups (Angrist et al., 2009). PSM uses a more cautious approach and 
only considers treatment and control observations for which satisfactory 
counterfactuals exist, while other observations are not used in the esti-
mation of the treatment effect (Langworthy et al., 2022; Li, 2012). As we 
discuss in the review and guidance section below, we recommend that 
business marketing researchers routinely check for characteristics’ bal-
ance and common support between the treatment and control groups. 
Doing so is relatively straightforward in the PSM context, which is one of 
the method’s advantages over a regression analysis.

Third, suspected nonlinearity in the effect of consequential charac-
teristics on the outcome (e.g., financial performance) can support 
business marketing researchers’ argument to use PSM. A standard 
regression only considers the linear effects of covariates (Benedetto 
et al., 2018). Although nonlinear covariate terms can be added, re-
searchers would need to choose up to which power this is being done 
and the resulting model can become complex quickly. In contrast, PSM 
makes no assumption about the effects’ functional form as covariate 
effects on the outcome are not explicitly modelled (Hirano et al., 2003; 
Li, 2012). Instead, covariates are used for matching and then the out-
comes—which the covariates may affect at an arbitrary level of linearity 
or nonlinearity—are directly compared between the matched treated 
and control units.

Finally, certain data scenarios can provide a rational for business 
marketing researchers to prefer PSM. Specifically, when the number of 
identified covariates is large relative to the number of observations of 

Fig. 1. Decision tree to verify the appropriateness of PSM use. 
Note: The decision path to PSM is highlighted for illustrative purposes only.
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the outcome, PSM offers the advantage that it effectively collapses the 
covariates into the propensity scores in the first step before it models the 
outcome (Benedetto et al., 2018).

3. Guidance based on the review of prior applications

In this section, we discuss common design choices in PSM, review 
related recommendations of current literature on the method, and 
examine their implementation in business marketing applications of the 
method. To identify relevant business marketing applications, we 
searched six electronic databases—ABI/INFORM Global, JSTOR, Business 
Source Premier, Google Scholar, SSRN, and ECONLIT—using the search 
term ‘propensity score’ alongside ‘B2B’, ‘business-to-business’, and 
‘business market’. Additionally, to ensure completeness for relevant 
leading journals, we conducted journal-specific searches on the websites 
of Journal of Marketing, Journal of Marketing Research, Production and 
Operations Management, and Industrial Marketing Management. We 
focused on studies in which the authors used PSM for the empirical 
analysis in a business marketing research context. Based on this search 
strategy, we identified 26 articles, which are listed in the Appendix.

In the following sections, we present our review and discussion by 
chronologically viewing a PSM project, considering (1) the justification 
for using the method, (2) the selection of considered covariates/char-
acteristics in the propensity score model, (3) the specification of the 
conditioning approach on the estimated propensity score, (4) the eval-
uation of the achieved covariate balance, and (5) the evaluation of the 
common support. Table 1 presents the results of our review of prior PSM 
applications along these considerations. A split of the total sample of 
reviewed papers into before and after 2022, with approximately equal- 
sized groups, demonstrates that the issues we discuss in the following 
are relatively persistent over time.

3.1. Justification of PSM use

As discussed above, PSM does not redress endogeneity in general. 
Specifically, the approach addresses endogeneity from observed char-
acteristics but not unobserved characteristics. We therefore recommend 
that business marketing researchers using PSM draw on theory and 
conceptual considerations to explicitly justify that the simultaneous 
impact of unobserved characteristics on treatment/selection and the 
outcome is likely to be inconsequential.

Furthermore, endogeneity from observed characteristics can alter-
natively be addressed by means of a regression model. Thus, compara-
tive advantages of PSM should be presented. As discussed above, this can 
be achieved by means of (1) the general data setup involving a naturally 
occurring, clear-cut categorization of observations in treatment and 
control observations (e.g., a B2B firm’s yes or no decision to take a 
certain action), (2) lack of common support on important characteristic 
levels across the treatment and control groups, and/or (3) suspected 
nonlinearity in the characteristics’ effects on the outcome (e.g., financial 
performance). Our review of prior PSM applications in business mar-
keting shows that fewer than one-third of the studies provided the 
appropriate justification for PSM’s use.

3.2. Selection of covariates/characteristics

The covariates considered in the logit or probit model, which is used 
to determine the propensity score, need to be carefully selected. Theo-
retical and conceptual considerations should guide researchers’ selec-
tion. Specifically, a convincing case needs to be made that the covariates 
affect both the treatment (e.g., B2B firm’s decision) and the outcome. A 
common misconception is that all covariates that are likely to affect the 
treatment should be included. This is not the case. In fact, to safeguard 
the precision of estimates, business marketing researchers should ensure 
that covariates that only affect the treatment but not the outcome (i.e., 
instrumental variables) are excluded (Austin et al., 2007; Myers et al., 
2011). Similarly, covariates that conceptually are mediators between 
treatment and outcome or downstream consequences of the outcome 
should be excluded (Andrew et al., 2023).

Another related common misconception assumes that the objective is 
to identify covariates that maximize the explanation of treatment. 
However, when covariates almost perfectly predict treatment (i.e., they 
are deterministic), it implies that only firms with certain characteristics 
take the action of interest, while the other firms do not. In such a sce-
nario, identification of suitable counterfactuals is problematic, which 
means that the treatment effect cannot be estimated or only be estimated 
with large error due to a small number of successful matches (Thoemmes 
& Kim, 2011). Therefore, business marketing researchers should strictly 
only include covariates supported by theory and avoid empirical 
searches (e.g., based on goodness-of-fit) for covariates with explanatory 
power (Ali et al., 2015). Notably, our review of prior PSM applications in 
business marketing shows that only about one in seven studies provided 
the appropriate justification of selected covariates.

Excluded covariates can be useful for sensitivity analyses. For 
instance, certain covariates may have been excluded from the main 
model due to high conceptual overlap with other covariates or because 
they are only partially backed by theory. In robustness tests, business 
marketing researchers can compare their original results with results 
when these covariates are included instead of excluded (Dehejia, 2005).

3.3. Specification of the conditioning approach

After the propensity score is estimated, business marketing re-
searchers need to determine how it is used to ensure that outcomes are 
compared between similar (i.e., regarding the propensity score) treat-
ment and control firms. Five common approaches exist and each of these 
requires its own specific considerations. We discuss the approaches and 
considerations next and explain why one of the approaches should be 
avoided all together. To evaluate the approaches, we considered recent 
simulation study results that we summarize in Table 2 (Guo et al., 2020). 
Our analysis of prior business marketing research shows that fewer than 
one in ten studies provided justification for the conditioning approach.

Table 1 
Review of prior PSM applications in business marketing research.

Consideration Total Before 2022 From 2022

Appropriate justification of PSM use 27 % 36 % 17 %
Justification of selected covariates 15 % 14 % 17 %
Justification of the conditioning approach 8 % 7 % 8 %

if applicable, justification of the 
parameters

27 % 21 % 33 %

Evaluation of the achieved covariate balance 38 % 36 % 42 %
Evaluation of the common support 42 % 57 % 25 %

Table 2 
Rank-order of PSM approaches based on simulation study results by Guo et al. 
(2020).

Rank (1 = best, 5 = worst)

Approach Selection on 
observables

Selection on 
unobservables

Nearest neighbor matching 2 2
Subclassification/stratification 1 5
Optimal matching 5 1
Weighting 3 3
Kernel-based matching not considered not considered
Direct inclusion in outcome 

model not considered not considered
Benchmark: Ordinary least 

squares 4 4

P. Guenther et al.                                                                                                                                                                                                                               



Industrial Marketing Management 127 (2025) 14–28

19

3.3.1. Nearest neighbor matching
The idea of nearest neighbor matching is to identify the treatment 

effect by comparing the outcomes of treatment and control firms that are 
matched based on their similar propensity scores (Rubin & Thomas, 
1996). The approach is popular and valid. However, it necessitates re-
searchers to make decisions about multiple design parameters, 
increasing the demand to demonstrate the sensitivity of results to these 
design choices.

First, researchers need to decide whether matching is performed 
without replacement or with replacement. In other words, researchers must 
determine if a given control observation can only be used once for 
matching purposes or multiple times. Both approaches have advantages 
and disadvantages and suitability depends on the specific research 
context, which means that no approach is generally superior to the 
other. However, we recommend that business marketing researchers 
discuss their design choice against the backdrop of the following con-
siderations (Shipman et al., 2017). On the one hand, replacement can 
enhance matching quality, as it ensures that the control observation 
with the closest propensity score (i.e., the most similar counterfactual) is 
always matched, regardless of whether the observation has been 
matched before. Sample size is also preserved more effectively, 
considering that matching to treatment observations is less likely to fail 
as the pool of potential control candidates is never exhausted. On the 
other hand, replacement increases the risk that the estimated counter-
factual outcome is only based on certain, and potentially few, control 
observations to the degree that selected control observations are 
matched many times. This is especially problematic if the matched 
control observations are outliers (i.e., have atypical outcome values), 
which then have an undue influence on the estimated treatment effect 
owing to their repeat matching. We hence recommend that business 
marketing researchers using matching with replacement assess the 
outcome values of control observations that were matched many times. 
This should be done against the backdrop of the average outcome value 
in the control group to identify possible influential outliers. Moreover, 
from a statistical perspective, repeat observations should be weighted 
downwards according to the frequency of their use, and standard errors 
need to be adjusted upwards (Armstrong et al., 2010; Stuart, 2010). As 
repeated matching of the same observation can mean that data is no 
longer independent, researchers should consider using robust error es-
timators, such as sandwich estimators (Benedetto et al., 2018).

Second, researchers need to decide whether one (i.e., one-to-one 
matching) or multiple (i.e., one-to-many matching) control observations 
are matched to each of the treatment observations. The relative sample 
sizes of the treatment and control groups are useful to determine the 
approach. One-to-one matching is a convincing choice when the groups 
are approximately equally sized or the number of treatment observa-
tions exceeds to number of control observations. When the control group 
is substantially larger, one-to-many matching becomes a compelling 
approach, using a ratio that approximately corresponds to the factor by 
which the number of control group observations exceeds the number of 
treatment observations (e.g., 1:2 if the control group is twice as large). In 
this scenario, one-to-many matching can increase statistical power (i.e., 
precision), which determines the ability to identify a treatment effect 
that truly exists in the population (Shipman et al., 2017). However, we 
do not recommend more than five matched control observations. Pre-
cision gains tend to be small for more than five matched control ob-
servations and matching quality can suffer if a large number of 
observations is matched (Li, 2012; Rosenbaum, 2020). Just over a 
quarter of the prior PSM applications in business marketing research 
that we reviewed provided justification for the matching approach.

Third, to ensure matching quality, business marketing researchers 
should specify and report the caliper distance. This distance can be un-
derstood as the maximum allowable dissimilarity between treatment 
and control observations for a successful match to occur. Use of the 
caliper distance has been shown to improve estimation results (Austin, 
2014). To support interpretation and replicability, researchers should 

report the value of the employed caliper distance (Benedetto et al., 
2018). It is crucial to note that this distance can be expressed in three 
distinct terms that are not interchangeable. Specifically, the caliper 
distance can be defined as a fraction of the raw propensity score, its 
standard deviation, or the standard deviation of the propensity score’s 
logit (Shipman et al., 2017). We recommend using the standard devia-
tion of the propensity score’s logit because compelling evidence 
regarding optimal cut-off values exists for this measure. Specifically, a 
simulation study shows that a caliper distance of 0.2 based on this 
measure is optimal (Wang et al., 2013). However, business marketing 
researchers can opt for more conservative or liberal caliper distances in 
certain scenarios. For instance, a more liberal caliper distance is justified 
when many treated firms could otherwise not be matched. Unsuccessful 
matches reduce statistical power and threaten the validity of findings to 
the extent that the estimated treatment effect may not be representative 
for all treated firms. In contrast, researchers can justify a more conser-
vative caliper distance when achievement of successful matches is not an 
issue, as doing so ensures matches of highly similar treatment and 
control observations, improving the quality of results.

Overall, recent simulation study results show that nearest neighbor 
matching is ranked second-best among the considered PSM approaches 
when observable characteristics determine the treatment and outcome 
(Table 2). The approach ranks equally well when unobservable char-
acteristics determine the treatment and outcome, showing a certain 
desirable robustness when PSM assumptions about the observability of 
consequential characteristics are violated.

3.3.2. Subclassification/stratification
Compared with nearest neighbor matching, the stratification 

approach has the advantage that researchers need to decide about fewer 
parameters. In a nutshell, the approach sorts observations based on their 
estimated propensity score and divides the sample into n strata, which 
are usually equal-sized (Guo et al., 2020; Thoemmes & Kim, 2011). 
Thus, the number of strata is the key parameter that researchers select. 
In this regard, the literature recommends the use of five strata, which 
approximately mitigates 90 % of the bias that the included observed 
characteristics would otherwise have created (Benedetto et al., 2018; 
Cochran, 1968). Additional precision gains are possible by flexibly 
selecting the strata size, through an optimization algorithm, so that the 
variance of the treatment effect estimate is minimized (Hullsiek & Louis, 
2002). A reason for this potential gain is that flexible sizing reduces the 
risk that certain strata cannot be used as they contain only treatment or 
only control observations. However, researchers have to weigh the 
advantage of using all strata (i.e., sample size and generalizability) with 
the potential disadvantage of poor matching quality within strata. The 
treatment effect based on the stratification approach is estimated 
through calculation within each stratum and aggregation across strata. 
Specifically, the mean and variance of the outcome difference between 
treated and control observations are calculated within each stratum and 
are then aggregated.

Simulation study results show that the stratification approach is su-
perior compared with alternative propensity score-based approaches 
discussed here in terms of balancing the typical trade-off between bias 
reduction (e.g., ensuring quality matches) and estimation precision (e. 
g., retaining sample size) when observable characteristics drive the 
treatment and outcome (Table 2). However, the approach becomes the 
worst performing approach when unobservable characteristics deter-
mine treatment and outcome. Therefore, business marketing researchers 
would only opt for the stratification approach when they are highly 
confident that all consequential underlying factors driving treatment 
and outcome have been captured with the set of matching variables.

3.3.3. Optimal matching
Like the stratification approach, optimal matching uses strata but the 

approach is designed to always achieve full matching, using the full 
sample for estimation without loss of observations (Rosenbaum, 2002). 
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Strata composition and sizes are determined flexibly based on the 
objective that the summed distance in the propensity scores across strata 
are minimized. The approach’s main advantage is that sample size is 
preserved, which can make optimal matching especially beneficial for 
small samples. Small samples are not uncommon in business marketing 
research, because researchers often find it difficult to recruit re-
spondents as the population of interest is small (e.g., only a few firms 
adopt a new technology or approach) and the typical target informants 
(i.e., employees or managers) have limited time resources. However, 
business marketing researchers should consider the possible loss in 
matching quality due to matching of potentially dissimilar treatment 
and control observations, which can bias inferences.

Simulation study results indicate that optimal matching is inferior to 
nearest neighbor matching and stratification in terms of recovering an 
unbiased treatment effect when observable characteristics determine 
treatment and outcome (Table 2). The approach also underperforms a 
standard ordinary least squares regression model. Therefore, we 
currently cannot recommend the approach for PSM’s typical application 
context, although further simulation study research is needed that spe-
cifically considers small samples. Interestingly, the approach works 
surprisingly well when unobservable factors drive treatment and 
outcome. However, for this contexts, different methods (e.g., treatment 
effect models) provide more reliable results.

3.3.4. Weighting
The propensity score-based weighting approach estimates a regres-

sion model based on weighted observations instead of the original ob-
servations (Angrist et al., 2009). The approach borrows its logic from the 
use of sampling weights in regression models to redress nonrandomness 
of sampling. In the context of PSM, observations are weighted by the 
reciprocal of their estimated treatment probability, which is given by the 
propensity score.2 Similar to optimal weighting, the approach’s advan-
tage is that the original sample size is retained. However, we strongly 
recommend that business market researchers using this approach care-
fully assess the estimated propensity scores. Treatment (control) ob-
servations with scores close to zero (one) are assigned extreme weights, 
warranting robustness tests that consider truncation of extreme weights. 
Inattention to this issue can result in substantially biased estimates 
(Kang & Schafer, 2007). Moreover, robust standard errors using the 
Huber-White sandwich estimator should be used for weighted re-
gressions as, otherwise, standard errors tend to be understated (Lohr, 
2022). Alternatively, the standard errors can be determined through 
bootstrapping.

Simulation study results show that the propensity score-based 
weighting approach ranks in the mid-range of the considered PSM ap-
proaches and is relatively stable when assumptions about the observ-
ability of consequential characteristics are violated (Table 2). However, 
it is outperformed by nearest neighbor matching in all data scenarios.

3.3.5. Kernel-based matching
The kernel-based matching estimator constructs counterfactuals per 

each of the treatment observations in the sample (Heckman et al., 1997). 
The counterfactuals are weighted averages of all of the control obser-
vations within a bandwidth that the researcher specifies (Heckman 
et al., 1997 use a bandwidth of 0.06). The weights are determined so that 
control observations with propensity scores closer to the treatment ob-
servation’s propensity score are weighted more highly, while a lower 
weight is placed on more distant control observations (Heckman, Ichi-
mura, & Todd, 1998). A nonparametric local regression is used to 
determine the weights (Heckman et al., 1997).

Simulation studies have not yet compared kernel-based matching 
with alternative PSM approaches (Table 2). We therefore recommend 

that business marketing researchers use one of the established PSM 
approaches but remain open to future simulation studies that consider 
kernel-based matching and its comparative performance.

3.3.6. Direct inclusion in outcome model
We do not recommend to directly include the estimated propensity 

score in the outcome equation, which is sometimes done in the litera-
ture. Doing so defeats a key advantage of PSM over a regression 
approach, which is to control for suspected nonlinearity in the effect of 
consequential time-invariant firm characteristics on the outcome. 
Covariates in regression models only control for linear effects 
(Thoemmes & Kim, 2011). Business marketing researchers should 
therefore avoid this approach and use one of the established approaches 
discussed before.

3.4. Evaluation of the achieved covariate balance

As discussed, the propensity score effectively is a means to reduce the 
dimensionality of the matching covariate space to a single dimension. 
However, this raises the question of how similar the treatment and 
control groups are in terms of the original covariates (Hansen, 2008). In 
general, larger samples are preferred for PSM, as they ensure higher- 
quality matches and, consequently, more robust inferences (Peikes 
et al., 2008). Moreover, we recommend that business marketing re-
searchers use t-tests to statistically assess the mean differences between 
the treatment and control groups across the covariates used to calculate 
the propensity score. Our analysis of literature reveals that fewer than 
two out of five reviewed studies in business marketing assessed covar-
iate balance. For the stratification approach this assessment should be 
done per strata. Typically, non-significant differences are found for the 
majority of covariates. Researchers should include covariates with sig-
nificant differences directly in the outcome equation, adding at least the 
covariates’ linear and squared terms to control for linear and nonlinear 
effects.

However, researchers should verify that the t-tests have sufficient 
statistical power, which can be an issue in small samples. For small 
samples, researchers should use Cohen’s d as a standardized difference 
that relates the mean difference between the treatment and control 
groups to the pooled standard deviation (Cohen, 1988). The typical 
guideline values are 0.2, 0.5, and 0.8 for small, medium, and large ef-
fects. Researchers assess Cohen’s d to ensure that any differences be-
tween the covariates are small.

3.5. Evaluation of the common support

PSM can result in biased treatment effect estimates when the final 
matched sample is not a good representation of the original sample 
(Shipman et al., 2017). For instance, the matched sample can be un-
representative due to unsuccessful matches (i.e., when no suitable 
control observation can be identified). Unsuccessful matches typically 
occur for treatment observations with high propensity scores (i.e., a high 
likelihood of treatment). However, the treatment effect may be most 
likely to fully materialize for such observations and, hence, their 
exclusion can impede the effect’s accurate estimation. Moreover, the 
matched sample can be unrepresentative if only certain control obser-
vations are used. For example, control observations with a very low 
likelihood of treatment may never be matched to a treatment observa-
tion. This issue can be exacerbated in nearest neighbor matching with 
replacement as then only control observations with high or moderate 
propensity scores may be (repeatedly) used for matching while other 
control observations are excluded.

We recommend business marketing researchers to carefully assess 
the extent of common support by plotting the estimated propensity 
scores for the treatment and control groups. For each group, observa-
tions with a similar propensity score should exist from the other group 
across the propensity score continuum. Observations without 

2 Treatment observations are weighted by 1/PS* and control observations are 
weighted by 1/(1 – PS*), where PS* is the estimated propensity score.
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equivalents are likely to be excluded from the PSM analysis or be 
matched with very dissimilar counterfactuals if researchers select a 
liberal tolerance level (e.g., caliper distance). Moreover, we recommend 
that researchers compare the list of observations that were included in 
the final analysis with the list of observations in the original sample to 
assess whether certain observations were excluded systematically. If a 
systematic exclusion of observations is found, we recommend that re-
searchers discuss its consequences as part of the research limitations. 
Notably, our analysis of the existing business marketing research reveals 
that fewer than half of the studies assessed the common support.

4. Augmented PSM approaches to address treatment selection 
based on unobservable factors

As explained above, the PSM approach as a stand-alone method is 
suitable to address endogeneity caused by selection of treatment based 
on observable factors. While initial simulation study results indicate that 
PSM based on nearest neighbor matching is relatively robust against 
selection bias from unobservable factors (Guo et al., 2020), approaches 
that directly account for this bias are nevertheless preferable. Moreover, 
examples exist in the literature where inferences based on PSM can be 
incorrect, most likely due to consequential unmeasured unobservable 
factors, even when a large number of observed factors is considered 
(Peikes et al., 2008). In the following, we discuss combinations of PSM 
with alternative approaches to more exhaustively address effects from 
selection of treatment, accounting for unobservable factors in addition 
to observable factors. We distinguish between two types of combina-
tions. The first type builds on unique data settings where events or in-
terventions create treatment and control groups. The second type 
combines PSM with methods discussed earlier that are robust to treat-
ment selection based on unobservable factors.

The first combination type requires a certain cleverness on part of the 
researcher to identify rare data settings, which involve an exogenous 
event or intervention that affects the endogenous variable of interest 
(Card & Krueger, 1994; Wooldridge, 2010). Exogenous means that the 
event or intervention must be outside of a unit’s (e.g., a B2B firm) 
control and the unit must not anticipate it.3 To give an example in the 
recent marketing literature, albeit outside of the business marketing 
domain, a recent study used a relatively sudden change in accounting 
rules (i.e., an unanticipated policy intervention) in combination with 
PSM to identify the benefits and costs of marketing accountability, 
which is likely to be driven by many underlying (unobservable) factors 
that would be impossible to measure (Guenther et al., 2024). Another 
recent example study in strategic management used PSM in combination 
with the Fukushima nuclear accident in Japan as an exogenous shock 
that drove staff turnover in US firms near nuclear power plants in order 
to address the simultaneity issue that complicates proper identification 
of the relationship between turnover and performance (Stern et al., 
2021). Both studies used a difference-in-differences (DID) approach to 
identify effects of interest by comparing outcome differences between 
treatment and control groups before and after the event or intervention 
(for details on the DID approach, see Ryan et al., 2015). PSM is used to 
match control firms that are highly similar to treatment firms in terms of 
a set of important observable characteristics that are likely to drive both 
the treatment selection and outcome.

A key challenge of the approach based on natural experiments is that 
appropriate data settings are so rare that it can make the investigation of 
certain phenomena impossible, thereby limiting academic insight in 
potentially important areas. Moreover, even when a suitable interven-
tion such as a policy change can be identified, it may not be truly 

exogenous, as the upcoming change is often known years in advance, 
allowing firms with certain unobservable characteristics to benefits from 
it, including in terms of the outcomes of interest (e.g., Guenther et al., 
2024). Effect estimates would then be biased by these unobservable 
characteristics, which means that the natural experiment would not 
solve the underlying endogeneity issue. Nevertheless, if a suitable, truly 
exogenous event or intervention can be identified, the estimated effects 
would be causal effects, providing an otherwise unmatched robustness 
and reliability in insights.

When the first combination approach is infeasible for a lack of suit-
able data, business marketing researchers can resort to a fully methods- 
based approach combining PSM with methods specifically designed to 
address treatment selection based on unobservable factors (Heckman, 
Ichimura, Smith, & Todd, 1998). Specifically, Heckman treatment esti-
mates and regression discontinuity models can be combined with PSM 
(Linden & Adams, 2012; Makepeace & Peel, 2013). In the first case, 
following the standard Heckman treatment effects approach, treatment 
selection is modelled using a probit model, and the inverse Mills ratio is 
calculated to represent the unobservable part of the selection decision 
(Heckman, 1979; Wooldridge, 2010). The inverse Mills ratio is then 
included in an outcome equation, estimating treatment effects by 
comparing treatment and control observations matched through PSM 
(Makepeace & Peel, 2013). Alternatively, PSM can be combined with the 
regression discontinuity approach if the data requirements for the latter 
are met (Linden & Adams, 2012). Specifically, regression discontinuity 
models require that treatment versus non-treatment is determined by a 
clear cut-off value on a continuous underlying variable; for example, 
only B2B firms with revenue below a certain threshold may qualify for 
funding or support. Units just above and below the threshold are used as 
counterfactuals, assuming similar unobservable characteristics, to esti-
mate the treatment effect (Thistlethwaite & Campbell, 1960). In this 
context, PSM can further refine the comparison by matching treatment 
and control observations not only close to the cut-off but also similar in 
important observable characteristics (Linden & Adams, 2012).

5. Step-by-step guide of PSM

Our step-by-step guide follows the guidelines established in the PSM 
literature. As discussed above, typically PSM is used to study the treat-
ment effect on an outcome variable of interest. However, since sec-
ondary data often do not come from randomized trials but from 
(nonrandomized) observational studies, the treatment group can suffer 
from selection bias, which can undermine the validity of the analysis. 
PSM is one of the key ways to reduce selection bias. In their seminal 
work, Rosenbaum and Rubin (1983) proposed PSM as a method to 
reduce the bias in the estimation of treatment effects with observational 
datasets. Therefore, PSM enables us to confidently evaluate the causal 
effect of treatment on selected outcomes, assuming that the method’s 
assumptions are met.

To guide business marketing researchers effectively, we present PSM 
implementation steps chronologically based on their occurrence in a 
project. Specifically, we discuss: 

• Identifying a context
• Initial data selection
• Identifying the subsample
• Creating the final sample
• Implementing the propensity score matching process, including 

software implementation and advanced matching consideration
• Presenting the results

5.1. Identifying a context

PSM is highly useful to identify treatment effects in business mar-
keting contexts. In this step-by-step guide, we consider the context of 

3 Researchers should also conceptually verify that the event or policy is not 
driven by unobservable factors that could also affect the outcome of interest, as 
in that case the event or policy itself would be endogenous (Besley & Case, 
2000).
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acquisitions in business markets. The financial value of acquisitions (i.e., 
the treatment effect) manifests itself in B2B firms’ stock returns 
following the acquisition (see Fig. 2). Formally, we are interested in 
evaluating the causal effect of the treatment (acquisitions) on outcome Y 
(stock returns) of the firms in the population.

Mathematically, this problem can be denoted as: 

Yi = Y0,i +Di
(
Y1,i–Y0,i

)
(1) 

which is the actually observed outcome for firm i, where Di ∈{0,1} in-
dicates whether firm i actually received the treatment. Y1,i is the 
outcome if firm i were exposed to the treatment, Y0,i is the outcome if 
firm i were not exposed to the treatment, and X is a set of important pre- 
treatment characteristics.

The causal effect for firm i is then: 

Y1,i–Y0,i (2) 

As noted above, the ‘fundamental problem of causal inference’ is that 
it is impossible to observe the individual treatment effect, making it 
impossible to derive causal inference without making assumptions – that 
are usually untestable.

The average treatment effect on the treated, across firms, is given as: 

E(Y1–Y0|D = 1) = E(Y1|D = 1)–E(Y0|D = 1) (3) 

where E(.) denotes the expected outcome. E(Y1|D = 1) is the outcome of 
firms with treatment (i.e., which performed an acquisition), while E(Y0| 
D = 1) is the hypothetical counterfactual of the same firms had they not 
been treated. Usually, E(Y1|D = 1) can be directly observed in the data, 
while E(Y0|D = 1) cannot. To be able to estimate the treatment effect, 
researchers therefore need to construct the counterfactual E(Y0|D = 1).

5.2. Initial data selection

We use the SDC platinum database to identify the B2B firms that 
have made one or more acquisitions in the year 2017. For the purposes 
of this step-by-step guide, we chose to restrict the sample to a single year 
but note that PSM can be extended to multiple years, in which case the 
matching should be done on a yearly basis. After downloading the B2B 
acquisitions data and cleaning it, we merged this data with the financial 
data from Compustat database. The financial data is not restricted to the 
firms in the B2B acquisitions data but instead contains financial details 
of all the firms publicly listed on US stock exchanges. This data is used to 
identify counterfactuals of the treatment firms (i.e., firms without an 
acquisition) in order to create a matched control group.

5.3. Identifying the subsample

As discussed above, we investigate the effect of acquisitions by B2B 
firms on their stock returns. To identify the subsample, we first 
considered all the acquisitions made by public US firms in 2017. We 
restricted the analysis to public US firms due to the availability of stock 
returns and financial data that we used to measure the dependent and 
control variables (Fig. 2). We were able to identify 2117 acquisitions. 
Given our context, we then selected only the acquisitions by B2B firms, 
defined as firms that sell their products or services predominantly to 
other firms or the government instead of consumers (Delgado & Mills, 
2020). Applying this criterion resulted in a subsample of 1334 acquisi-
tions by B2B firms.

5.4. Creating the final sample

We merged the data on B2B acquisitions obtained from the SDC 
platinum database with the Compustat data for the year 2017. We used 
Compustat data to create measures of our dependent, matching, and 
control variables. We used stock returns as the dependent variable as 
stock returns are an effective forward-looking measure of firm 

performance and indicate investors’ expectations of firms’ future per-
formance (Baillie & DeGennaro, 1990; Zhang, 2006). To measure stock 
returns, we used the change in share prices in the current year (Fama, 
1990). Furthermore, we used the financial data to calculate the control 
variables that can potentially impact firms’ stock prices based on the 
past research on acquisitions (e.g., Lambkin & Muzellec, 2010; Pal-
matier et al., 2007; Richey et al., 2008).

5.5. Implementing the propensity score matching process

In order to study the effect of acquisitions on stock returns, a key 
identification challenge is to determine close counterfactuals of the B2B 
firms with acquisitions. Identification of suitable counterfactuals en-
ables us to directly compare the returns of the firms with and without 
acquisitions during the sampling year. For illustration purposes and to 
simplify the following discussion, we used 1:1 matching and matched 
each treatment firm (i.e., a firm that engaged in acquisitions) with one 
control firm that did not acquire another firm. The results are robust to 
matching with more control firms (e.g., five).

The matching process involves pairing each treated firm with a 
control firm that has the closest propensity score during the sampling 
year. The propensity score is estimated using relevant variables that are 
likely to affect both firms’ decision to engage in acquisitions and the 
outcome (i.e., stock return) of this activity. In our context, the goal of 
matching is to derive effects based on the comparison between firms 
with highly similar probabilities of engaging in acquisitions and real-
izing benefits from it. For our application example, we match firms on 
their size (total assets), resource slack (ratio of cash by assets), financial 
leverage (ratio of long-term debt to assets), and liquidity (ratio of cur-
rent assets to current liabilities). The matching variables (criterion) can 
be changed as per the requirements of the research. However, the 
greater the number of criterion firms the more difficult it will be to find a 
match for every firm. Therefore, business marketing researchers should 
keep in mind that, as the number of matching parameters increases, the 
final sample size tends to decrease. Researchers thus need to find a 
balance in choosing matching criteria. Past research on the topic can 
generally be a useful guide for this purpose.

5.5.1. Software support
We focus here on the implementation of PSM in Stata, as it provides 

business marketing researchers with a convenient platform, offering 
packages, fine-tuning options, and support through Statalist. For re-
searchers who prefer open-source software, R and Python are viable 
alternatives. R offers specialized packages, such as Matching for optimal 
matching (Sekhon, 2011). Moreover, MatchIt is available, which is a 
generalized package that supports various PSM conditioning ap-
proaches, including nearest neighbor matching, subclassification/strat-
ification, and optimal matching (Ho et al., 2011). Python also features a 
dedicated package, PsmPy, for PSM using nearest neighbor matching 
(Kline & Luo, 2022), with additional packages like pysmatch under 
development for alternative conditioning approaches.4

Stata provides access to several user-written commands for pro-
pensity score matching such as gmatch, psmatch2, pscore, and nnmatch. 
While there are minor differences in the specifics of the commands’ 
matching approaches, the results tend to be very similar across com-
mands. For instance, the matching criteria used tend to be more 
consequential than the used algorithm. For this step-by-step guide, we 
used gmatch and describe its implementation next. In our example, we 
used 1:1 matching (i.e., one treatment firm to its counterfactual control 
firm). As discussed, alternatively, one treatment firm can be matched to 
more than one control firm, although this number should not exceed 
five. The results in our example are robust to these choices. Moreover, 
gmatch allows the researcher to specify the caliper distance, although 

4 https://github.com/miaohancheng/pysmatch
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this needs to be done in terms of the maximum absolute propensity score 
difference instead of the standard deviation of the propensity score’s 
logit. The code for implementing gmatch is given in Fig. 3.

First, we ran a pooled logit regression that models the probability of a 
firm being in the treatment or control group (i.e., the probability that a 
B2B firm engaged in acquisitions) based on the set of matching variables 
discussed above. Second, we used the estimation results to predict the 
probabilities per observation, saving it as a new variable (pscore). Third, 
gmatch matches treatment and control firms with the most similar esti-
mated pscore. The command generates a new variable, set, which pro-
vides a unique value for each matched pair, facilitating identification of 
the matched pairs in the dataset. From our sample of 1334 acquisitions 
by B2B firms (i.e., treatment firms), the algorithm was able to identify 
matches for 1039 firms and did not find matches for 295 treatment firms 
due to insufficiently similar propensity scores in the control group. The 
final sample, therefore, comprises 2078 firms (1039 treatment and 1039 
control firms).

5.5.2. Matching on industry codes
In large samples comprising firms from different industries, and a 

large number of firms per industry, matching within industries is likely 
to improve the matching quality with regard to the achieved similarity 
between treatment and control firms. For example, matching a phar-
maceutical treated firm to another pharmaceutical control firm, en-
hances the level of control for industry-level characteristics that can 
affect both the assignment to the treatment (i.e., engaging in acquisi-
tions) and the outcome (i.e., stock returns). Here, a challenge is that 
popular industry classification codes, such as SIC (Standard Industrial 
Classification) or NACIS (North American Industry Classification Sys-
tem), are categorical variables and therefore cannot be directly used in 
the first-stage logit model. However, this challenge can be addressed 
with a minor tweak by adding one additional line to the code. Specif-
ically, instead of matching the estimated probability score (pscore), re-
searchers can create a new variable (pscore2) that combines the pscore 
with the sic code (sic) for each observation. This new variable (pscore2) 
is then used for matching. The modification to the code is also given in 
Fig. 3. When we performed the matching based on SIC, the number of 
matched firms dropped to 926, resulting in a final sample of 1852 firms 
(926 treatment plus 926 control).

5.5.3. PSM with selection on unobservables
Although we match the treatment firms and their counterfactuals on 

key firm characteristics, underlying unobservable differences in the two 
groups could remain and affect both the treatment selection and the 
dependent variable (i.e., stock returns). For example, cultural differ-
ences between treatment and control firms may affect both treatment 
and stock returns. Not accounting for such unobservable characteristics 
in the model can undermine the model’s ability to accurately identify 
the causal effect of the treatment on the outcome. To account for such 
unobservable factors, PSM can be combined with a Heckman-style se-
lection model (Heckman, 1979). In our example analysis, we therefore 
ran a probit regression to predict a firm’s probability of engaging in 
acquisitions based on the antecedents of corporate acquisition activity, 
as per the existing literature in this area. We then derived the inverse 
Mills ratio from the first-stage probit model and included it as one of the 
predictors in the final regression equation. Adding this variable to the 
model effectively accounts for omitted unobservable factors.

5.6. Presenting the results

Before running the final analysis, as discussed, covariate balance 
needs to be established and demonstrated between the treatment and 
control firms. To this effect, we performed t-tests on the differences in 
the mean values of the matching variables between the treatment and 
control firms. Covariate balance is established when the differences are 
not statistically significant. For our example, the results of the mean 
differences are reported in Table 3 and show that the differences are not 
significant. This result confirms that similar treatment and control firms 
have been matched, indicating the absence of systematic differences 
between the groups on the matching criteria that could otherwise in-
fluence the dependent variable.

After covariate balance is confirmed, the final sample can be 
analyzed using the appropriate statistical technique. As we were inter-
ested in the impact of B2B firms’ acquisitions on stock returns, we ran a 
regression model that estimates the effect of Treat, which is 1 for the 
firms that engaged in acquisitions and 0 for control group firms. The 
results of the model are reported in Table 4. We considered three 
models, using PSM only, additionally matching on SIC, and including 
the inverse Mills ratio. The sample sizes for the three models differ and 
are marginally smaller than the total number of identified treatment 
firms due to missing values for the various variables used in the models. 
The estimated treatment effect varies across the three models. The re-
sults show that the effect of acquisitions by B2B firms on stock returns is 
negative and significant when PSM considers the SIC codes, and when 

Fig. 2. Causal relationship example.
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the effect of unobservable characteristics is controlled by means of the 
inverse Mills ratio. Without these additional controls, the estimated ef-
fect is not significant.

6. Conclusion and directions for further research

In business marketing research, there is a constantly growing interest 
to utilize advanced statistical techniques such as PSM that effectively 
addresses certain endogeneity issues in observational studies. None-
theless, our review of prior PSM applications in business marketing has 
revealed several issues with the understanding of when PSM is appro-
priate and the consideration of necessary application routines required 
to justify the approach and demonstrate its robustness. These issues are 
equally present in older and more recent studies, highlighting the need 
for a comprehensive guide for business marketing researchers on PSM to 
improve the rigor of future empirical studies.

This article provided guidance along three main dimensions. First, we 
clarified PSM’s methodological backdrop, including the data context in 
which the approach is appropriate. This backdrop is often somewhat 

Code for Section 4.5.1.

Line 1: logit Treat Size Resource_Slack Leverage Liquidity 
*** Logit regression that predicts the probability of an observation belonging in the 

treatment group based on the predictors ***

Line 2: predict double pscore if e(sample), pr 
*** Generates the probability of a positive outcome ***

Line 3: drop if missing(pscore)
*** Removing the observations for those no pscore was generated; this can be possible 

if any of the variables for an observation is missing ***

Line 4: gmatch Treat pscore, cal(0.1)
*** Matching using treatment firms with control firms based on pscore, “cal(0.1) 

allows to control for quality; if for a treatment firm, the difference between its pscore and 

control firms is more than 0.1 gmatch will not match is with any control firms; the value 

0.1 can be changed; check the gmatch help file for details***

Line 5: keep if set!=.

*** Keeping all the treatment and control firms that were matched ***

Code for Section 4.5.2.

*** To match the firms based on their standard industry classification (SIC) codes 

following line should be added before line 3 of the above code ***

gen double pscore2 = sic+pscore if pscore!=.

*** in this case now the matching should be done using the variable pscore2 ***

Fig. 3. Implementing gmatch.

Table 3 
Difference in mean values of the matching variables between treatment and 
control firms.

Mean

Variable Treat 
(T)

Control 
(C) T-C

Size 7.392 7.388 0.004 N.S.

Slack resources 0.127 0.120 0.007 N.S.

Leverage 0.245 0.249 − 0.004 N.S.

Liquidity 2.948 2.591 0.357 N.S.

Table 4 
Effect of acquisitions by B2B firms of stock returns.

Stock returns (1) (2) (3)

Coeff. (S.E.) Coeff. (S.E.) Coeff. (S.E.)

Treat − 0.169 (0.119) − 1.145* (0.639) − 1.078* (0.640)
Size − 0.004 (0.030) − 0.251 (0.170) 3.458 (2.188)
Return on assets 0.016 (0.024) − 1.095*** (0.108) − 1.224*** (0.122)
Slack resources − 0.047 (0.426) − 2.188 (2.431) − 6.500* (3.569)
Liquidity − 0.011 (0.009) 0.016 (0.053) − 0.038 (0.062)
Matched on SIC No Yes Yes
Inverse Mills ratio No No Yes
F-statistics 0.37 3.09*** 3.50***
Observations 1775 1603 1590
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buried, even in the methodological literature on the approach. However, 
business marketing researchers require it to convincingly justify choosing 
PSM over alternatives. Second, we outlined the necessary application 
routines for PSM use. These routines comprise the justification of the 
method, the considered covariates for the propensity score, and the 
chosen conditioning approach. The routines also entail evaluations of the 
achieved covariance balance and common support. Third, we provided a 
step-by-step guide, comprising code to implement PSM in Stata.

We developed the concise checklist in Table 5, which provides 
business marketing researchers with a shortcut for their next PSM 
project. The checklist contains the application routines discussed in this 
article in one place.

Through this comprehensive guidance, we contribute by bridging the 
gap between the conceptual methodology literature on PSM and its 
practical application in the business marketing context. As noted, the 
PSM methodology literature spans across far more journals than busi-
ness marketing researchers may read regularly, making it challenging to 
follow the method’s recent developments. This challenge can promote 
inappropriate use and/or incomplete reporting of important tests per-
taining to PSM—shortcoming that our review of prior PSM applications 
in business marketing revealed. Equipped with this guide, researchers 
will effectively navigate the method and be able to conduct reliable and 
impactful empirical research.

We anticipate that the trend to utilize advanced statistical techniques 
to account for endogeneity, such as through the use of PSM, will only 
grow due to the increasing awareness about the issue and its profound 
consequences in business marketing research. Our empirical step-by- 
step guide uses one example research context, B2B firms’ acquisitions 
and performance effects, to demonstrate how scholars can effectively 
apply PSM. However, research opportunities to apply the method are 
abundant. In fact, consideration of the appropriate data contexts for the 
method (i.e., naturally occurring ‘treatments’) can inspire business 
marketing researchers to think of a new category of phenomena worth 
exploring. Specifically, PSM can be used to investigate the outcomes of 
discrete, significant decisions made by B2B firms, such as the adoption of 

innovative marketing strategies, supply chain practices, technologies, or 
internationalization strategies.

With regard to future methodological PSM research, our review 
revealed specific areas that require further research. First, PSM offers 
several conditioning approaches, each with its distinct trade-offs be-
tween preserving sample size and ensuring covariate balance in the 
treatment and control groups. However, with the exception of Guo et al. 
(2020), there is a lack of simulation studies that systematically assess the 
comparative strengths and weaknesses of PSM approaches across 
different data scenarios. Second and relatedly, approaches such as 
optimal matching and weighting enhance statistical power by ensuring 
full matching and retaining the original sample size. However, simula-
tion study results using large samples show that these approaches 
underperform compared with other PSM alternatives due to lower 
quality matches. This raises the question of comparative performance in 
small samples, when preservation of sample size might be more conse-
quential for inferences than matching quality. Third, the comparative 
performance of kernel-based matching against other PSM approaches is 
unexplored, creating a blind spot regarding its potential effectiveness. 
Fourth, some PSM assessment routines (e.g., check of whether certain 
types of firms are underrepresented in the matched sample) are rela-
tively subjective and may yield different conclusions among researchers. 
Subjectivity and discretion in model choices can introduce bias (King & 
Nielsen, 2019). Hence, there is an opportunity for future research to 
develop and validate systematic workflows for these routines. Finally, 
matching approaches that are not based on propensity scores are used in 

Table 5 
Checklist: PSM motivation and recommended application routines.

Panel A: Motivating PSM use

✓ Conceptual justification provided that a selection of treatment based on observable characteristics creates the endogeneity issue
✓ Conceptual justification provided that all important consequential characteristics are captured with the available data
✓ Regression approach conceptually ruled out based on the data setup (e.g., clear-cut and naturally occurring treatment and control groups), imperfect common support (i.e., un-

derrepresented covariate levels in any of the groups), and/or possible nonlinearity in covariate effects

Panel B: Recommended application routines
✓ Justification of selected covariates 

o based on theory or conceptual considerations
o the majority of important consequential characteristics have been captured
o consequential = affect both treatment assignment/selection and the outcome
o strikes a balance between similarity of the treatment/control groups and preservation of sample size (i.e., statistical power)

✓ Justification of the conditioning approach 
o based on current knowledge, use the nearest neighbor matching (NNM) approach
o NNM is relatively more robust than other PSM approaches even when unobserved characteristics create part of the endogeneity issue
o use the subclassification/stratification approach instead, if the effect of unobserved characteristics can be ruled out
o avoid the following approaches: optimal matching, weighting, kernel-based matching (more comparative research needed), direct inclusion in the outcome model
o reporting and justification of matching parameters 

▪ NNM: with or without replacement: if with replacement, check for influential observations used multiple times; 1:1 or 1:m matching based on relative treatment/control 
groups sizes with m ≤ 5; caliper distance of 0.2 based on the standard deviation of the propensity score’s logit, unless the loss in statistical power justifies a more liberal 
value

▪ Subclassification/stratification: use five strata; unequal strata sizes can be justified if the statistical power gains (increased sample size) outweigh the costs of potentially 
more imbalanced treatment/control groups

✓ Evaluation of the achieved covariance balance 
o perform and report t-tests to compare the treatment/control groups regarding the mean levels of the covariates used to calculate the propensity score
o for covariates with statistically significant differences, include their linear and squared terms directly in the outcome equation
o for small samples, use Cohen’s d < 0.2 as a cut-off value instead of t-tests to identify covariances with substantial imbalances

✓ Evaluation of the common support 
o report the distributions of propensity scores in the treatment/control groups
o check for systematic patterns in unsuccessful matches contributing to underrepresentation of certain types of treatment/control firms
o if underrepresentation is found, discuss its consequences as part of the research limitations
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the recent empirical literature, such as entropy balancing5 (e.g., Kyaw 
et al., 2022; Le et al., 2023) or the synthetic control approach6 (e.g., 
Guenther et al., 2024). Simulation studies are needed that compare 
these methods with the various PSM approaches. For other approaches, 
such as coarsened exact matching (CEM),7 initial simulation results 
suggest that PSM methods perform equally well or better in various data 
scenarios (Guo et al., 2020). However, this depends on the specific PSM 
approach and the design choices made in CEM, such as the number of 
matching categories considered. Some studies show that CEM and other 
approaches such as Mahalanobis distance matching (MDM) that directly 
use covariates for matching, instead of aggregating them in a propensity 
score first, can reduce covariate imbalance and improve inferences (King 
& Nielsen, 2019). Further simulation studies are needed to compare the 
relative performance of these different matching approaches simulta-
neously, while accounting for the key design choices specific to each 

method.
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