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ABSTRACT

Bearings are a critical part of various industrial equipment. Existing bearing fault detection methods face challenges such as
complicated data preprocessing, difficulty in analysing time series data, and inability to learn multi-dimensional features, resulting
in insufficient accuracy. To address these issues, this study proposes a novel bearing fault diagnosis model called multi-channel
deep pulse-coupled net (MC-DPCN) inspired by the mechanisms of image processing in the primary visual cortex of the brain.
Initially, the data are transformed into greyscale spectrograms, allowing the model to handle time series data effectively. The
method introduces a convolutional coupling mechanism between multiple channels, enabling the framework can learn the
features on all channels well. This study conducted experiments using the bearing fault dataset from Case Western Reserve
University. On this dataset, a 6-channel (adjustable to specific tasks) MC-DPCN was utilized to analyse one normal class and three
fault classes. Compared to state-of-the-art bearing fault diagnosis methods, our model demonstrates one of the highest diagnostic
accuracies. This method achieved an accuracy of 99.96% in normal vs. fault discrimination and 99.89% in fault type diagnosis
(average result of ten-fold cross-validation).

1 | Introduction

In the field of industrial production, bearings play a central role
in the operational integrity of machinery, making bearing failure
detection critical [1]. As a key component of many mechanical
systems, the health of bearings has a direct impact on the
efficiency, safety, and longevity of the overall equipment [2].
Timely and accurate identification of bearing failures is essential
to prevent potential machine breakdowns, which can lead to
costly downtime, reduced productivity, and safety incidents [3].
Traditionally, bearing fault detection has been performed using a
variety of mechanical and signal processing techniques, ranging
from vibration analysis, acoustic analysis, temperature detec-

tion, etc. [4] to more complicated methods involving machine
learning algorithms. To analyse these features, methods such
as support vector machine (SVM) [5] and multilayer perceptron
(MLP) [6] have been used to solve this problem, providing a
basic understanding and moderate success in identifying fault
characteristics. However, as the need for higher accuracy and
detection continues to grow, these traditional techniques often
fail to meet the demand due to their reliance on manual feature
extraction and their inability to handle nonlinear fault data well.

With the advent of deep learning techniques, more sophisticated
models such as convolutional neural network (CNN) [7] and
recurrent neural network (RNN) [8] have been introduced to the
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field of fault detection. These methods have achieved significant
improvements by automatically extracting features and providing
greater predictive capabilities. Despite these advantages, there
are still shortcomings in the application of these advanced
models in bearing fault diagnosis, especially in terms of model
generalization and handling of different fault types in different
mechanical setups [9].

To address this challenge, our study proposes a new framework
that combines cognitive mechanisms of human visual processing
with advanced neural network architectures. Inspired by the
way the human brain processes visual information [10-14], we
proposed MC-DPCN to simulate these mechanisms. Specifically,
this is an auto-wave phenomenon. The key advantage of the auto-
wave phenomenon over conventional methods lies in its adaptive
threshold adjustment and regional consistency. Conventional
methods typically rely on fixed thresholds, which are difficult
to adapt to the complexity of images. In contrast, the auto-
wave phenomenon dynamically adjusts the threshold based on
local image features, enabling more precise adaptation to the
needs of different regions and maintaining consistency within
the internal areas of the image. Moreover, the auto-wave phe-
nomenon effectively suppresses noise through pulse propagation
and accumulation effects, improving the robustness of classi-
fication, particularly demonstrating stronger adaptability and
accuracy in complex regions, thereby overcoming the limitations
of conventional methods [10, 15].

First, for processing time series data, we use the time-frequency
conversion method to convert the time series data into spectro-
grams. The spectrogram can intuitively display the character-
istics of the signal in the frequency domain, making complex
time series data easier to analyse and process [16]. For multi-
dimensional data, we introduce a multi-channel convolution
coupling mechanism to couple the features of multiple channels
into one channel (shown in Figure 3). Through these improve-
ments, MC-DPCN is able to handle multi-dimensional time series
data. Specifically, our method converts the raw acceleration data
of each fault type of the bearing into a greyscale spectrogram of
multiple channels, which is then processed by our MC-DPCN.
This method not only enhances the model’s ability to discern sub-
tle patterns in the data, but also improves the model’s adaptability
to various fault conditions, and spectrograms can be generated
based on existing tools without extensive preprocessing.

The main contributions of this work are summarized as follows:

* Our work brings the brain-inspired computing to the field
of machine fault diagnosis, enhancing the ability to detect
and classify faults with higher accuracy and efficiency by
mimicking the neural processes of the human brain.

* Our work proposes a novel framework for the bearing fault
diagnosis. This framework is able to process time series
data and multi-dimensional features, then classify them into
different fault types through the mechanism of visual cortex
of the human brain.

* The proposed bearing fault diagnosis framework was tested
in CWRU bearing dataset, which is public and widely used
in the area of bearing fault diagnosis. The accuracy of this
framework reached 99.96% in normal vs. fault detection and

99.89% (average of ten-fold cross-validation and it ranges
from 99.64% to 100.00%, which is shown in Table 4) in fault
type diagnosis, which can effectively finish task of bearing
fault diagnosis.

2 | Related Works

2.1 | Bearing Fault Detection Based on Machine
Learning

Bearing fault diagnosis constitutes a critical challenge in indus-
trial applications. Existing studies primarily utilize two signal
acquisition approaches: vibration signal analysis and motor
current monitoring. Kankar et al. [5] investigated the use of
machine learning methods for defect detection and diagnosis.
They used both artificial neural networks (ANN) and SVM to
identify specific types of defects such as outer ring cracks, inner
ring surface roughness and rolling element corrosion pitting
by analysing the bearing vibration signals. The experimental
results show that this method achieves an accuracy of 71.2329%
in ANN and 73.9726% in SVM. The results of the study show
that SVM performs slightly better than ANN in classifying
bearing faults, although the accuracy of both methods decreases
when dealing with combined faults, mainly due to the smaller
training dataset. This study emphasizes the critical role of
feature extraction and selection in the fault diagnosis process
and demonstrates the potential of machine learning algorithms
in developing an early fault detection system, thus contributing
to condition-based maintenance, preventing catastrophic failures
and reducing operational costs. Toma et al. [17] developed a
hybrid methodology using motor current signals with genetic
algorithm (GA) optimization, achieving over 97% accuracy across
three distinct classifiers: K-nearest neighbours (KNN), decision
tree, and random forest. This work established motor current
monitoring as a cost-effective alternative to vibration analysis,
particularly advantageous for multi-motor remote monitoring
systems. Wu et al. [18] further advanced the field by proposing
a multiscale reduction clustering (MRC) method for unsuper-
vised fault diagnosis, which demonstrated enhanced clustering
accuracy and noise robustness through multiscale convolutional
representation compression.

These efforts reveal two persistent challenges: (1) suboptimal
classification accuracy in complex fault conditions; (2) limited
model generalization capabilities. Current solutions focus on
multi-modal signal integration and advanced algorithms capable
of processing complex datasets [19].

2.2 | Bearing Fault Detection Based on Deep
Learning

Deep learning has great potential [20] in bearing fault diagnosis
[21, 22]. Gan et al. [23] proposed a deep learning based hierarchi-
cal diagnostic network (HDN) utilizing a deep belief networks
(DBN) for bearing fault pattern recognition with an accuracy
of 99.03%. Sun et al. [24] proposed a bearing fault diagnosis
method combining compressive sampling and a deep neural
network based on stacked sparse self-encoders, which achieves
highly accurate automatic fault identification with an accuracy of
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97.47%. Chen et al. [25] proposed a bearing fault diagnosis method
combining cyclic spectral cCoherence (CSCoh) and CNN, which
improves the diagnostic accuracy and generalization ability by
group normalization technique with an accuracy of 99.02%.
Eren et al. [26] presented a comprehensive study on the use of
compact adaptive 1D convolutional neural networks (1D-CNNs)
for real-time bearing fault diagnosis from raw time-series sensor
data. This study showcases the potential of ID-CNNs to perform
feature extraction and classification tasks efficiently without
the need for pre-determined transformations or manual feature
engineering. The research emphasized the classifier’s ability to
operate with limited training data and fewer backpropagation
iterations, making it suitable for real-time applications. Verstraete
et al. [7] introduced a method using time-frequency image
analysis of rolling bearings, applying deep learning to convert
vibration signals into images processed by a CNN. This simplifies
feature extraction and improves diagnostic accuracy under noisy
conditions. The study highlights the effectiveness of combining
various time-frequency analysis methods, like the short-time
Fourier transform, wavelet transform, and Hilbert-Yellow trans-
form, to enhance the CNN’s fault diagnosis capabilities. Miao
et al. [27] proposed an improved method based on interactive
channel attention (ICA), which helps CNN focus on channel
correlations, especially under noisy conditions, making it highly
effective for rotating component fault detection in scenarios with
low signal-to-noise ratios.

Despite these advancements, critical limitations persist: (1) exces-
sive computational demands from multi-sensor data fusion; (2)
inadequate temporal feature extraction capabilities; (3) difficulty
handling high-dimensional time-series data.

2.3 | Brain-Inspired Computing

The human brain is composed of billions of neurons, with the
dendrite serving as its input terminal [28-30]. The cell body
integrates incoming spikes from different dendritic branches, pro-
ducing a spike upon reaching the threshold membrane potential.
These spikes then propagate along axons to communicate with
other neurons through synapses [31-35].

Spiking neural network (SNN) is a popular network model in
recent years. Currently, the enthusiasm for research on SNNs is
rising in the academic community [28, 36, 37]. For example, multi-
threshold augmented SNN models [38], vform [39], deep SNN
with knowledge distillation [36] and time-to-first-spike (TTFS)
in SNN [40]. In recent years, brain-inspired computing has been
used in various fields such as affective computing [41], mental
health monitoring [42], and smart home [43].

Currently, there are a number of brain-inspired computational
models, the more typical one being pulse-coupled neural network
(PCNN). PCNN originated in the 1990s and was first proposed
by Eckhorn et al. [44]. They proposed this model to simulate
synchronized impulse activity between neurons based on their
observation of the phenomenon of synchronized oscillations in
cat visual cortex [44, 45]. Many studies have shown significant
advantages of PCNN over other neuronal models for image
classification tasks [45, 46].

Combining the advantages of PCNN and SNN algorithms, in
recent years, Yi et al. [47] proposed the DPCNN model. Com-
pared to PCNN, which is limited to a single-layer structure and
lacks learning capability [48-51], DPCNN utilizes convolutional
architecture and introduces the spatiotemporal backpropaga-
tion algorithm from SNN, endowing the model with learning
capability.

However, there is no fault diagnosis method based on DPCNN.
And the current DPCNN cannot handle multi-channel data and
time series data effectively, which largely limits the application of
DPCNN, especially in bearing fault diagnosis.

3 | Method

In this section, we elaborate on a framework for diagnosing
bearing faults, leveraging the image processing mechanism of the
human brain’s visual cortex.

Asisshown in Figure 1, it shows the flowchart of the whole frame-
work. The acceleration data are first processed into spectrograms,
and then multiple spectrograms of a sample are fed into each of
the six channels of the MC-DPCN in a consistent order.

3.1 | Time-Frequency Transformation

Due to the limitations of the model in handling time-series data
effectively, we employed spectrogram processing techniques to
preprocess these time-series data.

3.1.1 | Spectrogram

In signal processing, a spectrogram is a visual representation of
the spectrum of frequencies of a signal as it varies with time [52].
For the purpose of this study, we focus on using the spectrogram
to analyse acceleration data from machinery, aiming to classify
different operational states or detect faults.

3.1.1.1 | Fourier Transform. The Fourier transform is a
mathematical tool used to transform a time-domain signal into its
constituent frequencies. For a continuous signal f(t), the Fourier
transform F(f(t)) is defined as:

F(W) = / F@e dt M

For discrete signals, we use the discrete Fourier transform (DFT),
which is defined for a sequence of N samples x(n) as:

N-1

X(m)=Y x(me >N mn=01,..N-1 (2)
n=0

where N is the number of samples, x(n) is the signal in the time
domain, and X (m) is the corresponding frequency component.

3.1.1.2 | Fast Fourier Transform. The fast Fourier trans-
form (FFT) is an efficient algorithm to compute the DFT. The
computational complexity of the DFT is O(N?), whereas the
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FIGURE 1 | Flowchart of the bearing fault detection framework.

FFT reduces this to O(N log, N). This efficiency is particularly
beneficial for processing large datasets. The FFT algorithm
transforms the time-domain signal into its frequency-domain
representation. Currently, the most commonly used FFT algo-
rithm is the Cooley-Tukey algorithm, which uses the “divide
and conquer” strategy to decompose a DFT of arbitrary size into
several smaller DFTs that are recursively computed step by step.
The specific implementation method can be found in the work of
Cooley et al. [53].

3.1.1.3 | Computing the Spectrogram. To compute the
spectrogram, we first apply the FFT to the time-domain signal.
The magnitude of the FFT results represents the amplitude of
different frequency components. For a time-domain signal x(¢)
sampled at a rate f, the frequency bins are given by:

kfs

fm=7, ., N-1 3)

where N is the number of samples in the FFT.

3.1.2 | Application to Acceleration Data

In our approach, we apply a windowing technique to the accel-
eration data before computing the spectrogram. As is shown in
Figure 2, each window has a size of 256 samples, and we use a
step size of 64 samples between consecutive windows.

For each window of 256 samples, we compute the FFT to
obtain the frequency spectrum. The resulting spectrum is then
converted into a greyscale image, where the intensity of each
pixel represents the amplitude of the corresponding frequency
component. This greyscale spectrogram provides a visual repre-
sentation of the frequency content of each windowed segment of
the acceleration data.

By analysing these greyscale spectrograms, we can identify
patterns and spectral characteristics associated with different
operational states or faults in machinery. Peaks and patterns
in the spectrograms can reveal dominant frequencies and their
variations over time, aiding in the diagnosis and classification of
machinery conditions.

MC-DPCN

»Result
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3.2 | Multi-Channel Deep Pulse-Coupled Net

The classic PCNN and its improved models are limited to single-
layer structures and lack learning capabilities, making them
unable to complete complex tasks. To address this limitation,
the MC-DPCN incorporates the spatiotemporal backpropagation
algorithm from SNN into its architecture.

The MC-DPCN is structured into two main components: the
convolutional block and the fully connected layers. The 6-
dimensional input initially enters the convolutional unit, where
it sequentially passes through multiple convolutional layers. Each
convolutional layer comprises three elements: convolution, batch
normalization, and a PCNN layer. Following the convolutional
layers, the data proceeds to the pooling layer and subsequently
to multiple fully connected layers. Each fully connected layer
includes three components: a fully connected layer, batch nor-
malization, and a non-linking PCNN layer. For each time step,
the PCNN layer from the previous time step influences the PCNN
layer of the subsequent time step. The output at time step N is
taken as the final result.

The overall network framework is shown in Figure 3.

3.21 | Convolutional Layer

Our model incorporates a novel inter-channel coupling mech-
anism involving six channels within the convolutional layer.
This coupling strategy, illustrated in the convolutional unfolding
section, merges inputs from all six channels into channel 2,
fostering comprehensive interactions among channels. Within
this framework, neurons expand their receptive fields to encom-
pass outputs not only from neighbouring neurons within their
own channel’s feature map but also from neurons at corre-
sponding spatial positions across feature maps of other channels,
including their adjacent neurons. This inter-channel coupling
paradigm facilitates a synergistic integration of global features
and exploits feature correlations across channels. As a result, our
model achieves heightened feature representation capabilities,
essential for nuanced feature extraction and effective learning in
complex tasks.

In our network, we use 3x3 convolutional kernels with a stride of
1. Channels1, 3, 4, 5, and 6 each have a coupling connector, which
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TABLE 1 | Notation list of PCNN neuron.

Symbol Description

L Couple linking

F Feeding input

U Modulation product

E Dynamic activity

Y Continuous output
wW,M Trainable weight matrix
Ap, AL, O Leak factors of state variables F, L, and E
Vi Amplitude gain

t Time steps

n Current PCNN layer

* Convolution operation

0] Element-wise multiplication
H Step function

couples them into channel 2. Compared to traditional three-
channel configurations, the multi-channel approach allows for
processing more data and better learning of data characteristics.
Moreover, this method can be extended to include more channels,
although for our work, we only need to utilize six channels.

This process is illustrated in the expanded section of the network
framework, as depicted in Figure 3.

3.2.2 | PCNN Neuron

The MC-DPCN introduces convolutional connections into the
PCNN layer. The PCNN neuron with convolutional feedforward
connections can be formulated by the following equation:

rFt,n - aFFt—l,n + W" % )

Lt,n — aLLt—l,n +Mn % Yt—l,n

P Et,n — aEEt—l,n + VEyt—l,n (4)
Uth = Ftn ® (1 + Lt,n)

Yyin = H(ut,n _ Et,n)

where the symbols are interpreted in Table 1.
The Heaviside step function H(x) can be defined as:

Hx) = 0 ifx<oO
T 11 ifx>o0

If we disregard the connected inputs of PCNN, that is, ignore
the coupled connections between PCNN neurons, PCNN is
simplified into a non-linking PCNN (PCNN without linking

channels):

Ut,n — Ft,n — aFFt—l,n + Wn * Yt,n—l
Et,n — OCEEt_l’n + VEyt—l,n (5)
Yl,n — H(Ul,n - El,n)
When iterating the PCNN calculations, it is necessary to specify
the initial values of the state variables. Following the method

outlined in reference [47], the following initialization approach
is adopted:

F°=0
L°=0 (6)
Y°=0
and
v
E'=-L
o @)

3.2.3 | Rapid Feature Transformation Dynamics Batch
Normalized Layer

RFTD-BN (rapid feature transformation dynamics batch normal-
ization) is a layer based on batch normalization (BN) techniques.

Batch normalization (BN) is a crucial technique for training deep
networks. It accelerates convergence and improves performance
by normalizing input data. The BN formula is given by:

X — g

BNX) =7y © o,

+B ®)

where B denotes a minibatch, X is an input sample, and ¥ and
B are learnable scale and shift parameters, respectively. u; and
<:rf8 are the mean and variance of the minibatch, which can be
calculated as follows:

1
- L ¥x ©
M5 B8] );B
1
033 =18 Z(X —Hp) +e (10)
1Bl &

where € is a small positive constant to ensure numerical stability.

However, the batch normalization method mentioned above
cannot be used due to the coupled connections in PCNN. RFTD-
BN was proposed by Yi et al. [47]. The RFTD-BN performs batch
normalization operations on the feedforward input current I, and
the connected input current I; at different moments, respectively.
In RFTD-BN, different BN parameters are used for feedforward
inputs and link inputs. And for input channels, different BN
parameters are used at different time steps. The mathematical
expression is as follows:

IL -
. F = MpF
I, =BN;(I)=7; ® — + Br an

B,F
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- I -y,
L=BNI)=70——+h (12)

where F denotes the feedforward channel, L denotes the con-
nected channel, and t denotes the time step.

In addition, since non-linking PCNN does not have a feedforward
input F with a connected input L, a simplification of RFTD-
BN is required. The simplified RFTD-BN is called TD-BN (time
dependent batch normalization). The TD-BN utilize the same BN
parameters at time step ¢ to normalize both I}, and I}, as given by:

F~MsE
—+f (13)

B,F

I =BN'U.)=7'0®

. I -
I' =BN'U)=7'0 — +F 4

In addition, there is no batch normalization operation between
the non-linking PCNN used for output and the fully con-
nected layer.

4 | Experiments
4.1 | Datasets

We utilized a bearing dataset collected from the Case Western
Reserve University (CWRU) data center.

The CWRU bearing dataset is a standard dataset used for
mechanical fault diagnosis and prediction. It comprises vibration
signal data collected under various fault conditions, including
inner race fault (IR), outer race fault (OR), ball fault (BF), and
normal operating conditions. These data are extensively used to
assess the performance of various fault diagnosis and prediction
algorithms. Figure 4 illustrates the experimental platform.

This study examines three fault states along with one normal
state. The fault states include IR, BF, and OR occurring at the
6 oclock position. Three accelerometers were used to collect
acceleration data: the drive end accelerometer (DE), the fan end
accelerometer (FE), and the base accelerometer (BA). Due to
missing data from the BA for all fault classes, we ensure data

Drive end
bearing

FIGURE 4 | CWRU bearing dataset experimental platform.

consistency by relying on acceleration data solely from the DE
and FE accelerometers.

4.2 | Network Structure and Hyperparameters

As is shown in Table 2, we put the MC-DPCN under VGG9
Net. The VGG network follows a classic structure, consisting
of alternating convolutional and pooling layers, culminating in
fully connected layers [54]. However, instead of merely relying
on standard convolution operations, each convolutional block
is followed by a 2-dimensions PCNN module (PCNN2d), which
introduces temporal dynamics through iterative updates across
multiple time steps (T). This adjustment allows for enhanced
temporal feature extraction, making the model more suitable for
dynamic data analysis.

For the MC-DPCN leak factors, use the following values:
ap =a, =0.5,a; =0.7,V; =1.0 (15)

and set the time step T to 6.

4.3 | Normal and Fault Diagnosis

We placed FE and DE into channel 1 and channel 2 and conducted
a binary classification task for normal and abnormal detection.
In this task, we used data from 2 channels only and trained the
model with DE (feature 1) and FE (feature 2) of normal class data
and three abnormal class data.

After training for 10 epochs, our model achieved 100.00% accu-
racy on the training dataset with a loss of 0.000. On the test
dataset, the model achieved 100% accuracy with a test time of 1
s, and the maximum test accuracy reached 99.96%.

The confusion matrix on test dataset is shown in Figure 5.
It can be seen that our model performed excellently on this task,

demonstrating high classification accuracy and low misclassifica-
tion rates.

Confusion Matrix

1200

1000

Normal

800

Actual

- 600

- 400

Fault

- 200

1
Normal Fault
Predicted

FIGURE 5 | Faultdiagnosis confusion matrix on test dataset.
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TABLE 2 | MC-DPCN under the structure of VGG9.

Layer name Type Input shape Output shape Parameters

Input [N, T, 6, 32, 32] [N, T, 6, 32, 32] —

Conv2d-1 Conv2d (6->64) [N, T, 6, 32, 32] [N, T, 64, 32, 32] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-1 PCNN2d (linking=True) [N, T, 64, 32, 32] [N, T, 64, 32, 32] Linking and coupling layers enabled
Conv2d-2 Conv2d (64->64) [N, T, 64, 32, 32] [N, T, 64, 32, 32] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-2 PCNN2d (linking=True) [N, T, 64, 32, 32] [N, T, 64, 32, 32] Linking and coupling layers enabled
Pool-1 AvgPool2d (2x2) [N, T, 64, 32, 32] [N, T, 64, 16, 16] —

Conv2d-3 Conv2d (64->128) [N, T, 64, 16, 16] [N, T, 128, 16, 16] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-3 PCNN2d (linking=True) [N, T, 128, 16, 16] [N, T, 128, 16, 16] Linking and coupling layers enabled
Conv2d-4 Conv2d (128->128) [N, T, 128, 16, 16] [N, T, 128, 16, 16] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-4 PCNN2d (linking=True) [N, T, 128, 16, 16] [N, T, 128, 16, 16] Linking and coupling layers enabled
Pool-2 AvgPool2d (2x2) [N, T, 128, 16, 16] [N, T, 128, 8, 8] —

Conv2d-5 Conv2d (128->256) [N, T, 128, 8, 8] [N, T, 256, 8, 8] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-5 PCNN2d (linking=True) [N, T, 256, 8, 8] [N, T, 256, 8, 8] Linking and coupling layers enabled
Conv2d-6 Conv2d (256->256) [N, T, 256, 8, 8] [N, T, 256, 8, 8] Kernel size: 3x3, Padding: 1, Bias: False
PCNN2d-6 PCNN2d (linking=True) [N, T, 256, 8, 8] [N, T, 256, 8, 8] Linking and coupling layers enabled
Pool-3 AvgPool2d (2x2) [N, T, 256, 8, 8] [N, T, 256, 4, 4] —

Flatten Flatten [N, T, 256, 4, 4] [N, T, 4096] —

Linear-1 Linear (4096->1024) [N, T, 4096] [N, T, 1024] Bias: False

PCNN1d PCNNI1d (linking=False) [N, T, 1024] [N, T, 1024] Linking disabled

Linear-2 Linear (1024—>Classes) [N, T, 1024] [N, T, Classes] —

Note: N denotes batch size and T denotes time step.

Channel1 Channel2 Channel3 Channel4 Channel5 Channel 6
(T T T T T 7 B = B == s \
I BF Sample —_— = :
I - — [—— = [ — |
e e )
( - e o = B ==
I IR sample — N = ——
1 — — — | —_— |
\_ s = o . /= = ]
If - = = = -
OR Sample —— = — e
1 - _- _ — ] 1
\________mm e /] P/ = )
0.07“DE  0.07“FE 0.14“DE  0.14“FE 0.21“DE  0.21“FE

FIGURE 6 | Datasample.

4.4 | Classification of Bearing Fault Types

To ensure consistency, we used bearing data with diameters of
0.07, 0.14, and 0.21 inches at a sampling frequency of 12 kHz.
We generated a series of spectrograms with a window size of
256. A sample from a fault class comprises six spectrograms,
representing the spectrograms of fan blade acceleration and
ball bearing acceleration at diameters of 0.07, 0.14, and 0.21
inches, respectively. The composition of sample data is shown in
Figure 6.

The number of samples is shown in Table 3. Among them, there
are 1850 samples for each of the BF, IR, and OR fault type.

We use a randomized division strategy to divide the training
dataset and test dataset in the ratio of 80% to 20%. After the
division, in the training dataset, there are 1462 samples for the
BF class, 1495 samples for the IR class, and 1483 samples for the
OR class, totalling 4440 samples. In the test dataset, there are
388 samples in the BF class, 355 samples in the IR class, and 367
samples in the OR class, totalling 1110 samples.

4.4.1 | Performance Measure

Our analysis primarily centres on scrutinizing the model’s
accuracy and loss assessment. Furthermore, to enhance our
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TABLE 3 | Sample’s amount.

Fault type Amount Total
BF 0.07” DE 1850 1850
FE 1850
0.14” DE 1850
FE 1850
0.21” DE 1850
FE 1850
IR 0.07” DE 1850 1850
FE 1850
0.14” DE 1850
FE 1850
0.21” DE 1850
FE 1850
OR 0.07” DE 1850 1850
FE 1850
0.14” DE 1850
FE 1850
0.21” DE 1850
FE 1850
Accuracy
100 T =
) \/\N_\ﬁA
S
= 96
g
3
3 o4
<
92
Train Accuracy
—e— Test Accuracy
20

01 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19
Epochs

FIGURE 7 | Fault type detection accuracy.

evaluation of the model’s performance and ensure its generaliza-
tion ability, we conduct a ten-fold cross-validation procedure.

As shown in Figures 7 and 8, the loss and accuracy curves during
training show a typical convergence trend.

It can be seen intuitively that the model converges very quickly,
thanks to the fact that MC-DPCN uses the perception of the visual
cortex of the human brain. Specifically, as shown in Figure 7, in
the initial stage (epoch = 0), the test accuracy is slightly higher
than the training accuracy, which may indicate a phenomenon:
the model’s learning on the train dataset has not yet been fully
demonstrated, and some features or patterns in the test dataset
may be different from the train dataset, making it easier for the
model to accurately categorize the test data at that stage. This
may be due to sample distributions, noise, or the presence of

Loss

—e— Train Loss
0.4 Test Loss

0.3

Loss
o
N

0.1

0.0

01 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19
Epochs

FIGURE 8 | Fault type detection loss.
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FIGURE 9 | Fault type diagnosis confusion matrix on test dataset.

specific patterns in the test data that may not have been fully
demonstrated in the training data.

As training continues, we see that the accuracy of the model
gradually stabilizes and converges on both the train dataset and
test dataset. This indicates that the model is gradually mastering
the features and patterns of the data during the learning process.
This stabilization and convergence phenomenon of accuracy
indicates that our model avoids overfitting to some extent.

In Figure 8, we observe that the loss curve decreases faster in
the early stage of training, while the decrease gradually slows
down until it levels off as training progresses. This reflects that
the model gradually learns more complex and abstract features
during training.

Additionally, there are significant fluctuations within the first
three training epochs. This is attributed to the adaptive learning
rate of the Adam optimizer. Research has shown that the variance
of the adaptive learning rate in the early stages of the Adam
algorithm is relatively high [55]. This can lead to instability in the
model parameter updates, resulting in substantial fluctuations in
both loss and accuracy.

Figure 9 shows the confusion matrix of the model on the test
dataset after 20 epochs of training. It can be seen that the model
predicts the three types of faults almost entirely accurately.
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TABLE 4 | Ten-fold cross-validation results.

Train Train Test Test
Fold accuracy loss accuracy loss
1 99.98 0.0019 100.00 0.0003
2 99.98 0.0009 100.00 0.0005
3 100.00 0.0006 100.00 0.0024
4 100.00 0.0008 100.00 0.0003
5 100.00 0.0008 99.82 0.0024
6 100.00 0.0007 99.82 0.0010
7 100.00 0.0008 99.82 0.0024
8 100.00 0.0008 99.82 0.0003
9 100.00 0.0008 99.82 0.0010
10 100.00 0.0008 99.64 0.0009
Average 99.99 0.0009 99.89 0.0012

Taken together, these phenomena demonstrate the effectiveness
and feasibility of our proposed model for the problem of bearing
fault type classification. Through in-depth analysis and reason-
able adjustment of the training process, we were able to obtain
a model with good performance and provide strong support and
guidance for solving practical problems.

4.4.2 | Ten-Fold Cross-Validation

We also performed a tenfold cross-validation of the model on
the greyscale spectrogram dataset we constructed. As shown in
Table 4, we trained 10 epochs for each fold, where each fold
contains training accuracy, training loss, testing accuracy, and
testing loss.

It can be seen that the average training accuracy of the ten-
fold cross-validation reaches 99.99%, while the average testing
accuracy is as high as 99.89%, which indicates that the model
achieves high classification accuracy on different datasets. This
consistent performance proves the robustness and generalization
ability of the model. This is due to the high robustness of PCNN
in processing images using human brain mechanisms.

Meanwhile, the average training loss is 0.0009 and the average
testing loss is 0.0012. This indicates that the model is able to fit
the data well in both training and testing without overfitting.

4.43 | Performance Comparison with Existing Models

As shown in Table 5, we retrieved studies that performed fault
diagnosis on the CWRU bearing dataset from 2011 to 2024. The
research methods of these studies include machine learning, deep
learning, transfer learning, and other methods. The accuracy of
these studies for fault diagnosis on the CWRU bearing dataset
ranges from 67% to 100%. The result of our diagnostic framework
is 99.89%, which shows that our diagnostic framework is one of
the most advanced bearing fault diagnosis methods available.

Accuracy

e e

Accuracy (%)
©o © 3
o © o

©
&

©
N
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—e— Test Accuracy

01 2 3 456 7 8 9 1011 12 13 14 15 16 17 18 19
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FIGURE 10 | Accuracy after added Gaussian noise.
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FIGURE 11 | Loss after added Gaussian noise.

4.4.4 | Robustness Analysis

We added Gaussian noise with mean 0 and standard deviation 0.2
to the constructed dataset. A training of 20 epochs was performed
and the accuracy and loss on the training and test datasets
were counted.

In Figure 10, both the training accuracy and testing accuracy
exhibit an increasing trend. The training accuracy reaches 100%
after 7 epochs, while the testing accuracy attains 100% at epoch
11 and remains stable thereafter. This indicates that the model
performs exceptionally well on both the training and testing
datasets, with no obvious signs of overfitting.

In Figure 11, the training loss and testing loss initially exhibit rel-
atively high values. However, as the number of epochs increases,
the loss decreases rapidly and approaches zero after the 5th epoch,
suggesting that the model has effectively converged.

In summary, MC-DPCN maintains high accuracy even after
the addition of Gaussian noise. The performance differences
compared to the results without noise can be considered as
random errors. This demonstrates that MC-DPCN possesses
strong robustness.

4.4.5 | Model’s Generalization Ability
We believe that conducting experiments solely at CWRU is

insufficient to demonstrate the generalization ability of MC-
DPCN. To address this, we trained MC-DPCN using the bearing
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TABLE 5 | Accuracy comparison on CWRU bearing dataset.

Year Venue Model/Method Accuracy
2011 Expert Syst. with Appl. ANN [5] 71.2329%
2011 Expert Syst. with Appl. SVM [5] 73.9726%
2014 Signal Process. KNN [56] 91.2%
2015 Meas. Sci. Technol. Opti-DBN [57] 87.45%
2016 Mech. Syst. Signal Process. DBNs [23] 99.03%
2017 Shock Vib. CNN [7] 84.1-99.4%
2017 IEEE Trans. on Instrum. and Meas. CS-DNN [24] 97.47%
2017 IEEE Trans. Ind. Electron. LeNet-5 CNN [58] 99.79%
2019 J. Signal Process. Sys. 1D-CNN [26] 93.2%
2019 IEEE Trans. Syst. Man Cybern. Syst. DADA [59] 99.83%
2020 Adv. Eng. Inform. DWT-GDA-WNN [60] 98.02%
2020 Adv. Eng. Inform. WPT-GDA-WNN [60] 98.54%
2020 Adv. Eng. Inform. VMD-GDA-WNN [60] 98.48%
2020 Mech. Syst. Signal Process CSCoh-CNN [25] 99.02%
2021 Neurocomputing CMD [61] 92.16%
2021 Measurement CNN-gcForest [62] 99.79%
2021 Appl. Intell. CRNN [22] 99.77%
2022 Knowl.-Based Syst. DWQDAN [63] 84.95%
2022 Machines GAF-CA-CNN [64] 96.9-99.7%
2022 Measurement ADC-CNN+LATL [65] 99.80-100.00%
2023 Sensors Lite-CNN [66] 99.75-99.97%
2024 Reliab. Eng. & Syst. Safe. PCA-GMM [67] 32-54%
2024 Reliab. Eng. & Syst. Safe. NCA-GMM [67] 50.5-52%
2024 Reliab. Eng. & Syst. Safe. WPCA-GMM [67] 67-82.50%
— — MC-DPCN(Ours) 99.89%

Note: We take the average of ten-fold cross-validation as the result.

fault dataset from Xi’an Jiaotong University (XJTU)[68]. The 100 Accuracy

XJTU dataset includes three operating conditions. Operating

condition 1 has a speed of 2100 rpm and a load of 12 kN; operating 08 W_N

condition 2 has a speed of 2250 rpm and a load of 11 kN; and =

operating condition 3 has a speed of 2400 rpm and a load of 10 5\; 96

kN. For each operating condition, five bearings with different §

fault types were tested. Acceleration data in both the vertical &‘3 94

and horizontal directions were collected for each bearing. We

converted the vertical and horizontal acceleration data collected 92 _

under operating condition 1 into spectrograms using a window 00l Tt Acouraey

size of 256 and a step size. At this point, MC-DPCN only needs to
open two channels (channel 1 and 2) to input the spectrograms
of the vertical and horizontal accelerations. We performed 20
training runs and obtained the training and testing accuracy
curves shown in Figures 12 and 13.

From Figures 12 and 13, the experimental results indicate that
the training loss gradually decreased as the number of epochs
increased, from an initial value of 0.111 to 0.005, demonstrating
continuous improvement in the model’s performance on the
training data. In the early epochs, the training loss decreased
sharply, while in the later epochs, the rate of decline slowed

01 23 456 7 8 9101 1213 14 15 16 17 18 19
Epochs

FIGURE 12 | Accuracy on XJTU bearing dataset of condition 1.

down, suggesting that the model was stabilizing as it approached
the optimal solution. The test loss also exhibited a decreasing
trend, from 0.08 to 0.04, although there were slight increases in
certain epochs (e.g., epochs 4 and 5), the overall trend remained
downward. These fluctuations may be related to variations in the
model’s generalization ability during specific phases, but they did
not have a significant impact.
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FIGURE 13 | Losson XJTU bearing fault dataset of condition 1.
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FIGURE 14 | Confusion matrix on test dataset of XJTU bearing fault
dataset of condition 1.

The training accuracy increased steadily from 96.72% to 99.82%,
indicating that the model’s performance on the training dataset
continued to improve, ultimately achieving near-perfect fit. The
test accuracy also showed a similar upward trend, rising from
98.09% to 99.15%. Although there were slight fluctuations in test
accuracy during some epochs (e.g., epochs 5 and 16), the overall
trend demonstrated consistent improvement, with test accuracy
stabilizing at around 99% in the final epochs. This suggests that
the model exhibited strong generalization ability, performing well
on unseen data.

Overall, the experimental results reflect the convergence and
stability of the training process. Despite occasional fluctuations in
test accuracy during individual epochs, the model’s performance
on both the training and test datasets consistently improved,
ultimately achieving high accuracy, indicating that the model was
able to adequately fit the training data and generalize well to new,
unseen samples.

Additionally, we have also plotted the confusion matrix after 20
epochs training, as shown in Figure 14.

In Figure 14, the rows correspond to the actual classes, and
the columns represent the predicted classes. The majority
of instances were correctly classified, with 3108 instances of
Bearingl_1 correctly predicted, and no misclassifications for
this class. For Bearingl_2, out of 4144 actual instances, 4056

were correctly predicted, while 50 instances were misclassified
as Bearingl 1 and 38 as Bearingl 3. Similarly, for Bearingl 3,
3997 out of 4039 instances were correctly predicted, with 11
misclassified as Bearingl_1 and 31 as Bearingl_2. Bearingl_4 was
correctly classified in all 3113 instances, with only 3 misclas-
sifications as Bearingl 2. For Bearingl 5, 1365 instances were
correctly predicted, with a single misclassification as Bearingl_1.
The matrix shows that the model performs well overall, with a
low number of misclassifications, primarily occurring between
adjacent classes.

5 | Limitations and Future Work

Although the model constructed in this study exhibits high
accuracy and robustness in fault detection, there are limitations.
Our 6-channel MC-DPCN, while beneficial for feature extraction
and fault diagnosis, increases the computational requirements to
some extent, which may limit its use in real-time applications
with limited computational resources, such as Internet of Things
(IoT) devices. For further exploration in reducing computational
overhead, decreasing the time steps is one potential approach. In
our work, the MC-DPCN utilizes 6 channels, with the time step
T set to 6. On our PC equipped with an NVIDIA GeForce RTX
3070 Laptop GPU, the training time is 661 s (averaging 33.05 s
per epoch), and the validation time on the test dataset is 340 s
(averaging 17 s per epoch). When the time step isreducedto T = 3,
the training time decreases to 480 s (averaging 24 s per epoch),
while the validation time on the test dataset is 320 s (averaging 16
s per epoch). This demonstrates a certain degree of reduction in
computational overhead.

Our future work will focus on extending the applicability of
the model by working on optimizing the model architecture
to reduce the computational load without compromising the
diagnostic performance. In addition, the model can be integrated
with IoT devices to facilitate remote monitoring and predictive
maintenance. The functionality of the model can also be extended
to handle different types of mechanical failures beyond bearings,
further exploring the adaptability of the MC-DPCN framework to
different industrial environments.

Moreover, the optimal hyperparameters for MC-DPCN on the
CWRU dataset require further grid search. We plan to conduct
a more refined search with a step size of 0.01 for the optimal
parameters in our future work, which will demand significant
computational time. This effort aims to enhance model perfor-
mance while maintaining efficiency, contributing to the broader
applicability of MC-DPCN in industrial settings.

6 | Conclusion

The MC-DPCN proposed in this study has 99.96% accuracy in
normal vs. fault discrimination and 99.89% accuracy in fault
type diagnosis. Excellent fault detection accuracy is achieved
by expanding to 6-channel inputs, introducing a 6-channel
inter-channel coupling mechanism and converting data from
time series to spectrogram input models. Experimental results
confirm that our method outperforms traditional methods and
classical deep learning methods in terms of accuracy. This
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research is capable of bearing fault diagnosis tasks and provides
a novel methodological framework for the field of mechanical
fault diagnosis.
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