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A B S T R A C T

This work presents a novel optical setup to provide scalable in-situ metrology during spin coating. Stroboscopic 
white light imaging provides high resolution color videos of the process, at a temporal resolution matching the 
spin speed, where thin film interference colors are observed. Monochromatic specular reflection intensity data 
from the center of rotation provides a thickness profile at this point. By developing a color to thickness rela-
tionship in-situ with the combination of these techniques and leveraging the large-area data provided by color 
imaging, the thickness at any point on the wafer is reconstructed via a mapping procedure with minimal a-priori 
information. Experiments are carried out on full 3″ diameter wafers spun with pure xylene or pure butyl acetate, 
and the thickness profile at all points on the wafer can be determined. Differences in the topology of these 
solvents whilst drying are linked back to the solvent properties. The color to thickness mapping procedure is 
shown to have less than 5 % error in determined thickness values between 2μm and 100nm. The possible length 
scale resolved by the imaging is fully discussed as a function of radius, spin speed, strobe pulse duration and 
hardware used. The studies in this work achieved a minimum lateral resolution of 315μm when observing a full 
wafer, which is sufficiently detailed to properly reconstruct thickness variations caused by common spin-coating 
defects such as comets. The large area and scalable nature of this metrology technique lends itself to applications 
in semiconductor manufacturing where substrates of 300 mm are standard.

1. Introduction

Spin coating is an indispensable thin film fabrication technique, of-
fering a simple and reliable approach for depositing thin films with 
robust control over thickness and morphology. These films find exten-
sive applications across various fields, including photoresists and elec-
tronics [1,2], optoelectronics [3–5] and energy storage [6], among 
others. The exceptional versatility of spin coating lies in the techniques 
ability to accommodate a wide set of materials beyond the standard 
photoresist, ranging from polymer blends [7–9] to small molecule 
crystals [10] and colloids [11–14], enabling tailored film designs to suit 
specific application requirements. The effectiveness of each film in its 
application, regardless of specific morphology, is underpinned by a 
precise control of the thickness and uniformity.

Spin coating is one of the principal methods for fabricating thin films, 
especially at the lab scale. This is despite growing interest in larger scale 
or roll-to-roll (R2R) methods, such as slot-die coating, that are yet to 
close the gap in controllability and ease of use. Similarly, the dispensed 

liquid volumes employed in spin-coating, compared to R2R, permits film 
fabrication with greater efficiencies of materials and costs at lab scale. 
As a highly non-equilibrium process, on time scales of seconds, it is 
challenging for researchers to gain insight into the interplaying dy-
namics occurring during spin coating. Conversely, it is exactly this that 
places it as such a fast and reproducible method for synthesizing these 
films. In-situ non-contact reflection and scattering techniques have 
repeatedly proved a powerful tool over the last three decades, allowing 
researchers deeper insight into the phenomena at play. This has led to 
the development of films with more complex and uniform morphology, 
unlocking optimal structures and affording increased functionality and 
higher performance.

Techniques such as spectroscopic ellipsometry (SE) [15], specular 
laser reflection [16,17], off-specular scattering [18], spectroscopy [19], 
wide-angle X-ray scattering (WAXS) [20] and grazing incidence x-ray 
diffraction (GIXRD) [21] have all been utilized in-situ to monitor spun 
coat films’ thickness and/or morphology. While providing valuable in-
formation, these techniques are all limited to small areas and 
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consequently only effectively impart information at a single point, 
usually at the center of rotation to mitigate the effects of rotation and 
high angular velocities. This is a major drawback when spun coat films 
have the potential to vary in both thickness and morphology over the 
substrate, as evident in non-uniform films. Toolan et al. and Ebbens et al. 
utilized in situ reflectance imaging with stroboscopic illumination to 
enable direct microscopy of polymer phase separation during spin 
coating [22–24], observing how polymers phase separated with a 
thickness difference. These studies marked an improvement in the active 
area of the measurement compared to a point, and thus were able to 
resolve additional morphological information compared to specular 
reflectance. Bergqvist et al. performed in situ reflectance imaging to 
capture complete thickness information over a 3 cm2 substrate [25]. 
Laser or monochromatic LED illumination is used in these imaging 
studies in combination with digital imaging so that thicknesses can be 
unambiguously extracted from pixel intensity information via fringe 
counting. However, in all these studies there is tension between the 
sampled area size and the lateral (surface metrology) resolution that is 
probed; the further from the center of rotation, the increase in radial 
velocity gives time averaged, and hence surface averaged, data.

Most of these previous studies have employed monochromatic illu-
mination as an aid to straightforward height reconstruction; methods 
that combine broadband white light and digital imaging encounter 
additional complexities. The use of white light means that interference 
fringes denoting a specific change in thickness, such as those visible 
when single wavelength light is used, do not appear. In contrast, white 
light produces interference colors that are the sum of different wave-
lengths at different levels of reflectance, producing a rainbow-like 
pattern; the same effect causes the multicolor appearance in bubbles 
of soap. Birnie et al. used broadband white illumination across a 2″ 

diameter silicon wafer to produce radially averaged thickness profiles by 
tracking interference colors outwards from a center point, where the 
thickness was determined via specular reflection. They directly observed 
that thickness increased towards the edge of the substrate [26]. These 
observations challenged existing models that suggested laminar airflow 
over the wafer and Newtonian liquid flow should result in thinning in-
dependent of radius. The data was radially averaged due to image sensor 
sensitivity and data capture/exposure times generating radially blurred 
images.

For an isotropic non-absorbing thin film system the reflectance 
spectrum is given by Eq. (1) [27], where r10 and r21 are the Fresnel 
coefficients of the film-substrate and the ambient-film interfaces, given 
by n0−n1

n0+n1 , and n1−n2n1+n2, where n0, n1 and n2 are the substrate, film and 
ambient refractive indices respectively, and the phase change caused by 
the optical path difference between subsequently reflected rays is δ1 =
2πn1d cos (θ1)

λ
. 

R(λ, d) = r102 + r212 + 2r10r21 cos (2δ1)
1 + r102r212 + 2r10r21 cos (2δ1)

(1) 

The reflectance spectrum is therefore dependent on the refractive 
indices of the system, the angle of refraction in the film (the angle of 
propagation in the film, found from the angle of incidence from Snell’s 
law), θ1, the wavelength of light, λ, and the thickness of the film, d. When 
imaging, this spectrum R is captured by a digital camera sensor in a 
process modeled by Eq. (2). 

xi = Γi

⎛

⎜

⎝
biξi

∫

λmax
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I(λ)R(λ, d)Bi(λ) dλ+ ϵi

⎞

⎟

⎠
(2) 

Here, xi represents the scalar response of each color channel i = R, G,
B. I(λ) denotes the illumination spectrum, R(λ, d) is the reflectance 

spectrum of the thin film system, Bi(λ) is the camera’s sensitivity for the 
ith channel. ϵi accounts for the random noise in the ith channel, distrib-
uted with a mean of zero. The function Γi represents any nonlinearity in 
the channel, including camera gamma, color temperature, and non- 

linear sensor response. The channel’s color balance is denoted as bi 
and the scalar ξi models the exposure settings, gain and geometry of the 
setup.

Thickness may no longer be unambiguously defined by the in-
tensities of color channels alone. This is a well-documented limitation of 
color imaging to determine film thicknesses, not just in spin coating but 
in other areas such as foam [28,29] and lubricant [30] studies. This issue 
arises due to the loss of spectral information in digital imaging when a 
camera converts an incident spectrum to a RGB color triplet via Bayer 
filtering and integration by the sensor as shown by Eq. (2). A repre-
sentation of this reduction in data is shown in Fig. 1, that uses Eq. (1) and 
2 to simulate a color camera response to a PMMA film (n = 1.49, k = 0) 
of varying thickness on a silicon substrate (n = 3.88, k = 0.02), in air. 
Past efforts to mitigate the ambiguity have involved manual reference 
via colormaps [31], employing existing film profile knowledge [29,30,
32], and the use of hyperspectral cameras [33].

The work presented here seeks to address the small-area limitations 
of other thickness measurement methods. It is enabled by recent high- 
speed, high sensitivity CMOS sensors, and high-power LED illumina-
tion and offers a novel technique that leverages digital color imaging to 
produce two-dimensional thickness maps of a spun coat solvents over 
full-wafer areas. These maps can be reconstructed with minimal system 
knowledge via a color-to-thickness relationship constructed in-situ. To 
achieve this an optical setup has been constructed around a spin coater 
that simultaneously performs stroboscopic white light imaging and laser 
spectral reflectance. The ambiguity arising from using broadband white 
light has been resolved by developing a thickness mapping algorithm 
that selects the most appropriate solution to the developed color-to- 
thickness relationship.

2. Materials and methods

2.1. Apparatus

2.1.1. Stroboscopic white light imaging
A custom-made spin coater has been installed under an array of 8 ×

18v, 4000 K light emitting diodes (LED) (CXA1510-0000- 
000F0UG440H, CREE) outputting 6720 lm total, fitted with a 4 mm 
thick etched glass diffuser. A CMOS camera is mounted at 20◦ with a full, 
unobstructed view of the full wafer surface and chuck. The diffuser is 
larger than the wafer and despite the distance, fills the surface of the 
imaged wafer. The camera used is a PixeLink PL-X9512 containing a 
17.6 mm (diagonal) Sony IMX235 sensor and is fitted with a 50 mm, f

2.2 
lens. The spin coater is made from a twin-shaft MAXON EC-i brushless 
motor, controlled via Labview. During rotation, a pulse is generated at 
the same point in every rotation by an optical switch and is used to 
trigger the start of the camera’s exposure which also generates a strobe 
pulse of 30μs width for the LED driver circuit, which powers the LED 
array at 31v, based upon circuitry reported by Willert et al. The short 
length of this pulse ‘freezes’ the wafer for a clear picture, this is dis-
cussed further in Section 3.3. High brightness LEDs are well suited to this 
application due to their rise time in the order of nanoseconds and ability 
to be run reliably in short pulses well over their rated power [34], 
ensuring sufficient illumination in the limited time. Data is collected 
continuously via 10GigE and solid-state M.2 drive (Fig. 2).

This produces one image per full rotation, resulting in a video where 
the wafer appears motionless and interference colors can be tracked 
through time at any point across the surface. Fig. 3 shows frames of a 
video captured in this way. The supplementary information contains 
examples of both the raw (S1–S3) and processed (S4–S6) versions of the 
videos, for full wafer xylene, full wafer butyl acetate and square wafer 
xylene respectively, shown at 15fps for clarity. Native speed would be 
41.7fps (full wafer) or 33.3fps (square wafer) equivalent to spin speeds 
of 2500 rpm and 2000 rpm respectively.

In this study, a camera with a linear sensor response is used and any 
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Fig. 1. Digital imaging of a thin film system; (a) simulated reflectance spectra and channel activation spectra when observing a PMMA film (n = 1.49) of 100 nm (i) 
500 nm (ii) and 1500 nm (iii) thicknesses with a Sony IMX253 sensor and LED illumination. (b) The normalized RGB triplets for these channel activations as a 
function of thickness overlayed on the corresponding simulated colormap, where the green activation has been reduced by a factor of two to account for relative 
frequency in the Bayer filter mosaic.

Fig. 2. A schematic diagram of the stroboscopic imaging and laser reflectance configuration around the spun coat wafer from two perpendicular points of view.
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gamma or color temperature correction was disabled, removing the 
nonlinear function, Γ, in Eq. (2). The color balance values, bi, used 
throughout this study are 1.54, 1 and 2.45 for red, green, and blue 
channels respectively and were set using the camera software and 
Passport 2 ColorChecker (CCPPV2, Calibrite) under the same illumina-
tion conditions as the wafers to give an accurate depiction of the 
interference colors in the produced video. Due to the assurance of 
linearity by removing Γ, these values can be easily changed after capture 
as they represent scalars of the channel response.

2.1.2. Specular laser reflection
A 520 nm laser (Thorlabs, PL203) and large area photodiode are also 

mounted above the spin coater, perpendicular to the LED and camera, so 
that the laser reflects at 30◦ off the center of rotation onto the photo-
diode. The intensity of the reflected beam shows sequential peaks and 
can be interpreted as thinning by a length of λ/2nCos(θ1), where λ is the 
laser wavelength, n is the refractive index of the fluid and θ1 is the angle 
of light propagation in the fluid (angle of refraction), found by Snell’s 
law. This constraint denotes where the optical path difference (OPD) 
between the reflection from the top of the film and the substrate is equal 
to the wavelength of the light to produce points of constructive inter-
ference. When only solvent is used, and the final thickness is zero, this 
relation gives a centre-point thickness profile by counting peaks back-
wards. This has been a widely used technique employed in many pre-
vious studies [17,18,26] to impart center point thickness profiles. Fig. 6
shows the two simultaneously performed techniques, stroboscopic color 

imaging and laser specular reflection, and how they are used to produce 
an in-situ color-to-thickness relationship.

In an industrial setting the footprint of this metrology setup could be 
reduced by carrying out the imaging at normal and laser reflectance at 
near-normal incidence, through a hole in the diffuser screen. This would 
provide a system that may only need a single mount directly above the 
wafer, thus making it much more modular. The drawback of this is that 
the reflection of camera lens, photodiode and laser source is likely to be 
visible in the center of the wafer and will limit analysis in the area that it 
occupies. Here, this configuration was not implemented because a larger 
instrument footprint was acceptable and imaging at 20◦ resulted in the 
etched glass diffuser occupying the whole area of the wafer. The 
postulated normal incidence system would, however, be likely to be 
marginally more accurate due to the optical path difference of a given 
thickness change being maximized.

2.2. Experiments

The viewpoint of the camera was corrected using NI Vision’s grid 
calibration method to remove the perspective of the non-normal inci-
dence. This uses an image of a 10×10 mm grid at the camera’s viewing 
angle to fit a polynomial distortion model that then re-interpolates im-
ages so that the grid appears regular. This process means that raw im-
ages of oval wafers (due to camera angle) can be corrected so that the 
wafers appear circular. This process also accounts for any distortion due 
to the lens and sensor misalignment, which here is negligible compared 

Fig. 3. A series of 9 stroboscopic images taken from a video of xylene spun on a 3″ diameter wafer at 2500rpm. The images are spaced apart by 48ms. From (a) to (i) 
the centre thickness decreases from 0.399μm to 0.166μm, with frame (i) being 277 ms before complete drying. Cyclical interference colors can be observed due to the 
thinning of the film. Edge beads, comet defects, and fluid nonuniformity can be clearly identified qualitatively by color change within each frame.
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to viewing angle. The process comes with a mean error of 0.048 mm 
(approx. 1 pixel), and a standard deviation error of 0.00094 mm 
(approx. 1/100 pixel) with the edge regions of images having a higher 
error, additional information is found in supplementary information S7.

Substrates were test grade 3″ diameter CZ grown 〈100〉 Si wafers, or 
cleaved sections of these wafers, from International Wafer Service. All 
were rinsed with isopropyl alcohol (IPA) and dried with compressed N2 
or cleaned with CO2 snow [35] before mounting. The first run with all 
wafers was completed without the addition of solvent and was used to 
collect reference flat field images whilst under the same rotation and 
lighting conditions as subsequent runs. The selected solvent was pipet-
ted onto the wafer until the wafer appeared completely flooded (typi-
cally 2 ml). Wafers were spun at 2500 rpm (full wafer) or 2000 rpm 
(20×20 mm squares), with an acceleration of 1500rpm/s, until com-
plete evaporation occurred. Each experimental configuration was 
replicated 5 times on the same substrate and showed high levels of 
reproducibility. Typically, each sample was complete within 10–15 s.

2.3. Color to thickness mapping procedure

The pixels in each frame of the RGB images are software binned to 
find a mean RGB color for each bin (2 × 2). A suitable level of binning 
should reduce the effect of pixel noise, ϵi, without excessively reducing 
the resolution of the produced thickness maps. To determine how the 
level of binning affected the variance of the RGB color, and thus the final 
recovered thickness accuracy, a study was conducted on one of the 
stroboscopic videos, the details are presented in the supplementary in-
formation (S8). The standard deviation of color value was shown to be 
inversely proportional to the square bin width. This data was then used 
to inform the amount of tolerance in the color matching procedure. color 
matching of each channel to two standard deviations is used. For 2 × 2 
binned videos this means the tolerances are set to 2.58, 1.61 and 2.14 for 
red, green, and blue channels respectively.

Each bin in the video is then matched to the in-situ color-thickness 
relationship, an example for which is shown for xylene spun at 2500 
rpm in Fig. 3d, to solve for thickness. Due to the one-to-many matching 
of color to thickness, each bin may have more than one, or no, possible 
thicknesses assigned at this stage. All thickness solutions are found for 
each (x, y) bin over time. The time points that have single solutions are 
filled in, and a linear regression model is fit to these. This model was 
constrained to have a negative gradient (thinning through time is 
assumed). For time points with multiple solutions, the closest point to 
the model at each time is selected, as long as this point is reasonably 
close to the model (within 250 nm). This process does not aim to model 
the thinning, but uses the model as a tool to correctly identify the most 
likely correct thickness solutions by implementing the assumption of 
thinning. Thinning behavior that deviates significantly from the model 
(i.e. nonlinear) is still conserved because the single closest solution from 
the pixel color is ultimately assigned, not the model value. In the results 
produced in this paper, a linear model was able to accurately resolve the 
ambiguities because thinning below 2um is approximately linear. In 
addition, multiple solutions are typically spaced far enough apart for 
resolution in this way due to the nature of the color signals. Polynomial 
and logarithmic models were also tested, however a significant 
improvement was not seen. Using a nonlinear model and constraining 
the fit parameters to reflect assumptions such as constant thinning may 
give better performance in solutions with very nonlinear thinning 
behaviors.

Next, any thicknesses that may have been incorrectly assigned must 
be identified and removed. This is an important step as in some cases the 
ambiguities may have led to incorrect solutions having been identified. 
This is achieved here by median filter thresholding. Each frame in the 
video is median filtered with a kernel and compared with the original 
frame. Values that differ by more than a threshold amount are very 
different from the surrounding neighbors and are therefore likely to be 
incorrectly assigned to thicknesses that violate the topology of the fluid; 

these thicknesses are identified and removed. A kernel size of 15×15 
bins (1.82 mm2) and a threshold of 75 nm was chosen. The result of this 
process is that bins that differ by greater than 75 nm of the median of the 
surrounding area are identified and removed.

Bins that are not assigned thicknesses are then assigned using a 
purpose-built iterative linear interpolator in x, y and t dimensions. This 
method was chosen as the time for computation scales much more 
slowly than out-of-the-box alternatives that employ more computa-
tionally expensive procedures. In addition, the custom-built function 
could take advantage of multiprocessing to further speed up the process. 
The error of the interpolation and the time demand for different 
numbers of points is shown in the supplementary information (S9). The 
computational demand of interpolation is an important consideration in 
this application when there may be over 1 × 108 bins in each video. Out- 
of-the-box interpolators struggle to deal with matrices of this size within 
a realistic time frame.

The linear interpolation is expected to give satisfactory results as it 
maintains realistic topology of the fluid in x, y and t, however, if large 
areas of unassigned pixels are present, especially if these fall at the edge 
of the matrix, topological features may be obscured or misrepresented. 
Care should be taken when using this method to assess small length scale 
features such as defects, in areas that are sparsely populated with color- 
to-thickness solutions, such as the band in Fig. 7b which occurs at very 
high fluid gradient. These areas are still small enough (less than 10 
pixels, under 0.5 mm) that the assumption of linear fluid profile holds 
well. In cases such as this, the particular thickness range may not be well 
described by the color-to-thickness relationship and therefore thickness 
solutions cannot be found, this may be because the gradient is so steep 
that the pixel becomes an average of many colors/thicknesses to pro-
duce a color that is not well described by the developed color-to- 
thickness solution.

The mapping procedure relies on the underlying assumption that the 
color changes observed in the center of rotation can be applied to all 
areas on the wafer. The diffuser in place between the LEDs and the spin 
coater, combined with the flat field correction of the images, ensure that 
this is satisfied. In addition, there is an assumption inherent in the 
processing steps that for most points the thickness is correctly identified 
at the initial stage. This is found to be a reasonable assumption for the 
systems studied and the matching tolerances used. The number of points 
that have been assigned or removed at each stage in the processing is 
summarized in Table 1. This shows that the number of pixels changed at 
each stage in the procedure.

3. Results and discussion

3.1. Full wafer

The full wafer thickness reconstructions clearly capture the bulk 
thinning behavior of the solvent as evaporation occurs. This can be seen 
in the 3D renderings in Fig. 8. The thicker portion at the edge of each 
wafer due to the beading effect of the xylene, that was seen in the 
stroboscopic images in Fig. 3, is also clearly visible. In addition to this, 
smaller scale thickness variation effects caused by imperfections or de-
fects can be observed evolving over time with this technique. Their 
presence is further confirmation of the ability of this set-up to freeze the 
rotating image, revealing high lateral resolution. Fig. 9 shows example 
frames of the supplementary information (S10–S12) resultant animated 
heatmaps for each run configuration, also played back at 15fps. Repre-
sentative frames at ~300 ms before drying have been chosen that 
correspond with the frames in Figs. 4 and 5.

The processed videos and thickness maps reveal that, for spun coat 
xylene, an edge bead is clearly visible throughout the drying process, 
however, the bulk of the wafer remains at a uniform thickness value. In 
the data from butyl acetate, this beading is not present and the thickness 
across the wafer is uniform up until the very edge. In both videos, comet 
defects are present due to foreign objects on the wafer, and these have 
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been preserved well in the mapping to thickness, maintaining a high 
resolution and clear thickness variations due to disturbance in the fluid 
flow around them. The examples in Fig. 5g and h show that the defect 
largely maintains a constant relative disturbance up until the drying 
point. In a cross section perpendicular to the radial flow, the profile of 
the disturbance caused is a “w” shape and is roughly 100 nm from peak 
to trough.

Fig. 10 displays the vertical line profile through the center point of 
the wafer at 100 ms intervals relative to the drying time. 5 mm sections 
from the center and the edge of the wafer are shown and the rest of the 
data is omitted for readability. The thickness between frames has been 
interpolated here to provide profiles at uniformly spaced time points. 
The spacing of the lines indicate the rate of thinning and this is largely 
uniform for each point on the wafer, excluding the xylene edge bead. As 
expected from the relative vapor pressures of the solvents the rate of 
evaporation of butyl acetate was faster than that of xylene.

The difference in evaporation rate of the solvents is further apparent 
from the frame thickness distributions, shown in Fig. 11. These show 
data on the number of pixels at each thickness value for every frame in 
the drying video. The “nominal” thickness on the wafer is represented by 
the diagonal high intensity band, with the gradient of the band repre-
senting nominal film drying rate. Variations in thickness from this are 
seen in the areas of lower and higher frequency around it, colored as a 
light blue band.

The thickness variation above the nominal thickness of xylene per-
sists from −2000 ms to 0 ms (the center drying point), this is consistent 
with the observations of a significant edge bead in the images. The 
maximum height of the edge bead reduces from 0.62μm above the 
nominal height of 1.28μm at −2000 ms to 0.36μm above the nominal 
height of 0μm at the point of drying (0ms). This shows that the edge 
bead is thinning faster than the bulk of the wafer but suggests that this is 
not due to a difference in evaporation rate at different radii, because of 
the high uniformity at all other points on the wafer. This phenomenon 
reduces the magnitude of the edge effect closer to the drying point. In 
contrast, the same data collected for butyl acetate has a much smaller 
variation in thickness throughout the observed drying, suggesting that 
here the drying rate is uniform.

It is clear from Fig. 7a that the edge bead of xylene has already 
formed over 2 s before the drying point, at a nominal fluid thickness of 
around 1.25μm, suggesting that the edge bead was present from early in 
the spinning regime, forming during hydrodynamic thinning. Whilst 
extrapolation thickness variations to earlier time is limited by RGB 
similarities at this thickness, this edge can be discerned at larger thick-
nesses qualitatively in the images due to the difference in intensity that it 
creates. Xylene has a higher surface tension and viscosity when 
compared to butyl acetate; both solvent properties play a crucial role in 
the solvent uniformity. The edge bead forms because the xylene can 
spread less easily over the surface of the wafer due to centrifugal forces 
and is more likely to form a bead before being ejected from the edge of 
the wafer due to its high surface tension.

3.2. Non-axisymmetric (square) wafer

Spin coating runs were also conducted on cleaved silicon wafer 
(20×20 mm), spun at 2000 rpm with xylene. The same type of edge 
effect that is observed on the full wafer is also observed here, where 
there is significant beading of the solvent that is visible from 2μm and is 
therefore likely first formed in the hydrodynamic thinning regime. In 

Fig. 12, additional effects due to the wafer geometry can be seen. The 
drying of the solvent outside of the non-radially symmetric sections of 
the wafer are much slower than at the center.

3.3. Length scale discussion

Stroboscopic illumination with LEDs allows for the effective sensor 
integration time to be controlled well below the minimum shutter times 
of most cameras. The minimum effective exposure time possible is then 
only constrained by the rise and fall times of the LEDs, typically in the 
tens of nanoseconds range [34]. Or, when operating at very small pulse 
lengths, the intensity of illumination becomes limiting to generate suf-
ficient activation of the sensor with an acceptable signal to noise ratio.

A shorter strobe illumination time results in a smaller length of travel 
of the moving object, in this case a rotating substrate, during the 
exposure and a more effective freezing effect. As the radius or the 
rotational frequency of the substrate increases so does the tangential 
velocity, requiring shorter and shorter strobe flashes to achieve the same 
level of detail in the image. The length of the strobe illumination that 
allows a movement of distance l by an object rotating at ω rpm with a 
radius r, is given by Δt in Eq. (3). 

Δt = l
2πr

(

ω
60
) (3) 

During the digital imaging of a moving subject, a clear image may be 
formed by accepting movement of no more than the real-world length of 
1 pixel. Fig. 13a shows the maximum strobe pulse times needed to freeze 
an image in this way. In this scenario, the limit of length scale that can be 
examined is set by the resolution of the camera rather than the blur 
created by travel during the strobe pulse. This constraint may be relaxed 
as the observational length scale needed changes to lengths beyond the 
resolution of the camera. This may also increase the quality of the photos 
by ensuring sufficient illumination. Extremely short illumination pulses, 
even with bright LEDs, run the risk of under illuminating the wafer. This 
increases the need for large gain, reducing the dynamic range of the 
resulting images.

In this study, wafers of a maximum radius of 38.1 mm were spun at 
2500 rpm. At these conditions the strobe pulse length required is 4.51μs 
to achieve the pixel-scale freezing described above at the circumference. 
The strobe pulse used in this study is 30us and is selected to give the 
most effective trade-off between amount of illumination and image blur. 
A pulse of 30μs is 6.65 times longer than the maximum calculated; this is 
an important ratio and will give the number of pixels traveled across by a 
point at the edge of the 3″ diameter wafer during the strobe, resulting in 
a blur length of 299μm. Any metrology at this radius is constrained to 
the length of 7 pixels (315μm), however, this minimum length scale 
decreases linearly to just 1 pixel (45μm) at the center. Here, this level of 
blurring in the images is minimal, as to be essentially imperceptible in 
the raw and processed videos. In the resulting heatmaps, where the 
pixels have been binned by 2 in each direction, this resolution has been 
halved. This reduction in resolution can be mitigated by increasing the 
pixel density of the system by either using a higher resolution camera, 
modifying the geometry of the setup so that the wafer occupies a larger 
ROI in the existing camera, or with use of a higher magnification lens (at 
the expense of FOV).

Since 2001, 300 mm (18″) wafers have been used in the semi-
conductor industry. For spin speeds of 2000 rpm this would require a 

Table 1 
The percentage of found or removed pixels at each stage of the processing, reported as μ ± σ for five runs.

Solvent Substrate color-thickness matches (%) Filled by assumption (%) Values removed (%) Pixels 3D interpolated (%)
Xylene 3″ Si wafer 83.02 ± 2.95 15.77 ± 2.82 −2.65 ± 0.39 3.86 ± 0.61
Butyl acetate 20×20 mm Si section 85.21 ± 1.35 14.00 ± 1.28 −2.05 ± 0.73 2.84 ± 0.46
Xylene 3′ Si wafer 40.90 ± 5.26 44.21 ± 4.55 −12.46 ± 2.52 27.34 ± 3.12

J.B.P. Atkinson and J.R. Howse                                                                                                                                                                                                             Optics and Lasers in Engineering 184 (2025) 108692 

6 



Fig. 4. Stills of the raw videos from (a) S1 xylene spun at 2500 rpm on a full 3″ 

wafer (b) S2 butyl acetate spun at 2500 rpm on a full 3″ wafer and (c) S3 xylene 
spun at 2000 rpm on a 20×20 mm cleaved section of wafer, all taken roughly 
300 ms before drying occurred.

Fig. 5. Stills from the processed videos (a) S4 xylene spun at 2500 rpm on a full 
3″ wafer (b) S5 butyl acetate spun at 2500 rpm on a full 3″ wafer and (c) S6 
xylene spun at 2000 rpm on a 20×20 mm cleaved section of wafer, all taken 
roughly 300 ms before drying occurred.
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strobe pulse of 9.52μs to be imaged at the same level of blur discussed 
here (or a pulse of 1.43μs to achieve complete pixel level freezing, with 
the same camera resolution). This is achievable with modern LEDs as 
their small size means many high-powered modules can be packed into 
small arrays to illuminate the surface of the wafer, even in short times.

Another important trade-off considered is the frame rate and reso-
lution of the camera used. Not only does the resolution affect the 
maximum length scale observable, but in many cameras the ROI size 
(and therefore the resolution) will affect the maximum achievable 
framerate. The possible frame rate must be sufficiently high to at least 
match the number of revolutions per second of the spin coater to achieve 
a frame every rotation. Above this, it would be possible to run the setup 
so that an image was achieved every two or three rotations of the sub-
strate, however, especially with quicker drying solvents, this will 
potentially reduce the number of points in the color-to-thickness rela-
tionship so that it cannot be reliably constructed.

3.4. Recovered thickness accuracy discussion

The accuracy of the center thickness profiles resulting from the laser 
specular reflection can be checked using a Meyerhofer plot [36,37]. This 
used the Meyerhofer model [16] of a spun coat fluid, presented in Eq. 

(4), where K = ρω2
3η 

. 
dh
dt = −2Kh3 − e (4) 

By comparing the value of K resulting from literature values of vis-
cosity and density to the value of K calculated from the slope of the 
linear regression plot of −dh

dt against 2h3. The center point thickness 
profile’s fit to the Meyerhofer model can be evaluated. Here, for each 
run configuration, the 95 % confidence interval of the slope of the plots 
contained the literature reported K values. This gives good confidence 
that the specular laser reflection thickness values at the center of the 
wafer are accurate.

The effect of thicker films satisfying constructive/destructive in-
terferences for a broader range of wavelengths gives an upper limit to 
this approach, as seen in the RGB color signals in Fig. 3d. The origin of 
this dampening of the interference colors is due to the integration on the 
camera’s sensor. As film thickness increases, so does the frequency of the 
reflectance wave, and the relative activation across the red, green, and 
blue bands in the Bayer filter becomes more even. Eventually, at high 
thicknesses, the intensity variation in a single channel becomes much 
less dependent on thickness, and the color of the bulk material emerges. 
This enveloping phenomenon is not present in the laser data because the 

Fig. 6. (a) The specular reflection intensity (black) and the centre point thickness profile obtained by resolving the Bragg condition (magenta); (b) A schematic of the 
wafers surface and the 9 × 9 pixel 403×398μm laser spot (magenta circle) and overlapping ROI (not to scale) for the RGB color extraction (green square); (c) The 
centre RGB values being extracted from each frame; (d) the in-situ color-thickness relationship developed from the combination of white light imaging and laser 
specular reflection data, the grayed out area shows where the color differences become hard to distinguish.
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Fig. 7. A representation of the processing steps taken to produce the final thickness profiles, shown on a 75×75 bin Section of a video frame from the bottom left of 
the full frame at the wafers edge. (a) the image of the wafer with the ROI annotated (b) the initial color to thickness matched values (c) filled using assumption of 
thinning and surrounding pixel values (d) removal of incorrectly assigned points, e.g. bin (56,4) via median filter thresholding (e) 3D interpolation of any further 
missing points (f) error from (b) minus (e), where both points exist.
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photodiode is only logging activation. The impact of this effect is that for 
films of n ≈ 1.5 and k ≈ 0 on silicon, the maximum thickness that can be 
resolved by color analysis is around 2μm. If the thickness is greater than 
this, the optical interference is not pronounced enough to interpret as a 
color difference in a digital image. It is not possible to reduce this 
enveloping effect with camera settings and thus this thickness limit is 
fundamental to the technique.

A significant result of this enveloping phenomena is that the 
matching procedure, that uses a constant tolerance for each channel, 
changes accuracy at different thicknesses. In general, it is more accurate 
at lower thicknesses because the frequency, and therefore gradient, of 
the color response is higher which results in a smaller matched thickness 
range. The tolerances in the matching procedure have been selected to 
be representative of the variance present in the color measurements to 
minimize the error, further details of this are available in the supple-
mentary information. For example, for the data presented in Fig. 3, a 
blue channel value of 60 ± 2.14 will match to 16 thickness values. 
Thicknesses between 0.028 and 0.031μm at the thinnest solution, 
thicknesses between 0.889 and 0.895μm at the 8th thinnest solution, 
and between 1.660 and 1.676μm at the 16th thinnest solution. In situ-
ations such as this, where a range of values are identified on the 1 nm 
step interpolation of the color-to-thickness relationship, the mean of the 
range is taken as the solution. Matching all three color channels simul-
taneously narrows these matched ranges significantly.

Fig. 14a displays the number of solutions found for each pixel for the 
full wafer video of Xylene spun at 2500 rpm, as the color matching 
tolerance is changed between 0.5 and 3 times the identified color 
standard deviation (S8). If the color matching tolerance is too low, 
thickness solutions fail to be identified and a large number of pixels with 
no solution are present, however, if the tolerance is too large, the 
number of pixels with multiple solutions increases, in turn increasing the 
amount of ambiguities that need to be resolved. Fig. 14b shows how 
these different matching tolerances affect the error in the thickness so-
lutions by identifying the range of color, and therefore thicknesses, 
within the tolerance at each solution. Setting the matching tolerance too 
high results in larger potential percentage errors because the matched 
color solution can be more different from the pixel color, and therefore 
further away from the true thickness. The figure also demonstrates an 
additional reason why thickness estimation beyond 2μm is not recom-
mended, as the enveloping of the signal drastically increases the po-
tential matched thickness error. Matching to two standard deviations of 
color is chosen as it provides a satisfactory trade off in maximizing single 
solution pixels while keeping these errors low.

Finally, Fig. 14c displays the percentage error at the matching 
tolerance used (2 standard deviations of color) overlaid onto the 
developed color-to-thickness relationship. This shows that increases in 
the error of the matching correlate with the combined steepness of the 
color responses, a result of using a constant matching tolerance, because 

Fig. 8. Half wafer thickness renders of xylene spun coat at 2500 rpm, taken from times (a) −1951 ms (b) −1541 ms (c) −1132 ms (d) −723 ms (e) −313 ms (f) 96 ms 
relative to center point drying; (gi-viii) relative thickness maps of a 30×3.45 mm section of the wafer containing a comet defect close to drying, at −169, −144, 
−120, −96, −72, −48, −24 and 0 ms respectively; (h) a relative thickness rendering of the comet defect at −1132 ms.
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a larger range of colors and therefore thicknesses are matched. Despite 
this, these errors stay below 5 % of the thickness value for almost all the 
points, apart from extremely low thickness values less than 100 nm.

4. Conclusion

In-situ stroboscopic white light imaging of a spun coat wafer has been 
demonstrated over areas of up to 45 cm2, making this the largest area 
imaging study of the spin coating process of its kind. The developed 
metrology technique has been used to produce thickness maps of sol-
vents spun coat on silicon, in addition to full high resolution RGB videos 
of the process. To successfully achieve this technique, a trade-off be-
tween camera resolution, spin speed and strobe pulse length has been 
found and the interplay of these has been discussed.

Thickness can be resolved at any point on the wafers surface between 
the development of interference colors at around 2μm. The resolution 
and error of these thicknesses is difficult to quantify due to the nature of 
the reconstruction procedure, however, we find that the error in the 
matching procedures thickness values is less than 5 %. The use of 
broadband white LEDs for high illumination intensity has made this 
technique widely accessible. Moreover, the issue of color-to-thickness 
ambiguity, which arises from this approach, has been demonstrated to 
be resolvable through the application of basic assumptions regarding the 
film’s topology. This technique involves very little a-priori information, 
limited to just the refractive index of the solvent at the laser wavelength. 
The Bayer filter sensitivity and illumination spectrum of the imaging is 
not required because the color-to-thickness relationship is constructed 
in-situ. This also means that this technique can be applied where fully 
controlled environments are not available.

In this study we have drawn light on how the physical properties of 
solvents affect the uniformity over whole-wafer areas. The experiments 
directly reveal that the evaporation rate of the solvent is uniform over 
the wafer’s surface if the solvent enters the evaporation dominated 
stages of the process with a uniform profile. However, if an uneven fluid 
surface is present when entering this stage, then an irregular evapora-
tion rate is observed over the wafer. In this scenario, the evaporation 
rate of the thicker areas is slightly larger, decreasing the scale of the 
nonuniformity as the spin-coating progresses. Reasons for entering the 
evaporation dominated stages with a nonuniform thickness across the 
wafer may include a high surface tension, high viscosity, or extremely 
fast evaporation due to a high vapor pressure but is likely to be a 
complex result of all three of these solvent properties, as well as any 
effects from non-axisymmetric wafer geometry.

4.1. Future work

This work can be extended to directly observe the formation of films 
with a final thickness that is not zero i.e. spun coat solutions rather than 
pure solvents. This would require the ex-situ measurement of the film at 
the center of rotation with a technique such as SE.

Due to the recent advances in hyperspectral camera technology, that 
brings framerates in line with that needed, snapshot hyperspectral 
cameras could be used to resolve thickness unambiguously, such as in 
the work by Chandran Suja et al., albeit at an order of magnitude 
increased cost in terms of $, and an order of magnitude reduction in 
pixel resolution. To combat this reduction in resolution, simultaneous 
hyperspectral and normal digital imaging poses a good solution that can 
be used to maintain resolutions currently unavailable in snapshot 
hyperspectral imaging systems.

Methods to estimate spectra from RGB color triplet have been 
described in literature [38]. Successful application of these methods 
would allow the reflectance spectrum to be estimated directly from the 
imaging data, but doing this accurately is a major challenge. This could 
then be coupled with existing thin-film reflectometry methods [39,40] 
to define a thickness. With proper calibration, this would mitigate the 
need for the laser specular reflection described here, and the thicknesses 

Fig. 9. Stills from the animated heatmaps (a) S9 xylene spun at 2500 rpm on a 
full 3″ wafer (b) S10 butyl acetate spun at 2500 rpm on a full 3″ wafer and (c) 
S11 xylene spun at 2000 rpm on a 20×20 mm cleaved section of wafer, all 
taken roughly 300 ms before drying occurred.

J.B.P. Atkinson and J.R. Howse                                                                                                                                                                                                             Optics and Lasers in Engineering 184 (2025) 108692 

11 



of spun coat solvents or solutions could be identified from just the 
stroboscopic images. Challenges to these approaches include that these 
methods can require lots of data about the imaging system or require 
training data consisting of reflectance spectrum and camera response 
pairs, or both.
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Fig. 12. (a) frames from the stroboscopic video of xylene spun on a 20×20 mm wafer at 2000 rpm, (b) the processed thickness heat maps corresponding to the frames 
in (a), (c) the diagonal line profiles of (b) annotated with the time relative to drying, and (d) the horizontally stacked histograms of the whole drying video, annotated 
with the timestamps of the frames in (a) and (b).

Fig. 13. (a) Contour plot showing the maximum strobe time in microseconds, from 250 to 2.5 in a reciprocal scale, required to freeze an image to one pixel length 
and (b) the amount of blur in number of pixels experienced at points for a 30μs strobe flash.
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