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ABSTRACT

This study examines the extent to which digital inequalities, often associated 
in the literature with certain social demographics (e.g. age or place of 
residence), shape media users’ exposure to and engagement with misinfor-
mation. Using data from 24 focus group discussions conducted in six African 
countries (Ghana, Kenya, Nigeria, South Africa, Zambia, and Zimbabwe), we 
describe media users’ diverse experiences with false information and discuss 
whether these experiences can be better understood if we take into account 
inequalities in access to digital technology and digital literacy skills. We find 
that, while some older media consumers living in rural areas say they feel less 
exposed to misinformation online, they still come across online falsehoods 
through other means. We also show that this group is often perceived by 
others as the most vulnerable to misinformation because of assumed lower 
digital literacy skills. Our data, however, call for a problematization of this 
view, given that critical consumption of the media is prevalent among older 
adults. We conclude by highlighting the need for nuanced and targeted 
interventions to combat the spread of misinformation that consider the 
diverse range of experiences of media consumers in the countries under 
study.

Digital inequalities can be broadly understood as a form of “social exclusion in the e-society” (Zheng & 
Walsham, 2008, p. 224). Traditionally, analyses of such expressions of inequality have centered on 
accessibility to digital technologies (e.g., mobile phones and computers), digital literacy and skills (e.g., 
how to use digital media, how to connect with others through media), and adoption of digital 
technology (Buthelezi et al., 2021; Pei & Chib, 2021; Wildermuth, 2021). A predominant strand in 
the literature presents these inequalities, sometimes referred to as digital divides, as differences in 
technology access between the “haves” and “have-nots” (Tsatsou, 2011; Zheng & Walsham, 2021). In 
other cases, the focus is on the excluded, a term that refers to groups that have limited engagement with 
digital technology and the consequences of their exclusion from the e-society (Zheng & Walsham,  
2008). More recently, scholars have called to move past binary classifications, particularly in the Global 
South, where some forms of technological determinism have long dominated the study of the adoption 
and use of digital technology. Among these voices are Hargittai and Hsieh (2013), who argue that 
digital inequalities need to be understood as multi-layered and call for researchers to focus on levels, 
types of use, and reasons for such disparities, rather than simply on access.
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Previous research has shown that digital inequalities affect multiple aspects of mediated (Mangold 
et al., 2021), interpersonal (Komen, 2020), intergroup (Darling-Wolf, 2021), and other forms of 
communication (Asmar et al., 2022). Less is known, however, about whether and how digital inequal-
ities inform the ways in which media consumers get exposed to and engage with misinformation, 
which in this paper is used as an umbrella term to refer to false and/or misleading information, 
regardless of whether this was created/shared intentionally or unintentionally (see Vraga & Bode,  
2020, for a discussion on definitions). In African countries, the availability of affordable mobile phones 
and access to zero-rating internet services (Gagliardone, 2019; Nothias, 2020) has led to improved 
technological access in both rural and urban areas (Abdulai et al., 2021). Traditionally, rural dwelling 
has been considered a marker of digital inequality (Wyche & Olson, 2018). While the gap in digital 
access between rural and urban communities may be narrowing, other forms of inequalities may 
persist, including cultural values or language fluency (Wyche & Baumer, 2017) as well as age 
(Abubakar, 2022).

Drawing on the idea of digital inequalities as multilayered (Hargittai & Hsieh, 2013) and building 
upon our prior research on misinformation in Africa (Madrid-Morales et al., 2021), this manuscript 
examines the extent to which age and place of dwelling (urban vs. rural), both of which have been 
linked to different experiences with misinformation in a range of contexts (Duffy et al., 2020; Guess 
et al., 2019), are useful categories for understanding the ways digital inequalities and exposure to and 
engagement with misinformation intersect. We explore this in six countries—Kenya, Ghana, Nigeria, 
South Africa, Zambia and Zimbabwe—where we conducted 24 focus group discussions with both 
urban and rural residents, as well as older and younger media consumers.

Digital inequalities, literacies and misinformation

Digital inequality refers to “how people of different backgrounds incorporate the Internet into their 
lives; how their digital and social contexts, their skills and their uses differ,” and “how the life outcomes 
associated with these differences vary” (Hargittai, 2021, p. 1). Although the use of the term digital 
divide is widespread in both academic and popular literature—and often used interchangeably with 
the concept of digital inequality—it does not capture the full range of divides or differences among 
users that digital inequalities suggests (Asmar et al., 2022; Hargittai, 2003). Following this, we draw on 
digital inequality as a framework, instead of using the notion of digital divides, as it allows for an 
examination of disparities that are formed around or because a myriad socio-economic, cultural, 
political and geographic phenomena, including quality of access, opportunities, knowledge, and skills 
for navigating digital environments that are often connected to age, gender, education, place of 
dwelling, and other social, demographic, and digital indicators (Asmar et al., 2022; DiMaggio & 
Hargittai, 2001; Hargittai, 2021; Heponiemi et al., 2021).

As a starting point, access to the internet and digital technologies remains an important inequality 
to consider, especially in terms of quality of access and the ability to have access “when and where one 
wants” (Hargittai, 2021, p. 2). As Tsatsou (2011) has argued, emphasizing the haves and have-nots 
provides a limited view of the complexities of access (e.g., where, how, with whom, when, or through 
what technology access occurs) and focuses too narrowly on “quantitative accounts of divides, over-
looking qualities of technology diffusion and the contexts where diffusion takes place” (p. 319). As 
global internet connectivity has risen, particularly mobile internet, questions about access quality and 
reliability are increasingly pertinent as inequalities persist within and across groups. In addition, 
differences in knowledge and skills or levels of digital literacy are also important to consider when 
thinking about digital inequality to capture how people interact with digital tools and information in 
their lives (Abdulai et al., 2021). Research suggests that demographic and social factors affect each 
dimension of digital inequality (Abdulai et al., 2021; Hargittai, 2021; Heponiemi et al., 2021). Although 
digital inequality is multidimensional, in this paper we focus on two key aspects: (1) quality of access 
and, (2) digital literacy, which vary considerably across Africa and possibly affect engagement with 
misinformation (Madrid-Morales et al., 2021).
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There is strong evidence to suggest that young people are more likely to adapt to technology than 
older individuals (Hanson, 2010; Mubarak & Nycyk, 2017). Research suggests that even when parents 
are avid technology users, children will have more skills than their parents (Kennedy et al., 2008). The 
case is especially true in Africa where most technology use is common among youth, who are frequent 
users of social media (Ahmed et al., 2023). However, one thing that has not been widely substantiated 
is whether young people with more skills and access to media—and therefore, more access to fake 
content—are more likely to be exposed to or engage with misinformation.

Media and information literacy (MIL) describes an understanding of how the media functions, 
what power relations are attendant upon those functions, and the ability of media users to access and 
engage the media to express themselves, create or critique content ethically, and to evaluate and verify 
content found in the media and online (Wilson et al., 2011, p. 8). Another way of describing the 
competencies included in MIL is “the ability to access, analyze, evaluate, and create messages in 
a variety of forms” (Livingstone, 2004, p. 5). Digital literacy, a component of MIL, refers to:

a broad set of competencies surrounding the use of digital media, computers, and Information and 
Communication Technologies (ICTs). It is often understood to compose of (or has subsumed) several other 
forms of literacy such as computer literacy, internet literacy, media literacy and information literacy (Leaning,  
2019, p. 4).

A common feature of definitions of digital literacy is the focus on enquiry-based skills and meaningful 
engagement across a variety of media and information channels and technologies (Wilson et al.,  
2011, p. 18).

The ability to acquire and practice these competencies is however contingent upon a range of social 
and demographic factors related to digital inclusion and exclusion (Asmar et al., 2022; Haddon, 2000; 
Leaning, 2019). Research shows that socio-demographic factors like age, for example, affect digital 
literacy (Haddon, 2000; Hargittai & Hinnant, 2008). Younger adults are often shown to have higher 
digital literacy than older adults, although within group differences exist and are often connected to 
other compounding socio-demographic and digital factors (Asmar et al., 2022; Scheerder et al., 2017). 
Studies of MIL programs aimed at both youth and adult users of digital media have shown that such 
programs hold the potential to improve the ability of audiences “to think more critically about the 
information they encounter” (FullFact, 2020, p. 3).

Digital literacy, as well as other components of MIL, are also impacted by location-based differences 
such as living in rural versus urban areas or locations with differing levels of broadband or mobile 
internet quality (Asmar et al., 2022). Individuals living in rural communities, regardless of their age, 
are often under-served in both their access to digital technologies and the spaces to learn how to use 
them (e.g., public libraries, community centers), which can contribute to lower digital literacy 
(Nogueira et al., 2022). However, these gaps are not absolute and can be addressed through educa-
tional interventions. For example, Nogueira et al. (2022) found that a digital literacy intervention 
administered in a Brazilian school improved students’ digital knowledge and skills compared to 
a control group who did not receive the intervention.

The concept of information seeking and processing offers a useful theoretical underpinning for the 
possible relationship between digital literacy and exposure to and engagement with misinformation. It 
has been suggested that audiences’ exposure to misinformation and acceptance thereof can be 
predicted through the ways in which they seek and process information (Hwang & Jeong, 2021). 
Media users can be exposed to misinformation while they seek information about how to avoid risks 
(e.g. around health issues), and the likelihood of them accepting that misinformation is influenced by 
the ways in which they process and make sense of the information (Hwang & Jeong, 2021, p. 585). 
These processes are expected to differ between those with higher and lower levels of digital literacy. 
Sharing of misinformation, a form of engagement with misinformation, is also highly dependent on 
the context within which this information is processed and the social and cultural influences shaping 
how audiences make meaning of messages (Madrid-Morales et al., 2021). Considering their intersec-
tional nature, studies of digital inequalities tend to also emphasize the importance of users moving 
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between more or less digitally inclusive environments. On the one hand, it could be argued that higher 
digital literacy should be related to lower engagement with misinformation if digitally literate 
individuals use their knowledge and skills to avoid misinformation or to not engage with it when 
they encounter it. On the other hand, a counterargument could be made that higher digital literacy 
might lead to increased digital media access and use, both of which could increase exposure to 
misinformation and engagement with it (Ahmed et al., 2023).

Markers of digital inequalities and misinformation

The growth of access to the internet in Africa has led to both favorable assessments of its impact on the 
economy and politics (Silver & Johnson, 2018) and increased perceptions that social media can make 
people less tolerant and more susceptible to misinformation (Conroy-Krutz & Koné, 2020). The latter 
point is built on the idea that some groups in society might be more likely to be exposed to 
misinformation due to limited access to credible sources or because of low digital literacy. Research 
has shown that perceived exposure to misinformation—a self-reported measure of how prevalent 
misinformation is in one’s media diet—is high in African societies. In a study of media users in Kenya, 
Nigeria, and South Africa, Wasserman and Madrid-Morales (2019) found that 90% of Kenyans, 93% 
of Nigerians, and 76% of South Africans believed they were sometimes or often exposed to made-up 
political news. Not only do media users in these countries believe they are exposed to misinformation 
often, but they also engage with it at high rates. When asked whether they would engage with this type 
of content by sharing it, more respondents in these three African countries said they would do so than 
was the case in the United States. Researchers have also suggested that in these and other African 
countries (Madrid-Morales et al., 2021), there’s a perception, particularly among younger media users, 
that older generations are the most gullible and likely to believe false content is true when exposed to it. 
This is not a uniquely African phenomenon, but one that has been described in the literature about 
misinformation in India (Malhotra & Pearce, 2022), Singapore (Duffy et al., 2020) and the United 
States (Guess et al., 2019), to name a few countries. In fact, Lins and Castelli-Rosa (2023) report that, in 
Brazil, the expression “tia do zap” or “WhatsApp aunt,” is used to refer to an archetypical misinformer.

The way Kenyan, South African and Nigerian media users engage with misinformation has been 
shown to depend on several demographic factors, including their age and educational level (Ahmed 
et al., 2023; Tully, 2021). Age has indeed been identified as a strong predictor of vulnerability to 
misinformation in multiple contexts. Seo et al. (2021) highlight that older low-income individuals 
often face significant barriers in assessing credible information online, relying on limited digital skills 
and lacking the critical awareness required to discern credibility. These limitations result in increased 
susceptibility to misinformation as they struggle with content verification and are more likely to trust 
familiar but less credible information sources (Seo et al., 2021). While age gaps in digital engagement 
have narrowed in some contexts, Mangold et al. (2021) show that in Germany, older users still display 
more passive patterns of news consumption, engaging less critically than younger users. Furthermore, 
social media’s algorithmic emphasis on popularity over quality, combined with lower digital profi-
ciency among older users, may amplify their exposure to inaccurate information (Mangold et al.,  
2021).

Similar patterns of inequities in access and information processing have also been identified in 
studies that compare the experiences of audiences in urban and rural settings. In China, for example, 
Yan (2021) describes how rural users often face information overload without the skills or resources to 
filter information effectively, leading to a reliance on narrow and potentially unreliable sources. This 
disparity is mirrored in South Africa, where Buthelezi et al. (2021) emphasize that digital access in 
rural areas is often limited to mobile phones with restricted functionalities, which leads to engagement 
with limited content and tends to increase reliance on community-centric narratives. Similarly, in 
Kenya, Wildermuth (2021) found that rural communities rely heavily on locally shared information, 
which, while reinforcing social cohesion, constrains exposure to diverse viewpoints. However, in both 
studies, important concerns are raised around simplistic and homogenizing views of rurality that fail 
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to acknowledge that African rural communities are not “digitally homogenous” (Buthelezi et al., 2021, 
p. 455).

In sum, previous research has shown that in some instances and contexts, differences in age (old vs. 
young) and place of dwelling (rural vs. urban) map onto differences in media use and engagement 
(Mangold et al., 2021; Seo et al., 2021). Some evidence suggests that these connections overlap with the 
ways in which those groups are exposed to and engage with misinformation (Gadjanova et al., 2022; 
Lins & Castelli-Rosa, 2023; Malhotra & Pearce, 2022). This evidence, however, comes from a limited 
number of studies that focus on small case studies or very specific contexts. This paucity of evidence is 
more acute in African countries, where some have suggested that homogenizing labels lead to 
distorted pictures of media users (Buthelezi et al., 2021). Building on these studies, and with the 
goal of better understanding the link (if any) between commonly assumed markers of digital inequal-
ities and misinformation, both online and offline, we ask:

RQ1: To what extent do digital inequalities affect how Africans (i.e., Ghanaians, Kenyans, Nigerians, 
South Africans, Zambians and Zimbabweans) living in urban and rural settings, and younger and 
older Africans get exposed to and engage with misinformation?

Method

Data for this study come from 24 focus groups convened in six African countries: Ghana, Kenya, 
Nigeria, South Africa, Zambia, and Zimbabwe. These countries were selected because they represent 
different regions on the continent (eastern, western and southern), and include a wide range of 
political and media systems. Politically, two of the countries (Ghana and South Africa) are labeled 
as “Flawed democracies” in the Economist Intelligence Unit’s 2023 Democracy Index, three are listed 
as “Hybrid regimes” (Kenya, Nigeria, and Zambia), and one, Zimbabwe, is listed as “Authoritarian.”1 

In terms of media freedom, our sample is equally diverse. While South Africa and Ghana, for instance, 
rank in the top two quartiles of Reporters Without Borders’ 2024 World Press Freedom Index at 38 
and 50 respectively, the other countries fall at different levels in the bottom 50%: Kenya is at 102, 
Nigeria is at 112, Zambia is at 95 and Zimbabwe sits at 116.2 The group discussions for this project 
were conducted in person between late 2019 and early 2020, after receiving ethical clearance by the 
Institutional Review Board of the University of Cape Town in South Africa in August 2019. In each 
country, we conducted four focus groups: one with urban residents under 50 years old, one with urban 
residents over 50, one with rural residents under 50 and one with rural residents over 50. The number 
of participants and locations for each focus group are presented in Table 1.

We selected participants (N = 182) through a combination of purposive and snowball sampling. In 
each country, a researcher with knowledge of local languages and cultural contexts led the sampling of 
participants and facilitated the discussions. In urban settings, we used word-of-mouth to recruit 
participants, whilst trying to find a balance between different age groups, genders, and social strata. 
In rural settings, we worked with local elders and community leaders to identify possible respondents. 
We followed the criteria put forward by the United Nations in differentiating rural from urban settings 
(United Nations, 2017). Rural settings tend to be those with lower population density levels, higher 
“percentage(s) of the population engaged in agriculture” and lower levels of access to “electricity and 
piped water in living quarters” (p. 188). Participants in our focus groups were not paid but were 
offered refreshments at the beginning and end of the discussion. All focus group participants provided 
written consent to participate in the study.

1For a full description of the different categories, see https://www.economistgroup.com/press-centre/economist-intelligence/eius- 
2023-democracy-index-conflict-and-polarisation-drive-a-new-low-for.

2The full list of countries can be found at https://rsf.org/en/2024-world-press-freedom-index-journalism-under-political-pressure? 
year=2024&data_type=general.
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We used a single interview guide for all focus groups, but we adapted some of the prompts 
to spur discussion to make them more relevant to the local social and political contexts. 
Discussions started with general questions about participants’ media consumption habits, such 
as “What are your go-to sources for news?” and “What do you use [WhatsApp or Facebook] 
for?” This was followed by two sections that explored participants’ engagement with (mis) 
information in general, and (mis)information of political nature. Each of these sections started 
with a visual prompt. These prompts, as well as the interview guide, can be found in 
Appendices II and III of the online supplemental materials. The first prompt consisted of 
two inaccurate social media posts: one about plastic rice allegedly originating from China and 
one claiming that mobile phones are linked to brain cancer. The second prompt was 
a screenshot of a false political news story published online. For each country, we used 
a different story, see Appendix III in the online supplemental materials for details. After 
presenting participants with these prompts, we asked questions such as “Has anybody you 
know, maybe a friend or a relative, ever shared with you content like this? What did you do 
when you received it?” and “Do your friends or relatives share news stories for political 
reasons? What is your reaction when they do?” The final two sections of the interview guide 
focused on different responses to misinformation and included questions like “How much of 
a problem do you think misinformation and fake news are in [country name]?” and “Who do 
you think is best positioned to stop misinformation and fake news?”

All focus group discussions were audio recorded and transcribed. A thematic analysis of the 
transcriptions was conducted using NVivo, a computer program commonly used in qualitative 
analysis of textual data (Bazeley & Jackson, 2013). Based on the interview guide and an initial 
iterative reading of all transcripts, a codebook with eight main themes (e.g., “Motivations to 
share or not share information” or “Sharing misinformation or fake news”) divided into multi-
ple subthemes was prepared by the researchers. Using this initial codebook, two members of the 
research team used NVivo to independently code four randomly chosen group discussions as 
a sample of the data. Coding decisions, particularly areas of disagreement, were compared and 
discussed between the two coders and a third member of the team. Based on these discussions, 
a revised version of the codebook was prepared. The final version includes 67 sub-themes, 
grouped into eight main themes (e.g., “Confronting the people who post” and “Not confronting” 
were sub-themes in the theme “Actions after exposure to misinformation”). We provide a list of 
themes and sub-themes included in the codebook in Appendix I in the online supplemental 
materials.

In the next two sections, we draw on these themes to argue: (1) Different experiences in perceived 
exposure to misinformation are only partially explained because of differences in quality of access to 
digitally mediated information; and, (2) Despite there being clear gaps in digital literacy skills between 
users, these gaps are sometimes bridged by resorting to broader media and information literacy skills, 
which in turn impact how media users engage with misinformation.

Digital inequalities and exposure to misinformation

The media diets of focus group participants in this study are rather heterogenous and, consequently, 
this leads to different experiences in participants’ perceived exposure to misinformation. While this 

Table 1. Location and number of participants in each focus group.

Ghana Kenya Nigeria South Africa Zambia Zimbabwe

Rural Over 50 10 Ada 8 Kitengela 8 Yola 9 Makhanda 9 Solwezi (Zangameno) 5 Lupane
Rural Under 50 10 Ada 8 Kitengela 8 Yola 8 Makhanda 8 Solwezi (Zangameno) 6 Lupane
Urban Over 50 8 Accra 8 Nairobi 10 Imo 7 Gqeberha 5 Solwezi (Mitukutuku) 4 Bulawayo
Urban Under 50 6 Accra 8 Nairobi 8 Lagos 8 Cape Town 6 Solwezi (Mitukutuku) 6 Bulawayo
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heterogeneity can be attributed, to a certain degree, to inequalities in access (e.g., those without access 
to mobile devices or computers would not see false information on Facebook), it does not map 
precisely onto the rural-urban and old-young continuums that previous studies have assumed as clear 
markers of these inequalities. Take the example of these four media users from different countries and 
demographic groups whose media consumption habits range from using purely offline media to 
relying heavily on online content:

[Where do you get your news from?] Radio or television, because of fake news, made up stories here and there 
[. . .] So, I’m okay with [just] radio and television. (Ghana, under 50, urban)

[When] I get home, I listen to CNN, BBC, Al-Jazeera, but at 8 o’clock, I make sure I listen to ZBC news. 
I discovered that many people no longer listen to ZBC news. But I believe I still have to know the local story . . . Of 
course, there might be bias and propaganda and so on, but you just want to get to know what is happening in your 
country. (Zimbabwe, over 50, urban)

I would say that I also use Facebook and WhatsApp a lot on my phone. While I am selling my fritters, I am 
entertained by the different things that people post on Facebook. (Zambia, under 50, rural)

I can start by surfing my WhatsApp. It’s still news, isn’t it? Whether it’s formal or informal news, but it’s news. So, 
there’s certain things that you get from your trusted groups which are properly configured and administered. And 
then there are those others which have hyped news or untrustworthy things or general things. . .Then, when I get 
access to the internet, I get the formal news. I don’t know whether it’s called formal, but sources which are more 
reliable with news that you want to hear about the country and what’s happening around you, soccer etc. 
(Zimbabwe, over 50, rural)

These four profiles, and others we identified in the analysis, highlight that not all urban residents rely 
on social media for news, and that not all older rural residents get information purely from offline 
sources. In other words, this diversity of mediated experiences transcends the markers of digital 
inequalities that we found most prevalent in the literature and problematizes, as previously noted by 
Buthelezi et al. (2021), the notion of a homogenous digitally unsavvy rural population in Africa.

At the same time, it would be inaccurate to imply that this range of media diets is not shaped by 
some digital inequality. This is true both in terms of access to digital technologies and quality of access. 
Examples of the former abound in our dataset. For example, an older South African living in 
Makhanda said, “I get the news from the radio because I don’t have a TV;” a Zambian farmer over 
50 who reminded the focus group facilitator that “this is a village, and we do not have the luxury of the 
internet, let alone electricity that should power the internet,” and another Zambian participant over 50 
explained that they get “news from the radio that is always playing in my house,” adding “I don’t know 
anything about the Facebook or internet things. I think they are for rich people in towns.” In terms of 
quality of access (i.e., if, where, or how access is possible), residents from villages in rural Zimbabwe 
mentioned that they regularly access WhatsApp because it is cheaper, or in some cases free, but that 
other sources of information, such as Google or fact-checking websites are out of reach as those would 
require additional data usage and higher costs. In other cases, the limitations are infrastructural. For 
instance, access to certain TV channels or radio stations is limited by the reach of available technology, 
not by choice of the media user.

Despite these differences in access, when we prompted participants to recall examples of mis-
information they had seen recently, most conversations focused on online spaces. Some participants 
referred to political news stories. For example, an older Kenyan living in Nairobi shared, “I once got 
news that said the opposition leader was planning to overthrow the government. It was on WhatsApp, 
and everyone was talking about it” and a Nigerian under 50 living in an urban area recalled “There was 
a time they were sending it on WhatsApp, saying that Buhari was marrying a second wife. They even 
sent the wedding card!” Others recalled examples of health-related misinformation such as “[I saw one 
recently] of some people dumping COVID-19 dead bodies in the sea; and it was fake news because that 
video was about people who were trying to. . . they were migrants” (Ghana, over 50, urban), and 
another participant shared “Do you remember when people shared fake stories about mosquito nets 
and how they made men impotent? People stopped using them, and the end result was that we had 
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several people that died from malaria” (Zambia, under 50, rural). Others gave examples from celebrity 
news, such as “There is a guy who came here to Kitengela who was called Jesus—the one who acted the 
movie—then there was news everywhere that he died. . .. A week later I realized he was in Nakuru 
preaching” (Kenya, under 50, rural), and “Just like this thing about Will Smith and his son that came 
out I think two days ago saying that they were in an accident. Today they appeared in the news saying 
that that was fake” (South Africa, over 50, urban). Much more prevalent, however, were mentions of 
scams, particularly among older participants but not exclusively:

I got a message from someone called [redacted]; she was talking about a motorbike. She said if I register and pay 
KS. [Kenya Shillings] 20,000 the motorbike will be mine, but after following up, I found out she was a con-woman 
and one of my friends was conned. (Kenya, over 50, rural)

There was a rumor that SASSA [South African Social Security Agency] was giving out extra payments, and some 
people went to queue for it, but it wasn’t true. It just spread like wildfire on WhatsApp. (South Africa, under 50, 
rural)

People are scammed into believing that they have won scholarships. Someone can say, “Pay K10,000, then you 
will receive a scholarship.” Many people have fallen victim to this because they think they are getting a good 
opportunity. (Zambia, under 50, urban)

In some of these discussions about scams as misinformation, participants referred to differences 
between younger and older users, alluding to perceptions that older generations are more prone to be 
victims of this type of misinformation. We heard this from a rural resident over 50 in Zimbabwe who 
said:

I remember this one where they were saying next year EcoCash [a mobile money transfer platform] won’t be in 
use. I got it and forwarded it and, as usual, my children challenged me about where I got it. Some of these things 
might not be true but I feel that other people should be aware of what is happening.

A Nigerian participant in the urban focus group of under 50s noted, “A student of one university 
created this thing that if you click on this link your battery will be [affected]. I once corrected my dad 
and since then he has stopped sending such messages.”

As the examples above suggest, online exposure to misinformation appeared to be prevalent across 
most groups and geographical settings. Those participants with a predominantly offline media diet 
also described being exposed to misinformation through other channels. For instance, when we 
showed participants two social media posts featuring misinformation (one about plastic rice and 
one about phones causing cancer), many said they had seen those posts before. The majority had seen 
them online, but some had heard about the topic on mainstream media: “for me, it was not on the TV 
or the internet, but I heard it on the radio” (Ghana, over 50, rural). Others explained that, even though 
they don’t have WhatsApp or Facebook accounts, they hear about (mis)information that circulates on 
those platforms in everyday situations, such as in church or, like this participant from Zimbabwe, 
while grocery shopping: “If I go to the shops right now, and someone greets me, what follows is 
a comment about how things are [online]. It’s on everyone’s lips; it’s the reality we face every day” 
(Zimbabwe, under 50, rural). This transmission of misinformation from online to offline spaces, 
particularly through “pavement media—the everyday communication of current affairs through 
discussions in marketplaces, places of worship, bars, and the like and through a range of non- 
conversational and visual practices such as songs, sermons, and graffiti” has been previously docu-
mented by Gadjanova et al. (2022, p. 161) in Northern Ghana and exemplifies the blurred lines 
between online and offline.

The information environment that could be sketched from our focus group discussions is one 
where the line between what is true and what is not is not always easy to establish, in part because of 
the perceived prevalence of falsehoods circulating online and offline. In multiple instances, we found 
participants not sure whether the examples they were discussing were true or not. For example, “In my 
WhatsApp groups, people often debate if things are true or not, especially with shocking news” 
(Zimbabwe, over 50, rural). This uncertainty leads to a complex picture of how media users navigate 
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issues of media trust. For this participant from Zambia, the perception that mainstream media can also 
be a source of misinformation, and therefore cannot always be trusted, comes from their own 
experience:

Even on radio, there are some stories that have no truth. Like not long time ago, Solwezi Radio reported someone 
who was found naked early in the morning as a witch, yet that person we know her, and that she has mental 
issues. (Zambia, under 50, urban)

In most other cases, however, the distrust is connected to long-lingering issues of state and elite 
capture of the news media, which is common across Africa:

I don’t seem to trust most African media controlled by government. So now, I have stopped listening to radio and 
TVs because somehow, I believe that most of them are announcing and broadcasting what the government 
officials want them to broadcast. So, for me, they are a “no-no” [as a] news source. (Nigeria, over 50, urban)

Potentially due to this lingering distrust, and despite the fact that a lot of participants’ exposure to 
misinformation appears to happen online, we found multiple instances of, predominantly younger, 
participants trusting online sources such as YouTube—“I use YouTube because it is more reliable and 
most of the news items are mostly true” (Nigeria, under 50, rural)—or Twitter, now X: “I do trust the 
news I get on Twitter. The thing about Twitter is, even if you get something false, there is always 
someone who can always counter it almost immediately from a reliable source” (Nigeria, under 50, 
urban).

Digital inequalities and engagement with misinformation

In the previous section, we discussed how the link between inequalities in access and exposure to 
misinformation might not be as clear as previously suggested in the literature. Now, we turn to 
examining engagement. We identified multiple forms of engagement with misinformation, includ-
ing sharing, correcting, commenting, rejecting or ignoring, confronting, banning users from 
groups, and verifying or fact-checking information as shown in the sample quotes in Table 2. 
However, our analysis found little evidence of a clear connection between certain demographic 
characteristics and certain types of engagement with misinformation. For example, in their own 
accounts of how they engage with misinformation, we found examples of young and old, urban 

Table 2. Forms of engagement with misinformation.

Example

Sharing “My friends and I on WhatsApp share things that are completely false but entertaining. I think 
everyone knows that they are not true. We make fun of each other and joke about it” (Zambia, 
over 50, urban)

Correcting “I corrected my friend’s mum, but she retorted that prevention is better than cure. So, I just kept 
quiet” (Nigeria, under 50, urban)

Commenting “Sometimes, people add their own parts to make stories sound worse. If someone says they killed 
some people in Jalingo, another person might say the whole town is on fire” (Nigeria, over 50, rural)

Rejecting/Ignoring “My mum sends me some of it. It is fake news. I try to tell her, but sometimes I just ignore it if it’s 
something silly” (Nigeria, under 50, urban)

Confronting “When I see someone sharing false information, I tell them to check their source or retract what 
they’ve posted” (Ghana, over 50, urban)

Banning “We have a family group chat. One of the members is Commissioner with the Zimbabwe Electoral 
Commission. So, she was trying to dispute, getting angry and people were saying elections are 
being rigged. She was responding angrily and someone said: ‘Please, for now, sis, can you 
withdraw from the group until after the elections?’ They removed her from the group because 
[. . .] it was going to affect family relations.” (Zimbabwe, over 50, urban)

Verifying/Fact-checking 
Information

“I saw this in a group, and in that group the focus was on ‘Is this true?’ Somebody with handsome 
knowledge of computers indicated that this couldn’t be true. ‘Look at this, look at.’ The focus of 
the discussion was whether this was true, or it was manipulated. [In] the end, we agreed that this 
is fake.” (Zimbabwe, over 50, urban)
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and rural participants who recall having shared misinformation online. In some cases, their 
actions could be attributed to low levels of digital literacy, such as sharing a scam post without 
carefully considering its truthfulness. Participants’ range of motivations for sharing as well as other 
forms of engagement is a lot more nuanced—from making political statements to preserving social 
ties. This diversity of reasons is consistent with other work in this area (Wasserman & Madrid- 
Morales, 2024).

This contrasts with a claim that we heard repeatedly in the focus group discussions: low levels of 
digital literacy skills—and, more generally, lower levels of educational attainment—are the main 
reason why some media users decide to engage with misinformation:

Some of my neighbours, they cannot read well, so they believe what they hear without thinking twice. It’s easy for 
them to take what they see on WhatsApp as “truth” because they do not know how to question it. (Kenya, over 50, 
rural)

I also think [it] is according to the level of people’s education. If you take our LSU [Lupane State University] chat 
groups, the academic group is so academic, so nice, but then there’s this Lupane Connect [WhatsApp group] . . . 
people think of anything they just throw it in there. They don’t care how other people are going to react. 
(Zimbabwe, over 50, rural)

Oftentimes, the blame is projected specifically toward older users and, to a lesser extent, those 
living in rural areas. This blame attribution comes from both younger and urban residents as well 
as older rural residents, who reflect on their own skills and those of their peers: “There are so 
many here [in Kenya] who think that if it’s on Facebook, it’s true because they don’t know how to 
check if it’s fake news or not” (Kenya, under 50, urban); “In our community, people trust what 
they hear on the radio. Many are not educated, so they don’t question it much. They just believe 
it” (Ghana, under 50s, rural); “My uncle keeps sending these doomsday messages. He’s older and 
never had much education, so he doesn’t check anything. It’s frustrating” (Ghana, under 50s, 
rural); “In rural areas, we do not have resources to verify information” (Zambia, under 50, rural). 
In fact, self-reflection, which is an important media and information literacy skill, was quite 
common in the discussions:

I don’t consider myself as one [media literate person] . . . because, during the COVID-19, I think I sent a message 
to my children, and they prompted me, “Did I verify is this true?” So that was when I became aware of myself that, 
yes, I should have verified before sending it to them. So, for now I wouldn’t say I am doing the right thing. 
(Ghana, over 50, urban)

Yet, when discussing who would benefit the most from media and information literacy training, we 
also found the counterargument that it is, in fact, young people who would need this training the most. 
The same argument was made in nearly identical terms in Nigeria: “The youth today, they just take 
what they see on social media and believe it right away. They don’t check anything, they just believe 
and share” (over 50, rural); South Africa: “Young people are the ones always on their phones, sharing 
anything they see without thinking. They want the likes and the attention” (under 50, urban); 
Zimbabwe: “It’s mostly the young ones who spread these things. They see something shocking, and 
before you know it, it’s everywhere because they don’t stop to think if it’s true” (over 50, urban); and 
Zambia: “These young people, they are the problem. Back then, we didn’t have this issue because we 
relied on the radio and newspaper, but now they see things online and believe it all” (over 50, urban).

Regardless of whose digital literacy skills are perceived to be the lowest, there is evidence in our data 
that gaps in skills exist: “I don’t think I am [media literate]. . . .It’s just been so hard to figure things out 
as a result, I’ve sort of removed myself from consuming news or even like reading” (South Africa, 
under 50, urban); or “I didn’t know there is a news cycle, it would be important to know, so that news 
came from this source to this one and that is why it is out” (Kenya, under 50, urban). Some evidence 
suggests that less digitally literate users sometimes bridge these gaps by drawing on other MIL skills, 
such as critically decoding media content:
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Sometimes the journalists don’t take their time to check the information. They just rush and they bring the 
information out. Only to come back later and realize that it’s not true. This generates a lot of mistrust in the 
media. It’s like they don’t respect those of us in the rural areas. Because they just come and give any information 
and then next time, they come back to realize it’s not true. At the end of the day, they take the public for granted. 
They don’t take the public seriously because if they did, they wouldn’t do what they are doing. (Ghana, over 50, 
rural)

With what is happening in our media now, I always cross-check [. . .] People want to you to view things the way 
they want, and it’s too much. You read the same thing in the Chronicle and then you go to NewsDay or Daily News 
and you find is a completely different [. . .]. So, sometimes, you need to check and see whether it’s consistent. 
When you see it’s in the Chronicle, knowing their affiliations, and in the Daily News and NewsDay and you find it 
focusing on the same thing, then you say: “It’s probably true.” (Zimbabwe, over 50, rural)

The ability to interpret the media critically, like the two quotes above show, was more widespread 
among older participants, including those in rural areas, than among younger ones. In other words, 
while it is possible to say that some older or rural residents might be less knowledgeable of how to 
interact with digital media tools (one component of MIL), some are able to compensate this with 
existing knowledge of how to interact with information more generally (a different component 
of MIL).

Discussion and conclusion

The aim of this study was to broaden our understanding of exposure to and engagement with 
misinformation by exploring the extent to which these practices intersect with digital inequalities 
and demographic factors—specifically age and place of dwelling— that have long been assumed as 
markers of said inequalities. In doing so, we sought to respond to the call by Hargittai and Hsieh 
(2013) to consider digital inequalities as multi-layered, shaped by a complex interplay of socio- 
demographic factors. This complexity is especially evident in many African countries, where mobile 
technology has expanded access across urban and rural areas (Nothias, 2020), yet other inequalities 
persist (Ahmed et al., 2023; Gadjanova et al., 2022). Our contribution to ongoing scholarly discussions 
around digital inequalities and misinformation is twofold. First, we add nuance to our understanding 
of how media users in six African countries get exposed to misinformation by arguing that exposure to 
online misinformation is widespread—even among groups that are often assumed to be offline most of 
the time—and by describing avenues through which online content enters offline spaces and, 
eventually, reaches wider publics. These findings echo work by Buthelezi et al. (2021) who have 
challenged the idea of a digitally homogenous rural Africa. In our dataset, misinformation exposure 
and engagement in rural settings was far from homogenous. Our work also builds on evidence 
presented in Gadjanova et al. (2022) regarding the nexus between online and offline mediated spaces, 
particularly pavement media, when it comes to the spread of misinformation. Second, our analysis 
supports the idea that digital skills used to spot misinformation are not present equally across the 
different demographic groups included in this study (Haddon, 2000; Hargittai & Hinnant, 2008). For 
example, broadly speaking, older rural users tend to be less digitally savvy than some younger users, 
but not exclusively. However, we offered examples of older and rural media users describing other 
MIL skills that appear to be often overlooked when discussing ways in which African media consumers 
engage and disengage with misinformation. Building on these two contributions, in this final section, 
we make specific suggestions on how contextually-grounded interventions to counter misinformation 
could be better designed.

While previous studies have suggested a generational and locational divide in how media users are 
exposed to misinformation (Ahmed et al., 2023; Seo et al., 2021), our data reveal a more nuanced 
landscape. Access to digital technologies is indeed a factor in misinformation exposure, but not the 
sole factor. For instance, rural and older users in our study often relied on offline media sources like 
radio and television, while younger, urban participants predominantly engaged with social media. Yet, 
this divide is not absolute, as both urban and rural, young and old individuals described diverse media 
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diets that defy the expected patterns of digital engagement. Our findings also stress the role of socio- 
environmental factors in shaping misinformation engagement (Asmar et al., 2022). While this study 
has shown some evidence that age and place of dwelling influence misinformation engagement, 
participants’ diverse responses indicate that these demographic categories should not be simply viewed 
as predictors of behavior, if we were to draw on the vocabulary of positivistic scholarship. For instance, 
we observed instances where older participants, despite having limited digital skills, employed critical 
thinking to question the authenticity of certain news stories, a skill often honed through broader life 
experiences and media interactions. This type of media literacy self-reflection fits well within some of 
the recommended competencies of digital literacy, including “to think more critically about the 
information they encounter” (FullFact, 2020, p. 3). In contrast, some younger participants exhibited 
a less critical approach, sharing misinformation for entertainment or social reasons, underscoring the 
varied motivations behind misinformation sharing (Wasserman & Madrid-Morales, 2024).

In practical terms, this study shows that when close attention is paid to how misinformation 
manifests within specific contexts, broad and generalized assumptions about digital inequalities and 
engagement can become contradictory. In some cases, as our findings show sharing of misinformation 
may ironically be well-intended, as users might think that it may be of benefit to others, even if they 
know such information to be false. In other contexts, such a practice may be seen as an indication that 
users lack MIL. When understood within context, however, such practices might result from 
a commitment of media users to their communities, an expression of their disillusionment with elite- 
captured mainstream media or seen as in alignment with the beneficent use of social media propagated 
by MIL programs themselves. Such contradictions between MIL norms and users’ media practices 
might therefore not necessarily be seen as an indication of illiteracy, but rather of a contextually 
specific interpretation of media and social norms. The heterogeneity of digital inequalities and 
engagement with misinformation in the six African contexts examined calls for differentiated MIL 
interventions.

As others have pointed out (Matanji et al., 2024), responses to misinformation that focus on media 
and information literacy cannot be designed to address whole populations or even sub-groups in 
generalized ways, but must be tailored to specific demographic groups, considering their usage 
practices. Organizations like AfricaCheck (2024) and PesaCheck (2024) have started tailoring media 
and information literacy programs to local needs in South, West, and East Africa. These efforts 
consider factors like regional languages on social media, the widespread use of WhatsApp and other 
platforms, and partnerships with local universities and NGOs for program development and imple-
mentation. These organizations have also been involved in promoting the notion of misinformation 
literacy, which describes the ability to identify and distinguish between different types of inaccurate or 
false content, using a range of tools and tactics to check the veracity of online content, or verifying the 
accuracy of images and videos using technological tools (Cunliffe-Jones et al., 2021). Misinformation 
literacy training, rather than more general digital literacy training, might better fit the need of some 
groups of media consumers.

As with any study, ours has important limitations and offers some possible avenues for further 
research. In terms of limitations, first, although our comparative study of misinformation practices is 
the first of its kind in sub-Saharan Africa, we are unable to extend the findings across the entire 
African continent. Second, and rather crucially, our study might not be accounting for the media 
practices of fully offline populations, for whom exposure and engagement with misinformation might 
take a completely different form from what we describe. Furthermore, as a qualitative study, we do not 
address the possible effects of exposure to and engagement with misinformation nor the effects of 
digital literacy interventions on misinformation engagement. This, however, could be further explored 
in future quantitative studies that might find it useful to build on some of the evidence presented here 
around the diversity of misinformation engagement practices. There are two other areas for future 
research that our findings hint at. The first one is around the connection between online and offline 
misinformation circulation networks, particularly through pavement media (Gadjanova et al., 2022). 
Some of the evidence we presented here suggests, for example, false content form online media is 
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sometimes picked up by traditional media and spread by word-of-mouth. The role of radio in 
spreading misinformation, for example, remains an understudied, yet critical, area of inquiry. 
The second area for future research relates to the economies of misinformation, particularly work 
around scams and other forms of everyday misinformation (Tully, 2021), which featured predomi-
nantly as concerns for participants in our focus group discussions. Extending the work on misinfor-
mation to engage with its vast complexities is an on-going task and challenge for media and 
communication researchers.
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