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1 Project Overview

Online disinformation is a major challenge, with

potential to cause economic, social, and medical

harm (Zubiaga et al., 2018). Disinformation can

be disseminated in multiple languages, which can

be an overwhelming challenge for fact-checkers

and journalists. It is therefore necessary to de-

velop multilingual methods for analysing disinfor-

mation. The ExU project1 aims to do just that, tar-

geting stance classification and claim retrieval, two

central tasks for assisting fact-checkers.

Stance classification predicts whether a piece of

content (e.g., a social media post or news arti-

cle) agrees or disagrees with a claim. Claim re-

trieval aims to find relevant fact-checks for a given

claim. Previous research in these areas, predomi-

nantly in English, is largely focused on single lan-

guages (Küçük and Can, 2020). Still, there is no

research that focuses on developing and evaluating

at large-scale a single stance detection or claim re-

trieval model for multiple languages.

Given these challenges, the objectives of the

ExU project are to (1) develop novel methods for

multilingual disinformation analysis via the tasks

of stance detection and claim retrieval and (2) fol-

low a multilingual user-centric evaluation which

focuses on providing explainability of model pre-

dictions to end users. Besides English, ExU will

work with a set of 20+ languages, providing eval-

uation frameworks for Portuguese, Spanish, Pol-

ish, Slovak, Czech, Hindi and French (languages

spoken in the UK and Slovakia). ExU started in

November 2023 and is an 18-month project.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1https://exuproject.sites.sheffield.ac.uk

2 Progress

We conducted a survey of user requirements for

our proposed tools at the Voices Festival of Jour-

nalism and Media Literacy,2 which brings together

journalists, fact-checkers, researchers, and educa-

tors. Participants were recruited among the visitors

to the EMIF (European Media and Information

Fund) booth. The survey consisted of 24 questions

covering basic demographic information, exposure

to multiple languages, and features of stance clas-

sification and claim retrieval.

Figure 1: Counts of languages from responses to the sur-
vey question “Which languages do you encounter most of-
ten in your work?”. The “Other” category is comprised of
Czech, Hindi, Polish, Portuguese, Russian, Sinhala, Slovak,
and Turkish, all of which had a count of one.

We obtained 29 survey responses. Almost all of

participants (97%) encountered content in multi-

ple languages when performing fact-checks. Fig-

ure 1 indicates the counts of the languages from

the participant’s answers.3 For a fact-checking tool

in general, participants would like content trans-

lated into a language of their choice, so it will be

2https://voicesfestival.eu/
3The event was held in Florence, Italy, so the results are biased
towards EU languages and Italian specifically. We plan to
obtain survey data from other demographics in the future.
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necessary to ensure accuracy of translations both

between our target languages and into other user-

specified languages. For stance detection, respon-

dents deemed it most important to automatically

predict the stance of the post regarding the target

claim and to automatically highlight the main ar-

gument of posts. For claim retrieval, respondents

would like a high-level summary of the claim’s

fact-checks in addition to the fact-checks them-

selves.

3 Future work

Based on the initial survey results, we aim for our

stance classification models to output accurate and

explainable predictions for content across the tar-

get languages. Towards this we will utilise mul-

tilingual transformers such as Aya (Üstün et al.,

2024), which covers all the languages in Figure 1.

To address the lack of data for low-resource lan-

guages we may obtain small amounts of target lan-

guage fine-tuning data, as previous work found this

improved results (Scarton and Li, 2021). Addition-

ally, we may translate low-resource languages into

English before performing classification to lever-

age the knowledge from English models. We are

exploring explainability via feature attribution and

rationale extraction, and our preliminary research

shows promise for using extractive rationales in

multiple languages. Still, explanations ought to be

consistent across languages and invariant to trans-

lation, yet previous work showed a performance

gap in explainability methods between mono- and

multi-lingual models (Zhao and Aletras, 2023), so

we plan to explore this in depth.

For multilingual claim retrieval, we aim to

employ a retrieval augmented generation model

(Lewis et al., 2020) to help end users efficiently

discern factual claims from debunked ones. This

model may facilitate the existing tools for ex-

traction of textual claims from any textual con-

tent found online and match them with existing

fact-checks contained in our MultiClaim dataset

(Pikuliak et al., 2023). The dataset contains

293,169 fact-checked articles and their corre-

sponding claims in 39 languages. The output of the

model will include the list of fact-checked claims

relevant for each textual claim from the analysed

textual content, their language and source refer-

ences, along with the central claim summarisation

of the retrieved claims in natural language.
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Küçük, Dilek and Fazli Can. 2020. Stance detection: A
survey. ACM Computing Surveys, 53(1):12:1–12:37,
February.

Lewis, Patrick, Ethan Perez, Aleksandra Piktus,
Fabio Petroni, Vladimir Karpukhin, Naman Goyal,
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