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features of a train is key to successful prediction. For instance, due to its complex topological
nature, a train’s route (i.e., origin, intermediate stations and destination) is one of the most
difficult features to effectively represent. This study introduces graph embedding to understand
and model the complex structure of a railway network which is able to capture a comprehensive
collection of features including network topology, infrastructure and train profile. In particular,
for the first time, we propose an approach to embed a train’s route in a network topology
perspective based on Structural Deep Network Embedding (SDNE) and Singular Value Decom-
position (SVD). Compared to a conventional advanced method, Principle Component Analysis
(PCA), our route embedding not only significantly reduces feature vector length and computa-
tional effort, but is also highly accurate and reliable in terms of capturing network topology as
evidenced by K-means clustering. Computational experiments based on real-world cases from a
UK train operator (TransPennine Express) show our graph-embedding based models are
competitive in prediction accuracy and F1-score while are substantially computationally efficient
compared to PCA.

1. Introduction
1.1. Background

Delays on rail networks can cause significant disruptions to the whole rail system, creating challenges not only for passengers,
operators, and also the broader transportation infrastructure. Beyond passenger subsequent journeys will be missed, these delays lead
to revenue losses for operators and increase operational costs due to unplanned adjustments in train scheduling and resource allo-
cation. In the 2019/20 pre-pandemic period, there were 5.5 million delay compensation payments to passengers — that is for delays
over 30 min including cancellations (ORR, 2020)." In dense urban networks, a single delay incident can quickly propagate through the
neighboring tracks, lines and stations, to a wider network, further amplifying the problem (Ghaemi et al., 2017).

Many studies have been conducted on Train Delay Prediction (TDP) to improve the dependability and quality of railway passenger
services and reduce financial losses for passengers and service providers. Delay prediction in the railway sector is a process of
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estimating probabilities that a train fail to arrive at a subsequent check point (i.e., stations or junctions) on the time shown on a pre-
defined timetable (Wen et al., 2020). A delay can be measured in terms of the differences between scheduled arrival (departure) time
and actual arrival (departure) times, termed as ‘arrival delays’ (‘departure delay’). Furthermore, train delays can be classified as
primary delays and secondary delays. Primary delays are caused by issues that directly affect the infrastructure or operation of the
railway system, and one essential feature of primary delays is that they are only relevant to the occurrence of unexpected events,
regardless of the train’s punctuality prior to the event (Rofler et al., 2021). Secondary delays are derived from the propagation of
primary delays from the current location to the adjacent check point. In terms of quantity, primary delay is the most common type in a
general railway system, and it has received significant attention in delay management from both train operators and passengers. In the
context of this study, we limit our scope within primary delay prediction. Specifically, it concentrates on delay prediction for a given
service on a given route. This prediction is based on historical timetable data, primary delays experienced on the same route, and
railway network dependencies that services hold during their journeys. It does not involve real-time train delay control, rescheduling,
or real-time delay calculation.

The counterpart of real-time primary delay observed at intermediate stations is the concept of ‘generalized primary delay’, which
considers the entire running route and all stations on the route as a whole. Generalized primary delay is defined as the cumulative
delay encompassing all primary delays occurring along the route. Within our context, generalized delay is formulated as a measure
categorizing a given service into one of five delay levels: (0) for no delay, (1) mild delay, (2) moderate delay, (3) serious delay, and (4)
severe delay. With this consideration, our goal is to identify an appropriate method to prognosticate the generalized primary delay for
a specific service on a particular route by using historical primary delays encountered on that route, enables railway dispatchers and
infrastructure managers with valuable insights at the stage of timetable design, such as delay patterns on certain route sections. This
allows them to proactively adjust service frequencies and allocate railway resources.

The challenges faced in real-world railway operations highlight that incident occurrence is determined by a complex interplay of
factors rather than being reducible to isolated events. For example, extreme weather conditions (Chen and Wang, 2019), cabin crew
shortage (Magadagela et al., 2017), overrunning engineering works (Higgins et al., 1999), or the combination of them can lead to
varying levels of disruptions, affecting specific stations even the entire service route. In addition, train delays are rarely caused by a
single event or disruption and its impacts are not limited within a single station or the service itself. Broadly, delays can be aggravated
by a range of factors such as train congestion, platform availability, and signal control. For example, an incident at one station can lead
to multiple primary delays on those services that using the same platform or sharing the same route within a certain time window. As
such, the relationships between stations and tracks are important to be captured. Traditional approaches, such as mathematical and
stochastic models, have been extensively applied to investigate the mechanism underlying delay propagation and predict the
occurrence of primary and secondary delays across the railway network. Traditional models may treat stations or lines in isolation, and
these delays are investigated at the level of individual stops, which is insufficient for incorporating how event-triggered delays
occur/develop across the network. To address this, methods such as graph-based approaches have emerged as valuable tools for
understanding delay occurrence and evolution. By embedding stations and their connections, we are able to better understand how
incident at one location might initial primary delays, reflecting the real-world, inter-connected nature of railway operations. Such an
approach aligns with the broader need to focus on the operational challenges in delay management rather than merely on the
computational techniques employed.

Consider a situation like this: a service encountered an incident at its first half journey and such event caused an observed primary
delay, however, due to the network-wide effects of its first half part route (for example, speed limitation applied due to traffic demand
is very high, and bad weather), the inserted margin time is not sufficient for eliminating the occurred delay. Until the second half part
of the route, this primary delay is diminished by a less dense network structure — The primary delay might be eliminated due to the
released speed limitation, or the weather condition turns better, or both of them. That is, the complex structure of railway network,
involving interconnected tracks, lines, stations, platforms, passenger demand, as well as signaling and other control structures,
inevitably have different extent of effects on the occurrence of primary delays. Moreover, a route is not just a simple sequence of
stations but a combination of various operational elements such as shared infrastructure, scheduling constraints, and train dynamics
(e.g., train dwell times at stations, waiting for other trains at junctions). When a train experiences delay, it often impacts other trains
travelling along the same or intersecting routes, a phenomenon known as delay propagation. Traditional methods (e.g., one-hot
encoding) that treat each route as an isolated path cannot capture the dynamic interaction between different routes and stations in
the network. The route embedding approach compresses the relevant operational data, accounting for the fact that certain stations and
tracks are shared across different routes. By embedding these routes, we can capture both the individual station effects and their
collective impact on the entire route, addressing the domain-specific need for understanding how delays propagate across shared
network elements.

Acquiring meaningful network insights is the first step towards advancing the understanding of service performance. Traditionally,
rail transit delays have been addressed at the level of individual stops, but this approach overlooks the network-wide factors
contributing to delays, such as bottlenecks caused by shared tracks. By gathering and analyzing such data, it is therefore important, and
challenging, for any ML-based method to preserve the corresponding network/route features both globally and locally. For example,
paper by Ulak et al. (2020) applied a Bayesian network model and metrics to a study of a track expansion project at the Long Island Rail
Road. The results suggest that Bayesian network learning can effectively pinpoint network dependencies and identify rail links and
corridors that result in more congestions. From the perspective of operational complexity and network scalability, how to effective
incorporate hundreds of stations and multiple routes into delay prediction are one of key challenges in real-world operations. This
complexity is amplified in dense urban region where trains run frequently and share infrastructure. From an operations management
perspective, railway planners and dispatchers need to predict how a delay at one point in the network will affect others. For instance, a
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delay in a busy urban station might have ripple effects on multiple lines, potentially leading to bottlenecks or system-wide delays.
Traditional methods, such as mathematical models or one-hot encoding, struggle with the network-wide dependencies. By utilizing
graph and route embedding, we can significantly reduce the complexity of the data while preserving the essential operational char-
acteristics of the network, leading to more accurate predictions of how delays propagate.

Based on the analysis conducted above, we therefore conclude that comprehending the patterns and structures inherent in various
routes is crucial for deriving meaningful insights into primary delays. Within this study, a ‘route’ refers to the specific path that a
service follows from its origin to its destination, and all the intermediate stops along the way. It encompasses the sequence of calling
stations. Multiple services may share the same route as long as they call at exactly same origin, destination and intermediate stations.
The rationale of our study is: generalized primary delays are inherently relevant to the route information and the characteristics of its
passing/serving area. These network characteristics incorporate not only network structure information itself, but also the commonly
seen patterns and delay dynamics that occur to the services that running on specific routes. That is, routes with similar characteristics
tend to exhibit comparable patterns of primary delays. With this consideration, our goal is to identify an appropriate method for
interpreting these hidden patterns cohesively in order to investigate train delay prediction from a novel angle.

We conducted a thorough literature review on predicting delays brought by individual factors. These factors have been fully
investigated regarding their impacts on the occurrence of primary delays (see Section 2). Recently, many innovative research di-
rections in train delay prediction are emerging: one promising topic that has been achieved with significant breakthrough is to learn
traffic temporal/spatial characteristics before conducting the railway traffic state prediction (Zhang et al., 2021). A number of at-
tempts have demonstrated the feasibility of applying traditional machine learn (ML) algorithms to the procedure of delay prediction in
railway systems (Robert and Kim, 2018; Mou et al., 2019). These attempts allow transportation planners and decision-makers to
explore the importance of spatial-temporal dependencies in railway traffic planning and prediction tasks. A notable new approach in
the study of Heglund et al. (2020) shows that incorporating multiple embedding-based technologies into the process of train delay
prediction would be promising in terms of achieving higher accuracy on results.

1.2. Objectives & research questions

The ability to predict train delays accurately is essential for railway operators to adjust their rescheduling policies, allocate re-
sources efficiently, and thus improve overall operational performance. From this perspective, our research aims to enhance predictive
accuracy and provide insights that can support understanding the delay distribution dynamics and primary delay prediction. Spe-
cifically, the goal of primary delay prediction in this study is to predict the generalized primary delay level for a given train service on a
given route. The inputs of the proposed model can be summarized as 1) features from a 2-month historical operational train service
dataset (including departure/arrival time, margin time inserted for the whole route, speed limit, rolling stock type, and total passenger
flow of all the calling stations, etc.) 2) As well as the embedded route characteristics (i.e., connectivity between these stations,
travelling time for a given route, and the network density for different sections, etc.) from the proposed SDNE + SVD framework. The
outputs of the prediction model is the classification for each instance into a certain category (ranging from delay level O to 4 mentioned
in section 1.1, represents the degree from no delay to the most severe delays), and then calculate the percentage of correctly classified
instances out of the total instances (accuracy). One of the most important features in train delay prediction is the route of a train
service, which can be described by a sequence of the stations the train services. However, given a rail network with hundreds of nodes
(stations), the representation of a route would imply a large amount of data resource: e.g., if one-hot encoding is used, the route
vector’s length will be the same as the number of stations. Such a high volume of data requirement will significantly affect the
effectiveness or even the feasibility of a supervised learning process.

SDNE (Structural Deep Network Embedding) was firstly developed by Wang et al. (2016) as an effective dimensionality reduction
technique in computer science to represent nodes in a graph by short vectors (“embeddings™). Its basic idea is to encourage similar
representations for connected nodes (and dissimilar representations for unconnected nodes) in the vector space such that structural
relations in the original network can be preserved. Each value in the embedded vector does not have an intuitively explainable
meaning but it partially represents the characteristics of a node in a specific dimension. Nonetheless, SDNE itself is unable to solve the
problem of route representation since it embeds nodes rather than paths (routes) in a graph.

Based on SDNE, in this paper we propose a novel approach that is able to integrate node embedding vectors of en-route stations (i.
e., railway stations that are located along a train service line where trains stop to pick up/drop off passengers during its journey) into a
route embedding vector in which more structural information of the target railway network will be compressed and aggregated for
reducing the dimensions of route features. The expected route embedding must meet the following criteria.

e Regardless of the length of a specific route, the obtained route embedding vectors must be uniform in size.

e The route representations give the information about overall characteristics of the entire route, such as areas of higher population
density and geographic significance, and correspond to the distribution and density of stations along the way (i.e., en-route station
clusters).

e Local and global characteristics can be both effectively preserved by route embedding vectors.

With the above background and proposed research objectives, we aim to address the following research questions (RQs).
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RQ1: What graph embedding-based method can be applied in the process of encoding structural characteristics and temporal-
spatial dependency among network elements? Will the generated node embedding representations effectively preserve the
essential information of a network?

RQ2: How can we compute the route embedding vectors by using the node embedding representations?

RQ3: Is possible to improve the prediction accuracy on primary delay by incorporating the route embedding framework with some
popular ML-based prediction models, e.g., Decision Tree, Random Forest, and Neural Networks? To what extent will it be boosted?

This paper presents an innovative approach that combines SDNE with Singular Value Decomposition (SVD) to accurately represent
train routes and thus to effectively predict train delays. Our methodology makes significant contributions towards the prediction of
train primary delays. It incorporates SDNE to capture the intricate relationships and structural properties of the railway network. SDNE
offers a powerful means of encoding complex topological information, enabling a more comprehensive understanding of the network’s
dynamics. By leveraging SDNE, we enhance our model’s ability to capture the hidden patterns within the railway network. While the
integrated Singular Value Decomposition is a processing pipeline to further enhance the encoding of railway network topology. SVD
allows us to reduce dimensionality while retaining essential information, thereby improving the efficiency and effectiveness of our
model. This methodological choice not only aids in computational efficiency but also plays a pivotal role in refining the accuracy of our
arrival delay predictions. By combining SDNE and SVD into the encoding process, we effectively capture the underlying patterns in the
railway network, which in turn, leads to more precise predictions. The major innovative aspects can be stated as.

e We incorporate both network characteristics and historical railway operational data into one framework to perform train delay
prediction.

e A deep neural network graph embedding model based on the SDNE algorithm is developed to extract rail network features and
generate embedded representation for each station in the network.

e Based on embedded nodes, an SVD-based approach is developed to further represent the route for each train as an important feature
for primary delay prediction.

e However, this paper focus solely on predicting ‘generalized primary delay’, without considering external real-time factors such as
weather or signal failures. Our method relies on historical data to predict delays in train design scenarios, e.g., when developing
new timetables with modified trains.

As the authors are aware, it is the first attempt using SDNE and SVD-based matrix decomposition technology to represent routes
(paths) in a rail network. Our key contribution is for the first time to use SDNE + SVD embedding to represent route information, which
is a critical feature in delay prediction. It has the potential to be applied in different train prediction problems as long as route is a
feature. We applied our embedding approach on a particular delay prediction problem, i.e., the generalized primary delay prediction
to showcase its effectiveness and advantage. The SDNE + SVD method may be applied to a wider scope of problems, which are beyond
the scope of the experiments of our paper.

The remainder of the paper is as follows: Section 2 reviews the main approaches that have been proposed in the area of TDP. Section
3 describes the specific graph-embedding/matrix decomposition methods for node and route embedding, respectively, as well as the
feature engineering conducted in this study. Section 4 introduces reference network and dataset. Then the process of implementing
SDNE into node embedding is demonstrated. Followed with the route embedding generation. Section 5 compares experimental results
between our method and its competition, over several benchmarks. Section 6 makes the conclusions and highlights the contributions
and limitations of this study. Finally, the future work direction will be identified.

2. Literature review

Multiple factors may generate different extents of primary delays, and the negative impacts of these factors cannot be eliminated
and interfered by train operators, which means that the train services will inevitably differ from the scheduled timetables. Numerous
studies have been done on railway delay prediction based on various algorithms. Through literature investigation, the existing
research can be categorized as follow according to the methods they utilized: Analytical/Regression methods, Graph-based models,
Machine Learning models.

2.1. Existing traditional methods

In order to figure out which influencing factors determine the occurrence of train delays and to what extent these factors matters,
many studies already being suggested. Traditionally, research methods on this topic can be divided into two categories: statistical
distribution analysis (e.g., Goverde et al., 2013; Weng et al., 2014; Yang et al., 2019; Huang et al., 2019; Meester and Muns, 2007; Yuan
and Hansen, 2007; Goverde, 2010) and regression models (e.g., Olsson and Haugland, 2004; Gorman, 2009; Ludvigsen and Klaboe,
2014; Tiong et al., 2022). Statistical models have been employed to assess the distributional patterns of railway delays as well as the
relationship between delays and their contributing factors. Specifically, track occupancy/release records, as well as other data
including information on train movements, are used to build probability distributions for train delays. The calculated distributions of
the underlying random variables are subsequently incorporated into various analytical models. These earlier statistical analytical
processes show that unanticipated disruptions such as power cable failures, signal system failures or turnout communication dis-
ruptions may cause longer operational incident delay, while temporary speed restrictions, overrunning engineering works normally
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lead to less negative consequences for the subsequent train services. What is certain, nevertheless, is that people are prone to
implement regression-based models to discerning delays with various reasons when considering some unanticipated influencing
factors (i.e., inclement weather conditions, unexpected passenger occupancy ratios).

Markov models (MM) and Bayesian networks (BN) are another kind of methods for forecasting train delays. We manually cate-
gorize them into graph-based method due to these techniques often treat the arrival/departure, running/dwelling of trains as separate
events. For example, some studies (Kecman et al., 2015; Sahin, 2017; Gaurav and Srivastava, 2018) considered that the predicted
arrival delays were determined by the departure delays at the previous station, while the predicted departure delays were only
determined by the arrival delays at the same stations. Markov process only consider the last state to predict the current state in the train
operation process. A node (state) can only be linked to another node in Markov models since they view the entire train operation
process as a chain (Artan and Sahin, 2023). Similarly, Bayesian networks treat the operation process as a network in which a node may
have several links dependent on the logic of the Markov process. The running and dwelling processes were considered edges, whilst
arrivals and departures events were considered nodes. China’s Wuhan-Guangzhou railway implemented a hybrid BN (Lessan et al.,
2019; Huang et al., 2020) for predicting the train delay time, and similar experiments were also conducted by Corman and Kecman
(2018) and Huang et al. (2022). Also proposed are generic graph-based models such the active graph (Biiker and Seybold, 2012), the
temporal event graph (Goverde, 2010; Kecman and Goverde, 2014), and the alternative graph (Corman et al., 2014). With the aim of
estimating the precise timing for these events, these graph models took into account the arrivals, departures, passages, and lodging of
trains as events. According to Li et al. (2021), the future operating conditions, such as the distance left in the downstream journey and
the supplement time distribution, also have an impact on the train operation process.

2.2. Machine learning-based methods

More recently, with the technology advances of machine learning applications, a number of studies have demonstrated the
feasibility of applying ML algorithms to collect, process, and analyze large amount of data and extract useful information for TDP
problems (e.g., Nilsson and Henning, 2018; Peters et al., 2005; Mou et al., 2019; Markovic¢ et al., 2015; Li et al., 2016). These models
develop broad rules/non-linear correlations that links inputs to desired outputs via the iterative model training. Compared to statistical
and regression models, they often offer more effective fit but less straightforward interpretation. For example, Nilsson and Henning
(2018) applied the classical decision tree classifier with and without AdaBoost to compare the different hyper-parameter settings in
predicting train delays. In addition, although the neural network technology was developed in the late 20th century, it is becoming
more widely used as a method for delay prediction, with its multiple variants techniques. For instance, according to Peters et al.
(2005), the multi-layer neural networks have the capability of simulating the biological archetypes of the real-world train network in
an effective manner, such that the prediction of a particular train delay is determined by the principle of classical pattern matching: the
network must be trained so that various delay scenarios - represented by a specific assignment of the input neurons - will result in
corresponding delay patterns at the output neurons. As a new advanced branch of artificial neural network, a long short-term memory
based predictor was constructed by Mou et al. (2019) for illustrating the interaction between the factors affecting train delay.
Furthermore (Huang et al., 2021), introduces FCF-Net, a deep learning model combining fully connected neural networks (FCNN) and
convolutional neural networks (CNN) for efficient and accurate recognition of train delay propagation patterns in railway systems,
demonstrating superior performance compared to conventional deep learning and other state-of-the-art models when tested on data
from two high-speed railway lines in China.

In fact, ML-based methods have been such intensively introduced in literature to address train delays prediction that we are not able
to identify which model/algorithm is better over others for predicting train delays more accurate. Markovic et al. (2015) utilized
support vector machine (SVM) to analyze train arrival delays on Serbian Railways and it shows a better prediction accuracy compared
with the outputs of artificial neural network (ANN) model. However, comparison of the results provided in the study of Li et al. (2021)
indicates that the random forest outperformed the other evaluated methods (i.e., gradient-boosted decision tree (GBDT), extreme
gradient boosting model (XGBOOST), and ANN). A data-driven Train Delay Prediction System (TDPS) for large-scale railway networks,
leveraging contemporary big data technologies, specifically employing a fast learning algorithm for Shallow and Deep Extreme
Learning Machines, has been proposed by Oneto et al. (2018) on Italian railway network, demonstrates significant improvement in
predicting train delays. Another trend through the literature we discovered is that the hybrid method that assembles a set of simulation
and statistical approaches as good attempts have been explored. For example, a k-nearest neighbor (KNN) model was employed by Li
et al. (2016) where the linear regression model was used to estimate the peal hour dwell times while KNN model was specifically for
predicting the length of dwell time within off-peak hours. Similarly, Nair et al. (2019) introduced a simulation-based model which
combined random forest and kernel regression for forecasting train delays in Germany passenger service network. The obtained
performance illustrate that this ensemble method outperformed its component models.

2.3. Graph embedding approaches

The structure of railway networks is complex, involving interconnected tracks, lines, stations, platforms, as well as signaling and
other control utilities. It is therefore important, and challenging, to preserve the corresponding network features both globally and
locally. Most of the existing studies deal with this by using Autoencoders (AEs). AEs are unsupervised artificial neural networks
designed for data generation through encoding and decoding processes. The main goal of the AE is to copy its input as the desired
output, and to automatically capture the most relevant and representative features from the input data. Also, AEs are employed to get a
latent space smaller than the original data dimension. Some applications of AEs such as Principle Component Analysis (PCA) (Abdi and
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Williams, 2010), Linear Discriminant Analysis (LDA) (Xanthopoulos et al., 2013), and Discriminant Function Analysis (DFA)
(Biiyiikoztiirk and Gokluk-Bokeoglu, 2008) have been implemented in data analysis for various sectors. The main difference between
AEs and graph embedding techniques is that AE represent input using non-linear combinations of derived features without any su-
pervised component, while graph embedding approaches are typically semi-supervised or supervised, which allows a decoder to
fine-tune encoding parameters for updating the generated representations iteratively. For example, by analyzing the large-scale traffic
congestion data with a deep autoencoder (Zhang et al., 2019), successfully learnt temporal correlations of a transportation network
and predicting traffic congestions.

On the other hand, according to Cui et al. (2018), embedding is a powerful machine learning tool that is commonly used for
transforming and interpreting complex input objects such as texts, images, and graphs into a low-dimensional vector space. Such
technique essentially construct a similarity graph for a set of D-dimensional nodes (D is the number of available features of nodes)
based on their neighborhood information and then embed each node of the graph into a d-dimensional vector space, where d < D, and
such mapping function we called as “Encoder” (ENC). Fig. 1 illustrates the embedding as the transformation of a discrete object into a
vector of continuous numbers: embedding convert each individual station to a set of numerical representations in Fig. la (various
colors of cells in the output represents different values of digits). Here is an example of the graph embedding demonstration. For
illustrating how we process each of the station to a set of numerical representations (vectors). Another example given is the embedding
process of encoding a network into a d-dimensional space (Fig. 1b). Graph typology, vertex-to-vertex relationship, and other relevant
information about graphs would be captured by graph embedding algorithm in the context of graph embedding technique family, such
that each node in the original network will be projected into the embedding space accordingly (Hamilton et al., 2017).

The first step in performing graph embedding is to embed nodes. Some effective methods has been proposed in previous literature.
They can be broadly classified in two categories. The first, graph factorization method, is inspired by the classic matrix factorization
techniques, and aims to find latent/unobserved factors associated with nodes which can be used for further inference for dimen-
sionality reduction and multi-dimensional scaling (Plummer, 2007; Ahmed et al., 2013; Belkin and Niyogi, 2001; Cao et al., 2015). The
second, random walk approach, is to optimize node embedding by employing a stochastic measure to compute node similarities,
instead of using a deterministic measure in factorization-based methods (Grover and Leskovec, 2016; Perozzi et al., 2014). The ma-
jority of these node embedding algorithms are derived from what we call “shallow node embedding”. Where the encoder function
mapping nodes to vectors embedding is simply an “embedding lookup table” rather than generating embedding based on the infor-
mation of neighboring nodes.

From the perspective of a broader transport domain (i.e., road transportation), a further review of state-of-the-art applications and
extensions against graph embedding approaches has been conducted. A novel neural network developed by (Shen et al., 2020), aims
for addressing the challenge of accurate trajectory travel time prediction. It utilizes tensor decomposition and graph embedding to
effectively extract travel speed and road network structure information from historical trajectories. Empirical results from two
real-world datasets demonstrate that the graph embedding method outperforms its counterparts, offering significantly improved
performance and robustness in travel time prediction. Similarly (Kang et al., 2019), identified the massive traffic flow data generated
by modern transport systems presents a significant challenge in accurately capturing both the hidden spatial patterns and the temporal
dynamics from these data. They therefore introduced a novel model called spatial-temporal graph self-attention (STGSA) for
short-term traffic flow prediction. This model effectively captures network-level spatial relationships through graph self-attention
layers while also handling temporal embedding leveraging the integration of RNN cells with Gated Recurrent Units. The recent
literature has emphasized the significance of graph embedding techniques in addressing the tasks of accurate trajectory-based travel
time prediction and traffic flow analysis. Emphasizing its ability to handle both network-level spatial and temporal dependencies.
These studies collectively underscore the growing importance of graph embedding approaches in advancing traffic prediction tasks in
general transportation sectors.

2.4. Summary and research gap

The existing solutions to the TDP problem can be categorized into several groups: attributing observed historical delays based on
various influencing factors (distribution estimation), formulating the delay dynamics with certain mathematical linear functions/
distributions (probability distribution fitting), incorporating historical data into the analytical process of regression (correlation

Graph embedding
u [
Station 1 . el
/
: -
Station 2 . Idainl PR
. el v
Station 3 . .
Original network d-dimensional embedding space
(a) An example of graph embedding’s input and output (b) Encoding process of graph embedding method

Fig. 1. Graph embedding transformations.
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analysis), simulating the temporal-related events and their propagation (graph-based methods) for real-time applications such as
interactive timetable and decision support system to assist train dispatchers, as well as various ML-based methods (see Table 1). There
is no definitive evidence that some specific algorithms always outperform others. The optimal solutions vary due to differences in the
train operating environment, amount of available data acquired, objectives of the study, performed pre-processing strategies, etc.
Therefore, algorithm selection as an effective approach to improve the performance of output, is necessary, and the algorithm with the
best accuracy should be chosen to establish the delay prediction model.

In addition, we reviewed the data types utilized in previous delay predictions, and categorized them into five classes: timetable
data, route information, network topology structure, infrastructure data, and profile of operating train (shown as the last five columns
in Table 1). Data that can be estimated based on actual and projected timetables is referred to “timetable data” (i.e., arrival/departure
delays, margin times, and headways). The route information comprises of the specific edges that trains will pass through when
traversing in the network, including the sequence of stations they will use. Network topology structure refers to the geographical
locations of all stations, the average travelling time on the edges, and the connectivity status between each pair of stations. Data of
infrastructure, such as the length of various sections, can reflect the infrastructure/facility resources on stations. Train operating
profile includes information such as, type of locomotive, speed limitation, passenger occupancy ratio, etc.

From the tactical level, most of the existing works in predicting primary delay failed to consider the important role of ‘route’, as

Table 1
A summary of the review of delay prediction studies: proposed methods and utilized data.
Model type Method Literature Timetable Route Network Infrastructure Operating
data information topology data train profile
structure
A&R PD Goverde et al. (2013) v

Weng et al. (2014)
Yang et al. (2019)
Huang et al. (2019)

DE Meester and Muns v v
(2007)
Yuan and Hansen (2007)

CA Olsson and Haugland v v v
(2004)

Gorman (2009)
Ludvigsen and Klaboe
(2014)
GB MC Kecman et al. (2015) v
Sahin (2017)
Gaurav and Srivastava

(2018)
BN Corman and Kecman v
(2018) Lessan et al.
(2019)
Huang et al. (2020)
ACG Biiker and Seybold v
(2012)
ALG Corman et al. (2014) v v
TEG Goverde (2010) v v v
Kecman and Goverde
(2014)
ML DT Nilsson and Henning v v v
(2018)
Wang and Zhang (2019)
NN Peters et al. (2005) v v v
Yaghini et al. (2013)
LSTM Mou et al. (2019) v v
SVM Markovi¢ et al. (2015) v v v v
Barbour et al. (2018)
RF Li et al. (2021) v v v
EM KNN; LR Li et al. (2016) v v v
RF; KR Nair et al. (2019) v 4 v
Graph embedding; SDNE; This paper v v v v v
Matrix SVD
decomposition DT; RF;
MLP

The table categorizes delay prediction models into four types: A&R (Analytical and Regression models), GB (Graph-Based models), ML (Machine
Learning models), and EM (Ensemble models). The ‘Method’ column uses abbreviations for compactness: PD (Probability Distribution fitting), DE
(Distribution Estimation), CA (Correlation Analysis), MC (Markov Chain), BN (Bayesian Networks), ACG (Activity Graph), ALG (Alternative Graph),
TEG (Time-Event Graph), DT (Decision Tree), NN (Neural Networks), LSTM (Long-Short Term Memory), SVM (Support Vector Machine), RF
(Random Forest), KNN (K-Nearest Neighbors), LR (Linear Regression), KR (Kernel Regression), and GE (Graph Embedding). Columns represent types
of data utilized in studies: Timetable Data, Route Information, Network Topology Structure, Infrastructure Data, and Operating Train Profile.
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they are difficult to be represented as a feature that can be effectively used by a ML model. However, naive methods such as one-hot
encoding may be insufficient. This limitation is evident when comparing analytical and regression models with more versatile machine
learning models that are capable of integrating a diverse range of data types for training. Research Question 1 (RQ1) of this study
emerges as a pivotal point for bridging this gap, as it seeks to understand the capability of graph embedding-based methods in encoding
the route structural characteristics and spatial dependencies among route elements. This question aims to explore whether such
methods can effectively preserve essential route information, ultimately addressing the need from a route-based perspective in train
delay prediction. Furthermore, at the technical level, there is a noticeable absence of evidence in the literature regarding the ag-
gregation of node embedding into meaningful route embedding in the context of train delay prediction. Which represents a significant
gap in the current research landscape. Our paper takes this opportunity as an innovation point and provides an in-depth exploration.
Research Question 2 (RQ2) aligns with this innovation and aims to investigate the methodology for computing route embedding
vectors using node embedding representations. When it comes to how to effectively apply graph embedding methods to practical
railway delay prediction scenarios, RQ2 has been proposed and it serves as such a technical bridge. It fills the gap from meaningless
and difficult-to-understand graph embedding representations into a data structure that is more condensed, highly relevant to a specific
service route, and can be directly used by machine learning models.

Lastly, existing literature exploring the feasibility of applying graph embedding to delay forecasting is scarce. Although a few works
have considered spatial dependence and temporal correlations, there has been no attempt to extract the network topology structure
using graph embedding, not to mention to combine them with classical ML predictors for implementation. This research gap is an
essential motivation for our study. Research Question 3 (RQ3) directly responded such concern, seeking to enhance prediction ac-
curacy on primary delays by integrating the route embedding framework, obtained through graph embedding, with popular machine
learning classification models. This RQ, therefore, aims to quantify the extent to which such an integrated approach can boost the
accuracy of train delay prediction, filling a critical gap in the current state of train delay prediction research.

Notably, the foundation of our study rests on a supposition that the manifestation of ‘generalized primary delays’ is intricately
interconnected with the specific route traversed by a train and the distinct characteristics inherent to the geographic areas encom-
passed by that route. These encompassing features represent not only the intricate network structure, but also encompass the implicit
interplay of common events and recurrent patterns unique to each section/or the whole of the route. For example, external factors such
as weather are not considered explicitly in our prediction model but indeed they are implicitly included in the model (i.e., if a route
often experiences bad weather and thus frequent delays in the past record, the model will be able to reflect this accordingly). Our
research endeavors to advance the comprehensive understanding of this intricate relationship by introducing a suitable framework.
This framework is designed to transcend conventional depictions of network topology dependencies by encapsulating the compound
attributes that collectively shape the performance of a train service in terms of ‘generalized primary delay’. These attributes are
derived from an extensive analysis of historical train service data that has traversed the same or closely related routes. Consequently,
such framework is able to offer an enhanced capacity to model and predict the hidden interdependencies governing train service
performance and its ultimate impact on generalized primary delay.

3. Methodologies

In this study, we will take one-hot encoding for routes, as well as PCA method as benchmarks to assess the capability of our
proposed model and make comparisons accordingly. These benchmarks were chosen because they represent commonly used tech-
niques for dimensionality reduction and feature representation, but with its own limitations in capturing network interdependencies as
a whole. A comprehensive introduction about the utilized one-hot encoding and implemented PCA algorithms are included in Ap-
pendix. Furthermore, the predictive performance on the given dataset over these benchmarks and our proposed method will be
compared and discussed in Section 6, highlighting their relevance to the studied problem.

3.1. A graph-embedding method for describing a railway network

The most essential part for our methodology framework is the acquisition of structural deep network representation. We proposed a
model based on SDNE method to represent stations in the railway network. This model is inspired by the recent successful imple-
mentation of deep learning techniques that firstly derived from Wang et al. (2016), and it has since been demonstrated by others for its
powerful embedding capability on audio speech, image grids and texts (Bengio et al., 2009; Hinton et al., 2012; Krizhevsky et al., 2012;
Socher et al., 2013).

The relevance of using SDNE to describe stations in the railway network lies in its ability to represent the spatial and temporal
relationships among stations. Specifically, SDNE allows us to embed the topological structure of the network in a way that reflects real-
world operational dynamics. SDNE captures first-order proximity, representing direct connections between stations (e.g., sequential
stops along a route), and second-order proximity, which incorporates the influence of shared neighboring nodes (e.g., interlinked
routes, shared platforms, or cascading delays across regions). These proximities are not merely abstract metrics—they correspond to
tangible operational factors such as platform sharing, train congestion, and signaling dependencies that influence delay occurrence.

Additionally, the temporal dimension of delays—how an incident at one station evolves over time—is inherently intertwined with
the spatial relationships among stations. SDNE encodes this temporal-spatial interaction by preserving the structure of the network
while training embedding vectors that prioritize delay-relevant relationships. For example, a disruption at a central hub station might
cause ripple effects across multiple branches of the network, affecting downstream connections over time. The SDNE framework,
through its joint optimization of encoder-decoder layers and proximity-aware loss functions, ensures that such cascading effects are
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accurately represented in the low-dimensional embedding space. This ability to encode both immediate and network-wide de-
pendencies makes SDNE particularly suited for railway delay prediction.

Fig. 2 illustrates our proposed SDNE framework for embedding a railway network. This framework uses the original railway
network characteristics as input for the encoder-decoder layers, whose detailed structure includes the defining of first-order and
second-order proximity and the identification of connectivity status between any two nodes. In order to update the resulting
embedding vector to satisfy the lowest overall loss costs during training, loss functions corresponding to each proximity in the output
layer will provide the encoder-decoder with the optimized parameters. As a result of this, each node in the network is given its final
low-dimensional embedding representation.

According to the Encoder-Decoder framework shown in Fig. 2 below, a set of terms and notations have been defined within Table 2.
Note that symbol above the relevant parameters denotes the parameters of the decoder.

The original railway network is typically represented as a graph G(V,E), where V = {v1, Vo, ..., ¥, } is the set of railway stations in
the graph, and E = {ey, ey, ..., €, } is edge set composed of immediately successive station nodes in the geographical space. That is, if
there is an observed edge between station node 1 and station node 2, e; = A; 5 = 1 (the first element A; ; shows the connectivity status
of node 1 with itself). Therefore, we can obtain (n xn) adjacency values regarding all station nodes A,, = e, U0, which contains n
instances A1,As, ...,A,. For each elements A,, =1 in the instance A,, if and only if there exists an edge between node u,v. i.e., A,
provides the information of the neighborhood structure of node v,.

The encoder compresses the input and the decoder attempts to recreate the input from the compressed version provided by the
encoder. The definition of the deep auto encoder-decoder has been given in equations (1)-(3) below. Given the input X, the hidden
representation for each layer are shown as follow:

ylo) = G(W(l)xi + b<1)) @
¥ = o(WyY 4 p®) (2
¥ = o (WhyE 1 b0) ®

The encoder has multiple non-linear functions that map each input data vector x;(i=1,2,...,n) in data matrix X to the repre-
sentation space and the decoder also contains some non-linear functions mapping the representation in embedding space to recon-
struction space. It is worth to mention that we define the sigmoid function ¢ in our model as equation (4):

1
1+ exp( — Wiy _ b(k>)

o(w<k>y§k*1> + b“‘>) = )

Each obtained y® is the raw node-embedding vector for node i (i = 1,2, ...,n). However, the values of y here are a set of semi-
outputs that have not been updated by the loss function. In order to obtain the final-state meaningful node embedding vectors, we can
then obtain the output X; by reversing the calculation process of the encoder. Loss function is imposed of this framework to minimize
the reconstruction loss such that the node representations can be updated with a greater preservation on proximity by the reversing
procedure. The goal of the loss function we built is to minimize the reconstruction error of the output X; and the input x;. The basic form
of our proposed loss function can be defined as equation (5):

n
L= |%—xil; ®)
i=1

One of the expected outputs of graph embedding is to preserve both local and global structure effectively. In our approach, we
compile the connections between any two stations: whether they are directly connected, share the same neighboring station, or
nothing at all. For the first situation and two situations in the latter, we further apply the first-order and second-order proximity
method, respectively, as introduced by Tang et al. (2015).
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Fig. 2. High-Level architecture of SDNE model.
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Table 2
Notations and Explanations of SDNE model.

Notation Explanation

n Number of nodes in the network
p Number of edges in the network
14 Set of nodes in the network, where V = {v1, va, ..., vn}
E Set of edges in the network, where E = {ey, e, ..., ep}
K Number of layers in the model, where k = {1,2,...,K}

Auy The adjacency matrix for the network, where u,v € V

Xd The input data vector, where d = {1,2,...,n}

bk The k-th layer biases in encoder

E”‘) The k-th layer biases in decoder

Xq The reconstructed data vector, where d = {1,2,...,n}

X The input data matrix, where X = {x1, X2, ..., X}

X The reconstructed data matrix, where X = {X1, %z, ..., Xn}
Yy The k-th layer hidden representation, where Y®) = {y(ik), ¥y }
wik) The k-th layer weight matrix in encoder

W(k) The k-th layer weight matrix in decoder

L Loss function

B

Set of biases in encoder, where B = {b(”.b(z’, ..., b0 }

The sigmoid function
Parameter for L1-norm regularization term
Parameter for LO-norm regularization term

Lk ~(k
The collection of parameters {W"), W pw), X )}

TR R Q9

The first-order proximity describes the pairwise proximity between vertices/stations: if an edge is observed between a pair of
stations u and v, a weight corresponding to that edge is defined as the average travel time for all observed trains running between
station u and station v, indicating the first-order proximity between u and v. Otherwise, their first-order proximity is 0. The second-
order proximity compares the neighborhood network structure between two vertices: if they share multiple common neighbors,
they tend to be very similar even they are not directly connected to each other.

We can observe some edges in the network, but many legitimate connections between nodes are not visible, which means that edges
between vertices do imply their similarity however a lack of edges does not always indicate dissimilarity. In railway network, the
number of non-zero elements A, , are far less than that of zero elements. Thus we impose more penalty to the reconstruction loss of the
non-zero elements than zero elements. We combine the loss function of first-order (Lis;_orger) and second-order proximity (Long_order)s
and jointly minimize them by the following objective function (6):

- 2 = 2
Linix = Land—order + ®L1st—order + ¥Lo = H (X - X)BHF +ta Z AU-VHYS() - YI(/k) HF +7Lo ©

uyev

Where L, in equation (6) is a L2-norm regularization parameter used here for preventing overfitting, the definition of it can be given as
below:

S o2 2
o= 3 (1w + 1", %
k=1

During the layer-to-layer training (i.e., k-layer encoding and decoding), a and y are two parameters we want to optimize, such that
Ly can be minimized. Finally the objective function (mixed loss function) of the proposed model can be written as:

~ n K — 2
Lo = & =308, +0 > A1 = ¥ 73 (Wl + 7)) ®
k=1

uyeV

3.2. Singular Value Decomposition for route embedding

The SDNE model is only able to generate a node embedding vector for each station. A key issue to be further considered is to do
route embedding - since this can be used to represent the route feature of each train, which is highly important in characterizing the
train services. Simply concatenating the node vectors of the stations a train travels through is not workable as the lengths of routes can
vary significantly and it will also give a tremendous long vectors to represent routes like one-hot encoding. We thus need to model the
network topology specifically from the route perspective. To this aim, Singular Value Decomposition (SVD) is introduced for gener-
ating route vectors. SVD is a powerful tool for extracting matrix information (Yang et al., 2011). A detailed description about how to
implement SVD method has been illustrated in the part of ‘Introduction of Singular Value Decomposition’ in Appendix. To the best of
author’s knowledge, it is the first time to introduce such matrix decomposition technology into train delay prediction procedure.

10
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In this study, we will perform this SVD strategy on node embedding vectors and use the obtained singular value matrix to represent
the route embedding vectors, such that the route length of different train services can be normalized, and the dimensionality of original
network features can be reduced significantly without missing any essential topology structure information.

With the aim of predicting delay level for each service, we extract the route information (i.e., sequences of en-route stations) from
the original station matrix in this step, with the matrix decomposition technique. There are several questions we need to consider
before using SVD to generate route embedding vectors from node embedding: 1) The acquired route embedding vectors need to be
uniformed on their size regardless of the length of a particular route. 2) The properties of the entire route, such as if the stations locate
more condensed or sparse on specific sections than others, station sequences, and the level of congestion along the route, can be
effectively retained in the route representations. 3) The dimensions of generated representation should be significantly reduced
compared to the original one. In order to satisfy all of these requirements, we propose the route embedding framework shown in Fig. 3.
Assume that there are S stations in the rail network and they are embedded into vectors of length [ by our SDNE model. Let t € T be the
set of routes, N € RS*! be the matrix storing all node embeddings and let r be the length of our resultant route embedding vectors to be
found. Let p(t) be the resultant route vector after embedding for route t. Our route embedding algorithm is summarized by Algorithm 1
shown in Table 3.

There are many heuristic strategies for determining the number of singular values to keep — it is important to ensure that the
selected dimension of singular values can avoid any redundant features but also include the necessary information in as much as
possible. In practice, studies that discuss how many percentage of the entropy/essential information should be retained from the
original matrix. For example, Rissanen (1978) and Tanwar et al. (2018) had researched and investigated for deciding how many
percentage of entropy information should be kept from X(t). However, the actual percentage to retain can vary depending on the
specific problem and desire level of accuracy. By considering the past experimental settings in (Banerjee and Pal, 2014), the choice of
n = 90% in this case has been referred, which comes from the notion that the first few singular values typically capture the majority of
the variation in the original matrix, and the remaining principal components contribute relatively little. In this study, we assess
different digits if the chosen singular values can effectively preserve over 90% necessary information of the original matrix. The result
shows when we keep three dimensions of singular values the preserved entropy can reach 93% however when we keep this number as
2 it does not.

Fig. 4 illustrates a comprehensive diagram that delineates the proposed methodology framework as a whole, spanning from the
incorporation of utilized datasets to the subsequent model evaluation stage. This graphical representation encapsulates distinct
modules, namely the Data pre-processing module, SDNE + SVD module, and Delay prediction module, along with elucidating the data
flow and interactions inherent to these components. The input datasets encompass the Adjacency matrix and 2-month historical
operational data. Within the SDNE framework, input parameters include link travel time, distances, connectivity of stations, and route
information of services. In contrast, the comparative method, PCA, exclusively processes raw Route information. The Data pre-
processing module involves the application of various data cleaning and pre-processing strategies according to specific data types.
A more detailed exposition of these strategies will be provided in next section. The Delay prediction module merges outputs from the
aforementioned modules, concatenating them into a singular, comprehensive numerical vector. This resultant vector serves as input
for Machine Learning classifiers during the training phase. Ultimately, predictions are obtained from three traditional machine
learning-based predictors. Performance evaluation of the proposed method involves a comparison between predicted labels for each
service and the corresponding ground truth labels. This comparative analysis allows for the validation and assessment of the method’s
effectiveness.

4. Computational experiments
4.1. Dataset description & pre-processing

We applied the above described graph-embedding framework to the TransPennine Express (TPE)” rail network. The data provider
TransPennine Express, is a train operating company in Britain, which provides rail services in Northern England and Scotland. There
are 3 route groups/corridors (shown as red, light blue, and purple routes in Fig. 5, respectively) connecting the Great Manchester area
and cities such as Glasgow, Liverpool, Leeds, and Newcastle. However, there are more train services/delay instances utilized for
modelling. Each train service corresponds to a route composed of a set of sequential stations. Different services may share the same
route. The routes would be different if the serving stations between two services are not exact same, even though they may share the
same route group/corridor. Train timetable and running delays between 28/05/2017-24/06/2017, as well as 27/05/2018- June 23,
2018 was used in our experiments. Notably, the TPE provided dataset does not include all train services operated/delivered during the
considered 2-month period - only a small fraction of them were provided. However, even the number of included delays is relatively
small, one of contributions of this research is to provide an innovative tool for prediction based on limited data sources, which holds
the promising potential to be applied in a large-sample case. Specifically, the raw dataset was represented as a set of individual
timetables. Each timetable/train service is identified with a unique Train ID. The Dates related to these timetables specified as a period
rather than a certain date (e.g., May 19, 2018 to December 10, 2018). That is, each primary delay record in our data is still associated
with a specific date but it is not given in the data and only the whole period is given. A given record shown with primary delay indeed

2 https://www.tpexpress.co.uk/.
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Table 3

Algorithm 1: Calculating route embedding vector p(t) for each t €

Step 1: Acquire X(t)
Forallt€ T do

1) For each route t in the timetable with K stops, we retrieve the node vector of its origin, intermediate and terminal stations v; (t), v(t), ...,
node matrix N with their correct sequence on the route.
vi(t)

2) Let matrix R(t) = va(t) € R¥! be a concatenation of the node vectors.
3) Apply SVD to R(t) Yo get Z[t), i.e., R(t) = U(t)=()V(1)".
Vi(t)
Step 2: Define keep_info_num(R(t), )
Define keep_info_num(R(t), ), t € T as a function that returns the minimal number of elements that should be kept in Z(t) after applying SVD to R(t) such that at least
a percentage 7 of the information of R(t) can be retained in X(t). Let the X(t)[k] be the k-th element in Z(t):
2(001)

(02

2

keep_info_num(R(t),n) = min < k : > 562 q
Z()[k]
Step 3: Calculate r
Let each v;inN(i = 1,2,...,5) be R(t) in Step 1
Tmin = MaX;_1 2, s{keep_info_num(v;,n)}; note that v; is a theoretically shortest route that only contains one node.

Let N be R(t) in Step 1

1 V1
. V2 Va | . . .
Tmax = keep_info_num _|,n|; note that . is the theoretically longest route that contains all nodes.
Vs Vs

Then we calculate r = max (min,Fmax) -

Step 4: Determine p(t)
pp(t) = diag(r, Z(t)), where diag() means to extract the most significant r elements from the diagonal X(t).

represents a certain service running during this period but unfortunately full details regarding what specific time or date that record
was collected were unavailable to the authors. The cleaned dataset consists of 1191 train delay instances in the network of 177 stations
and 192 edges. Table 4 gives the information about how many services were used for prediction on each route group.

Train operations data was sourced from the TRUST [Trains Running Under System TOPS (Total Operation Processing System)], a
Network Rail computer system that monitors the progress of trains and tracking delays on Great Britain’s rail network - It records the
specific location of trains on the network continuously by the signaling system. This is undertaken using track detection - on the GB
network this is predominantly track circuits and axle counters. In some more remote areas, signalers record actual running times
manually. TRUST Delay Attributor (DA) is used for delay attribution and uses a feed from TRUST. When there is a delay the TRUST DA

% https://en.wikipedia.org/wiki/TRUST.
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Fig. 5. The TPE network and its three route groups (represented by red, purple and blue lines). (For interpretation of the references to color in this
figure legend, the reader is referred to the Web version of this article.)

Table 4
Number of services per route group.
Route Group Number of services Number of distinct routes
Red route group 917 148
Purple route group 99 33
Blue route group 175 32

system identifies where that delay has occurred and creates an alert allowing users to investigate the cause of delay and attribute it
accordingly. When a delay alert is created in TRUST DA, it appears on the screen of a Level 1 Train Delay Attributor (TDA) at the
relevant Network Rail route. The TDA then begins the process of investigating and attributing it. The TDA will undertake a preliminary
investigation to determine whether the alert is a new delay or is linked to an existing delay. In this study we were only provided with
those delays categorized as new delays (primary delays), so our research mainly focus on these delays that do not linked to another
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delay. That is, the data provided to authors do not contains any secondary delay-related cases.

Table 5 gives information about those features used for modelling in detail and gives the explanation for each of them. Inputs of the
proposed framework include the normalized variables from ‘temporal features’, ‘numerical features’, ‘categorical features’, and
‘network features’ stated in Table 5. In addition, we give the information about how the dimensionality of each feature changes with
the implementation of feature engineering or dimensionality reduction strategies. The dimensions describe 1) the raw dataset obtained
from TPE, 2)performing PCA on network features and one-hot encoding/normalization on other features, and 3)dimensionalities we
obtained after performing SDNE + SVD method. The obtained datasets after performing PCA and SDNE + SVD were split into 70%
training set, 10% validation set, and 20% testing set. 70% data (input features + label feature) were used to train the models to make
them learn from the cases epoch-by-epoch, 10% data ((input features + label feature) were used to assess if the models are capable to
perform well on those ‘unseen’ data, while the remaining 20% data (only input features) were used to feed into the well-trained
models, their output results are then compared with the true label feature. Notably, we exclusively focus on predicting ‘generalized
primary delay’ without engaging in any real-time prediction, primarily due to a lack of real-time information, including factors such as
driver absence, incidents, weather, signal failures, and the like. Our approach focuses on forecasting a type of ‘generalized primary
delay’ that is not specific to a particular day but is instead intended for broader use in the context of train design. This predictive
capability proves valuable for anticipating potential delays in mid-term design scenarios. For instance, when a new timetable is
devised, featuring trains slightly different from those in the past, our method can effectively forecast their generalized primary delays
based on historical data, even if these new trains have not yet been implemented in practice.

Through the data pre-processing phase we discovered several quality issues that may have negative effects on prediction results
(listed in Table 6). Overall, the statistical resource is an imbalanced dataset - similar to the electronic fraud dataset, in which fraudulent
transactions are significantly lower than the normal healthy transactions. On the one hand, it is challenging to generate competitively
stable and reliable prediction results with the limitation of highly imbalanced and small-scale dataset. On the other hand, it is more
convincing if our proposed SDNE + SVD method shows its outperformed advantages on the imbalanced and small dataset over other
competitive methods. Apart from this, several data quality issues such as noisy outliers, data incompleteness, and inconsistent format,
were identified. According to the data requirements we expected, various policies for amending these issues have been performed
(shown in the column of “Policy” in Table 6).

Fig. 6a illustrates the frequency distribution of primary delays, where severe delay and serious delay (more than 10 min) samples
only account to around 9% of the total number of observations. From the perspective of passengers, whether/to what extent the train
will delay is more mattering than knowing precisely how long the delay holds. One of the scopes of this study is to enhance the
identification capability on rare minority classes rather than just achieving greater overall accuracy on test dataset. Considering these
factors, we designed the train delay prediction task as a classification problem. In terms of various extent of delays, minor delays of a
few minutes may be considered acceptable and might not significantly impact normal operations and passenger experience.
Furthermore, there is established standards that specified in the Delay Attribution Report* by Rail Delivery Group to ORR (Office of
Rail and Road), regarding what should be considered as an acceptable delay/moderate delay/and severe delay within the industrial
sector in UK. We thus divided the delay cases into 5 categories: No delay (0), mild delay (0-3 min), moderate delay (3-10 min), serious
delay (10-30 min), and severe delay (more than 30 min). Table 7 summarizes these five categories and provides index label for each
category.

The original dataset is extremely imbalanced. The inherent drawbacks of Primary delay prediction problems make this dataset
difficult to perform well on ML-based algorithms. The percentage of severe delay (more than 30 min) samples is significantly less than
the rest of the categories (see Fig. 6a). In order to achieve a higher identification accuracy on minority classes, a re-sampling function
SMOTE (Synthetic Minority Over-sampling Technique) was conducted before training (Chawla et al., 2002). SMOTE is able to generate
new data examples by selecting the closest k data points in the feature space. The first step of working processes is to choose a random
seed sample in minority classes and then to find k of the nearest neighbors for that data sample (shown in Fig. 6b). Finally, a synthetic
example can be created at a random location between this data point and a randomly selected neighbor.

4.2. Node embedding implementation

In this sub-section we aim to evaluate the capability of our SDNE model by using the real-world railway network operated by TPE.
At the first stage of implementation, the adjacency matrix A and weighted link matrix based on the network representation were
generated and then used as the input of the SDNE model for iteratively training structural features. By optimizing the reconstruction
loss, the local structural characteristics of the vertices can be preserved and Y™ is the associated embedding representation. The model
uses the 2nd-order loss function to make the embedding vectors close to the corresponding adjacent vertices, thereby preserving the
global structural characteristics. The whole implementation was developed based on the open-source software library “Keras”,” which
is a well-known deep learning API written in Python, running on the top of the machine learning platform “TensorFlow5”.° The
dimension of vectors after embedding is 8 with 150 training epochs: alternative values of training epochs were tested (e.g., 120, 180)
but the training loss curve shows the SDNE model was under-fitting/over-fitting at the end stage. Fig. 7a gives the information of the
overall training loss (i.e., the L,; defined in equation (8)) with the best parameter settings. And Fig. 7b shows the normalized last-layer

4 https://www.orr.gov.uk/sites/default/files/2020-09/rdg-delay-attribution-review-report-2020-09-28.pdf.
5 The latest official version of Keras can be accessed through: https://keras.io/.
% The official website of TensorFlow: https://www.tensorflow.org/.
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Table 5
A list of the features used in modelling.
Feature Name of Feature Dimensions Explanation
Categories Original PCA  SDNE +
SVD
Temporal Date of Service 7 1 1 Mon., Tues., Wed., Thurs., Fri., Sat., Sun.
Features Weekday/Holiday 2 1 1 Holidays or Working days
Departure Time 1 4 4 The departure time from the origin station, calculated by the distance from
12pm midnight
Arrival Time 1 4 4 The arrival time at the terminal station, calculated by the distance from 12pm
midnight
Numerical Passenger Volume 1 1 1 The total passenger flow volume of all the stations where the train stopped
Features Total Margin 1 1 1 The total extra buffer time provided for making up the late running at all
intermediate stations
Speed Limit 4 2 2 The maximum speed the train can hold during running
Link Travel Time 192 192 192 x The average travel time on any observed edge in the network
192
Categorical Rolling Stock Type 9 1 1 Which kind of locomotive the train employed
Features Connectivity of Stations 177 177 177 x Connectivity between any two stations in the network
177
Label Feature Primary Delay 1191 5 5 Total primary delay time for the train service, categorized as 5 classes: None-
delay, Mild delay, Moderate delay, Serious delay, and Severe delay
Network Origin/Terminal/ 177 50 3 The route matrix for each train service, including its origin/terminal and
Features Intermediate Station intermediate serving stations
Table 6
A summary of quality issues identified in the dataset.
Data quality issue Corresponding features Policy
Imbalanced and small dataset Overall SMOTE resampling strategy
Temporal features are not continuous Departure Time Cyclical variable projection —Polar coordinates systems
Arrival Time
Noisy: containing outliers in Numerical features Passenger Volume Z-score normalization (feature scaling)
Total Margin
Incomplete: lacking of certain values of interest in Network features ~ Terminal Station Manually infer the missing value based on route information
Inconsistent: different formats in the same feature Rolling Stock Type One-hot encoding

Route Stations

training loss curve over the 150 training epoches. All data were split into 3 parts: 70% as the training set, 20% testing set and 10%
validation set.

Then the node embedding for all stations were obtained, represented as a (177 x8) matrix (Shown as Fig. 8), where S = 177 is the
total number of stations in TPE network and [ = 8 is the number of embedded dimensions for each station representation. Each row
represents an embedding with the value between 0 and 1. Each column gives information about the value of a specific position (the 0%
to 7™ wvalue). The reason of choosing 8 as the length of each embedding is because 2% =256 >
177 (the number of nodes in this graph) > 128 = 27 , In other words, ‘8’ is the number of digits we decided to keep in each station
embedding vector after using SDNE model, and each digit would be a float number values between 0 and 1. Imaging if we use one-hot
vectors to represents all the 177 stations, only 8 digits are sufficiently capable (binary values at each digit). If 8 output dimensions are
already enough for the simplest one-hot encoding, it should be enough for accommodating all the information in 177 station using
SDNE. Which means it is sufficient to enclose all the necessary information using 8-digit embedding.

One general trend we can easily identify from the embedding heat-map (See Fig. 8) is that, the farther the geographical distance
between two stations is (such as station 15 and station 34), the more distant the Euclidean distance between their embedded vectors
would be, and vice versa. Moreover, the spatial iteration process among stations is illustrated through the gradient color distribution.
In some parts of the heat-map, we can see that the embedding representations between adjacent stations are very similar but slightly
different, which indicates that they are mapped to very close directions in the vector space. In the real-life network, the location of
these stations are close to each other and thus their spatial distribution density is much higher than other areas (for example, Stations
0 to 10 as shown in Fig. 9 represent a set of closely embedded stations that all locating at the Great Manchester area).

Therefore, from this perspective, the SDNE model is able to well preserve both the global and local characteristics of the stations in
the TPE network.

4.3. Route embedding implementation

Having got the node embedding by SDNE, we continued to conduct route embedding. Using the SVD-based route embedding
method (Algorithm 1), we encoded the route information for all the 1191 services found in the timetable. Note that there are many
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Fig. 6. Imbalanced dataset and the corresponding resampling strategy.

Table 7
Label processing plan.
Primary delay (mins) Delay level description Indexed level
0 None 0
(0, 3] Mild delay 1
(3,10] Moderate delay 2
(10, 30] Serious delay 3
>30 Severe delay 4
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Fig. 7. Loss function curve of SDNE over training process.
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Fig. 8. Embedding vectors of 36 stations (out of 177) by SDNE.
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more train services than the possible routes as different trains can share the same route. As for determining r, the length of our route
embedding vectors, we kept 90% of the entropy information in the original matrix R(t). Based on the calculations, we find that the first
three elements in X already preserve 93% of the essential energy of the whole node embedding vector. Therefore, we set r = 3 as the

route embedding representation in our experiments.
Based on this approach, the final route embedding for each service was generated accordingly. As an illustrative example on the
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Fig. 10. 4 different service projections and the clustering results for all services.
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effectiveness and accuracy of our SDNE + SVD method in generating route embedding vectors, 4 different services from the real
network data have been selected with the aim of further validation:

Servicel: Newcastle - Liverpool Lime Street: Newcastle, Chester-le-Street, Durham, Darlington, Northallerton, York, Leeds,
Huddersfield, Manchester Victoria, Liverpool Lime Street.

Service2: Newcastle - Manchester Airport: Newcastle, Chester-le-Street, Durham, Darlington, Northallerton, York, Leeds, Hud-
dersfield, Manchester Piccadilly, Manchester Airport.

Service3: Newcastle - Manchester Victoria: Newcastle, Durham, Darlington, Northallerton, York, Leeds, Huddersfield, Manchester
Victoria.

Service4: Manchester Airport - Doncaster: Manchester Airport, Manchester Piccadilly, Stockport, Dore & Totley, Sheffield,
Meadowhall, Doncaster.

Service 1 departures from Newcastle and terminal at Liverpool, as represented by one of the sub-route of the red line in Fig. 5.
Service 2 is another service heading to Manchester Airport - very similar to the Service 1. These two services share most same dwell
stations and are slightly different on the last two calling stations. Service 3 is a subset of Service 1: all the calling stations in Service 3
exist in Service 1 however it does not stop at some intermediate stations. Services 1-3 are all running on the route group labeled in red
in Fig. 5. At last, Service 4 is totally different from Services 1-3, as it is a service selected from the route group represented by light blue
route in Fig. 5. The sequentially concatenated station sequence representations for those four services shown as Fig. 9.

Fig. 10 depicts the location of these 4 services’ route representations given by Algorithm 1 in R3. As we can see, the route
embedding of Service 1 (red point) and Service 3 (blue point) are projected very closely. Followed by Service 2 (yellow point) -
demonstrates the consistent pattern shown in the concatenated embedding. Compared to Service 3 (the subset of Service 1), it has a
relatively larger Euclidean distance from Service 1 due to they have different serving stations at the end of journey. By contrast, Service
4 is embedded remotely from all other services above, because it is a service running within another route group. It can be observed
that the SVD-based route embedding representations has highly preserved the characteristic of the network structures. Also, the
essential information for each service has been uniformly condensed into a three dimensional vector, although they have different
length and generated various sized matrices (i.e., 4 services shown in Fig. 9). Furthermore, as a strongly evidence of the accuracy of our
route embedding approach (Algorithm 1), we clustered all the 1191 services represented by the 3-dimensional route vectors using the
K-means method (Likas et al., 2003), and the result is shown in Fig. 10b. Each point in Fig. 10b represents different ‘services’ running in
the three-corridor map (i.e., Fig. 5). These ‘services’ may only run single time during the observed period or multiple times. The
clustering shows that all the 3d route embedding vectors have been automatically clustered into 3 different classes and each of them
precisely corresponds to a route group shown in Fig. 5, where Clusters 0, 1 and 2 are associated with the route groups in purple, red and
light blue respectively.

5. Delay prediction results

In this section, we report the delay prediction experiments. The 3d route-embedding was used as the feature for a train’s route, plus
other features given in Table 5 were fed into three classical supervised ML algorithms to predict primary train delays. The three ML
algorithms are: Decision Tree (DT) (Quinlan, 1987); Random Forest (RF) (Ho, 1995); Multi-Layer Perceptron (MLP) (Gardner and
Dorling, 1998). We examine the performance of our proposed SVD + SDNE framework with Principle Component Analysis (PCA) using
these three standard ML prediction benchmarks. To assess the effectiveness of SDNE + SVD, we used the cross-validation provided in
Table 8, confusion matrix (shown in Fig. 11), model accuracy (see Figs. 12 and 13), and measurements on prediction precision, recall,
and F1 score (see Fig. 14).

In cross-validation, we randomly partitioned our data set into 5 parts (or folds), ran the learning experiments on each fold, and then
computed the overall prediction power. Here, we adopt the standard measure on the prediction precision, defined as the ratio between
total true-positive instances over all (true and false) positive ones (Tang et al., 2020). The results are presented in Table 8.

The table suggests that across all the five sets of data samples, the overall prediction precisions are highest with the MLP method,
followed by RF, while DT achieved the lowest average precision scores. Comparing the two strategies, PCA and SDNE + SVD, the
averages scores on all the three ML algorithms are similar. However, if we further check the standard deviation values on both
strategies, the standard deviations from SDNE + SVD are consistently lower than that those with PCA. This result shows that the
integration of SDNE and SVD is more suitable on unseen data instances than PCA in the tested cases on all the three ML algorithms.
There is less likely that this model is overfitting during training. Furthermore, as the complexity of the prediction model increases, the
prediction performances of our proposed SDNE + SVD become more stable and reliable.

Table 8
Comparison between PCA and SDNE + SVD method: 5-fold cross validation results.
Strategy Algorithm 1-fold 2-fold 3-fold 4-fold 5-fold Average Score Standard Deviation
PCA DT 0.7198 0.7564 0.7347 0.7113 0.7381 0.7321 0.0227
RF 0.7773 0.8190 0.8084 0.7916 0.8239 0.8040 0.0174
MLP 0.8138 0.8378 0.8393 0.8150 0.8511 0.8314 0.0146
SDNE + SVD DT 0.7443 0.7537 0.7035 0.7249 0.7132 0.7279 0.0187
RF 0.8362 0.8338 0.8138 0.8196 0.7941 0.8195 0.0152
MLP 0.8436 0.8181 0.8421 0.8346 0.8313 0.8339 0.0091
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Fig. 11. Confusion matrices on three different baselines.

Confusion matrix is another commonly used tool to visualize the performance of classification algorithms. Where the model ac-
curacy is defined as the ratio of the number of correctly predicted instances to the total number of instances in the dataset. Accuracy
can be written as below as equation (9), where TP are instances correctly predicted as positive, TN contains instances correctly
predicted as negative, while FP are those instances incorrectly predicted as positive, and FN are instances incorrectly predicted as
negative:

K

" TP, + TN
k=1

Accuracy = —
> (TP + TNy + FPy + FNy)
k=1

9)

The confusion matrices from our experiments are shown in Fig. 11, where 11a, 11b and 11c are the confusion matrices generated by
DT, RF and MLP, respectively. From the matrix of decision tree (Fig. 11a) we can see that this classifier performs well on no-delay (0)
and serious delay (3) cases, where 88% and 86% accuracy outcomes were achieved respectively. However, about 41% of the moderate
delay samples were classified incorrectly as other categories.

In the confusion matrix of random forest classifier (Fig. 11b), a significant improvement of accuracy can be seen on each delay
category. Especially on no-delay (0), serious (3) and severe delay (4) samples, which reached 94%, 92% and 88% accuracy on test
dataset, respectively. For the multi-layer perceptron classifier (Fig. 11c), the prediction accuracy on each sub-category is significantly
boosted again, reflected in no-delay and serious delay cases with a higher level accuracy (96% and 94% respectively). It is worth noting
that it reaches a better balance between different delay categories.

Fig. 12 illustrates the predictive performance of four distinct experimental benchmarks across various levels of delay. In each delay
category (0-4), three consecutive bars are presented above, representing the predictive accuracy values of decision tree (DT) classi-
fiers, random forest (RF) classifiers, and multilayer perceptron (MLP) under the corresponding delay category for each benchmark
(from left to right). The three dashed lines in each subplot calculate the average accuracy of these classifiers across all delay classi-
fications, representing the classifier’s overall accuracy.

Observing these 4 bar graphs, substantial disparities in predictive accuracy are evident among different benchmarks in the pre-
diction task due to various strategies applied for processing route features. Overall, the first benchmark (excluding route features from
the model) results in the misclassification of almost all data points as either no delay or mild delay. This result makes it challenging to
derive meaningful predictive insights, as the classification pattern appears to resemble with random chance.
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Fig. 14. Precision, Recall, and F1-score for 3 different classifiers on each delay level (SDNE + SVD).

Conversely, the remaining two benchmarks fairly demonstrate how the predictive accuracy gradually improves with the updates
strategy for handling route features. From traditional methods (One-hot Encoding) to Auto-encoders (PCA), as reflected across all three
classifiers. Notably, in our proposed framework, SDNE + SVD, when horizontally compared to its two competing benchmarks, all three
classifiers exhibit superior predictive performance and higher average accuracy over five delay categories.

Furthermore, the histograms suggest that different classifiers hold various prediction capability on particular delay level. For
example, if we pick up our SDNE + SVD model, apart from the mild delay, MLP classifier is consistently outperforming than other two
classifiers. Another trend we can find is: compare to DT, MLP classifier receives a more stable and reliable prediction accuracy with
lower performance fluctuation among all five classes, but the average accuracy is higher (87%). In order to furtherly make comparison
explicitly over these four benchmarks, we exclusively choose the best performing predictor (MLP) for discussion in Fig. 13.

The histogram in Fig. 13 gives the information about to what extent the proposed SDNE + SVD framework achieve a better per-
formance over other benchmarks (MLP as example). On each delay level, from left to right, bars with different colors denotes the
prediction accuracy on the applied strategies of ‘Without Route features’, ‘One-hot Encoding’, ‘PCA’, and ‘SDNE + SVD’, respectively.
From the bar chart we can see, SDNE + SVD is consistently outperforming over other three benchmarks on delay levels of (0), (2), (3)
and (4), while maintain a similar accuracy result on mild delay (1) with other two competitive models. Especially, SDNE + SVD
demonstrate it advantages on predicting the cases of moderate delay and severe delay. Due to these two categories are more likely to be
wrongly classified as neighbor categories by the benchmarks.

Since all the candidate classifiers are supervised learning-based model, we use three different measures of effectiveness, namely,
Precision, Recall, and F1-score, for further validating the performance of SDNE + SVD model on each delay category. Before that, we
need to briefly give the definitions of these three measures as equation (10)-(12):

K
> TP
p (precision) — e (10)

> (TP« + FPy)
s

-

K

S TP

k=1
P (recall) =
S (TP¢ + FNy)
k=1

an
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Recall is a ratio represents the fraction of correctly predicted instances over the number of the ground truth positives cases, while
the precision indicates the proportion that correctly predicted instances take account the overall predicted positive observations. The
relationship between them is one increases then another one drops. The assessed model would under-perform if either of them is
significantly lower than another one. In practice we generally want to achieve a trade-off between them. F1 score is then introduced for
further evaluation and validation. F1 score conveys the balance between the precision and the recall and it can be computed by the
following formula.

F1 (score) = 2;:_#}{1{ (12)

Fig. 14 gives the information about to what extent each category (i.e., None delay (0), Mild delay (1), Moderate delay (2), Serious
delay (3) and Severe delay (4)) has been effectively predicted on the three different baseline models. Precision calculates how many
train services are correctly predicted among all predictions made on this category. Recall tells us how many instances have been
correctly identified among all real train services that should belong to this category. In fact, we are aim to reduce relative impacts of
both these two types of errors on our use-case. Such that a model with higher F1-score is more desirable in our perspective. The less of
differences between Precision and Recall among the predicted categories, the better the algorithm is. From this perspective, the Multi-
Layer Perceptron Classifier perform perfectly on balancing Precision and Recall. On the opposite, Decision Tree and Random Forest
Classifiers are more fluctuated on the Precision/Recall measures.

Table 9 shows that our method achieved an improvement in overall prediction accuracy over the baselines in the dataset, and
reached 86.80% on the best performing model. Fig. 15 gives the information about the overall training time of our method is
significantly lower than that of competitive method on every benchmark, and a trend of huge decline of necessary computational
efforts after implementing SDNE + SVD method can be seen. The model running time efficiency on the most accurate predictor (MLP)
is improved on the level of 490% - from 1417s to 289s - see the green line in Fig. 15. Which means the delay status of each unknown
train service is promisingly to be calculated within 0.24s, even if we migrate it to a brand new dataset and the model needs to be re-
trained.

6. Conclusions and future work

In this paper, we proposed a novel method, namely “SDNE + SVD Embedding”, to accurately represent train routes as short vectors
(of length 3) as an important train feature to further conduct primary delay prediction using supervised ML. It is the first time that train
routes (as paths in a graph) are embedded for the purpose of delay prediction. To capture the highly complex network topology in-
formation of the considered railway network, we use first-order and second-order proximity to characterize the local and global
network structure. The embedded station representations are able to preserve both local and global structures. We empirically
evaluated the generated route representations in a real-world example based on the rail network of TransPennine Express. The results
show that our model outperforms the competitive method PCA, plain One-hot Encoding in terms of overall prediction accuracy and
total training time.

Based on the experiments conducted on services extracted from a real-world train network, the following observations were
delineated: Firstly, it is believed that the provided operational records and primary delay data exhibit superior fitting capabilities when
they are fed to more intricate ML models such as MLP and RF. Subsequently, the implementation of SDNE in conjunction with SVD for
route embedding yields comparatively enhanced prediction accuracy, specifically in predicting the no-delay instances and serious/
severe delay cases, as opposed to the utilization of PCA. The overall predictive accuracy exhibited an incremental trend in the
implementation of SDNE + SVD. Thirdly, the temporal requirement for the convergence of the ML models has been substantially
diminished thanks to SDNE + SVD. It generally took over 20 min for training the models if we used the PCA method. While the training
time decreases to less than 5 min using SDNE + SVD.

An important aspect that cannot be ignored is that more insights of the vital element of connectivity between routes that share
common transfer stations should be introduced in this study. Unfortunately, due to the current study is completely constructed upon
the acquired TPE dataset and they failed to provide us more information about transfer stations and passengers who transfer at these
vital connectivity stations. Additionally, sometimes, passengers may also would like to know how much delay their train will expe-
rience at a particular station. However, the current work is limited to predicting the generalized delay for a train. Various real-world
network features, such as historical delay times at every station a train passed, should be included to predict delay time at intermediate
stations. Moreover, the current work only focuses on primary delays, however, exploring delay propagation mechanisms between
different train services is important in explaining the determinants of delay occurrence (Huang et al., 2024). In future work we would
aim to 1) consider the significance of those transfer stations and delve deeper into transfer station dynamics, by taking the best
advantage of the available dataset where possible, 2) further refine the granularity of forecast results to transition from crude esti-
mation to more precise and customized prediction, 3) As the experiment results shows, current study that utilized graph-embedding

Table 9

Comparison between PCA and SDNE + SVD method: Overall accuracy.
Strategy PCA SDNE + SVD
Algorithm DT RF MLP DT RF MLP
Overall Accuracy 76.68% 82.09% 83.89% 77.40% 84.59% 86.80%
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Fig. 15. Comparison between PCA and SDNE + SVD method: training time reduction.

techniques and ML predictors demonstrated the feasibility and effectiveness of incorporating both ‘route-based’ characteristics and
historical train service delay records (i.e., origin, destination, departure/arrival times, rolling stock type etc.) into the ‘generalized
primary delay’ prediction framework. However, due to the nature of all the primary delays are highly incident-dependent — We
appreciate the potential benefits of incorporating additional incident factors and weather to further enhance our predictions. To refine
this, we have decided to include some of these factors (i.e., weather, failure in equipment or infrastructure) into our future secondary
delay paradigms rather than in the current study. Specifically, we intend to look into the correlations between primary delays and
secondary delays, and the propagation patterns of secondary delays using graph embedding based approaches.
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Appendix

Conventional Feature Engineering Techniques

In Section 2, we introduced that graph embedding is a powerful and versatile technology for dimensionality reduction. In fact, apart
from the graph embedding techniques, two traditional and more generic dimensionality reduction techniques have been commonly
used in feature engineering processes - One-hot encoding (Harris and Harris, 2010) and Principle Component Analysis (PCA) (Wold
et al., 1987). Most machine learning models require the input data to be processed to a matrix format (known as “tensor”) before it can
be fit to them. One-hot encoding is a method of converting categorical data into matrix format such that the data can be directly
understood by machines. Each categorical value is transformed into a new categorical column under one-hot encoding, and each
column is given a binary value of 1 or 0. The index is designated with a 1 and all of the remaining values are 0. An example is provided
in Fig. 16: As we can see, 11 nodes and 10 edges are in this network. Each station (node) is assigned a unique number beside them.
Black nodes in this graph represents stations and the lines connect two stations represent the tracks between them (see Fig. 16a.
Single-line or multi-line railway is considered as one edge in this model). The spatial relationships between these stations are shown as
well. In the one-hot matrix on the right hand side (see Fig. 16b), a ‘1’ represents that there is a visible edge between the corresponding
two stations while 0 indicates no connection. And then the topology of this network can be described in the matrix form.

However, in most circumstances, one-hot encoding is not an optimal solution for representing network features due to the curse of
dimensionality (Indyk and Motwani, 1998). Imagine a given network with hundreds/thousands of railway stations and edges.
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Apparently it is not desirable to represent all the nodes and connectivity status with a one-hot matrix of excessive dimensions but
sparse on the essential information. Firstly, if we have more features than observations, we run the risk of massively overfitting our
model and this may result in poor sample performance at the end. Secondly, when there are too many features, outputs of the ML-based
models may become harder to cluster. That is, too many dimensions cause every encoded station to appear equidistant from each other.
Then all the observations appear equally alike and no meaningful clusters can be formed. Lastly, with the growth of the size of encoded
matrix, computational efficiency and feasibility will decrease. Due to its poor performance in large-scale networks and the potential
risk of dimensionality explosion, we will not implement this encoding strategy on network topology features. Instead, we find that
applying one-hot encoding only to those low-dimensional categorical features such as “Type of Rolling Stock” will be still acceptable.

Scarborough (8)

York (7)

Leeds (5)

Garforth (6}
Selby (9)

Hull (10)
Dewsbury (4)

Huddersfield (3) 10 0 0 0 0 0 0 0 0 0 1 0

Manchester Victoria (0)

Stalybridge (2)
Manchester Piccadilly (1)

(a) an 11-node network (b) one-hot representation for the 11-node
network

Fig. 16. The process of converting network nodes into one-hot matrix.

PCA is defined as a technique for data analysis and pre-processing. It converts the original data into a set of linearly independent
representations on each dimension by linear transformation algorithm. And it is commonly used to extract the main feature com-
ponents of data vectors and thus reduce data dimensions. Table 10 below gives the PCA algorithm we applied in this study:

From the actions of calculating eigenvalues into a separate matrix and taking the highest d dimensions we can see, PCA is char-
acterized as an orthogonal linear transformation that shifts the data into a new coordinate system such that the largest variance by
some scalar projection of the data comes to lie on the first coordinate (referred to as the first principal component), the second largest
variance on the second coordinate, and so on. From this perspective, as a rather good feature engineering technique, PCA already been
successfully applied to dimension reduction and performance improvement on the task of image classification (e.g., Nasution et al.,
2018; Uddin et al., 2021). Although PCA greatly avoids the curse of dimensionality and improves the computation speed compared to
one-hot encoding, one of the drawbacks is that the influence power of outliers will be magnified and the model is likely to overfit.
Similar with the pruning challenge in decision tree (Wang et al., 2010), how we reduce the dimensions into a reasonable range (neither
too wide or small) is a challenging task - if it is too large then the potential of this algorithm would be wasted but if it too small then PCA
would not capture enough information and its power will be undermined. Another disadvantage of PCA in our route representation
problem is its poor interpretability, since data processed by PCA often lack intuitive meanings. It is found that our graph embedding
based approach offers considerably better interpretability as evidenced by K-means clustering (see Section 4.3), where each route
under our embedding is precisely clustered as a point reflecting the similarities of the routes.

Table 10
Algorithm 2: Principle Component Analysis

Input: Training set D = {x7,X2,...,Xm }, where each sample has n dimensions. Target Dimension d

Output: Transformed Matrix W
Transpose D to X, where the shape of X isn x m
fori=0ton

for each x; in X

Xj = Xi1 + Xig + ... + Xim/m

end for
end for
Calculate the covariance matrix C = XX /m
Calculate the eigenvalues of the covariance matrix C and the corresponding feature vector

(continued on next page)
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Table 10 (continued)

Arrange the eigenvectors into a matrix in rows according to the size of the corresponding
eigenvalues

Take the first d rows as matrix P

W =PX

Introduction of Singular Value Decomposition

SVD performs the matrix decomposition by extracting the most essential information (called ‘singular values’) in the original
vector. By using SVD we are able to represent the original dataset by a much smaller dataset, such that the noise and redundant in-
formation are significantly reduced. From this perspective, SVD can be regarded as a process of extracting the most relevant features
from a set of ordered node embedding. SVD decomposes the original matrix D into three separate sub-matrices: U, X and V', with the
size of m x m, m x n and n x n, respectively:

Dinsn = Unixm ® Zimxn ® VTX,[ (13)

n

The decomposition process above will generate a matrix ¥ with only diagonal elements (see Fig. 17). One of important charac-
teristics of this matrix is that its diagonal elements are arranged from the largest value to the smallest. Similar to the eigenvalues and
eigenvectors we introduced in PCA method, these diagonal elements are the singular values we aim to obtain, and they correspond to
the singular values (highly condensed essential information) in the original data matrix. We can also find that after the r-th singular
value (wherer < nis the number of non-zero values in %), other following singular values are all set to 0. This means that there are only
r important features in the original matrix D, while the rest of the features are all noise or redundant features.

Fig. 17 illustrates the process of our route embedding approach using SVD. The singular values can be interpreted as a measure of
the total essential information contained in the matrix R(t). In this case, each R(t) is equivalent to concatenated sequential node
embedding representations (i.e., the right hand side matrix of Fig. 3). SVD breaks down this matrix into smaller components. These
singular values represent the most important parts of the original matrix, and they contain all the essential information needed to
reconstruct the whole matrix.

1.00 .
Dgcpexs X epexs
0 0
0.75
1 1
2 2
6% 3 UeRrsxs 3 VT epix4
4 g 4
—
; = X X
0.25
6 4 6
7 6 7
0.00 0 2 0 5 0 2 0 2

Fig. 17. Visualization of Singular Value Decomposition where m = 8 and n = 4.
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