UNIVERSITYW

This is a repository copy of Building robust surrogate models of laser-plasma interactions
using large scale PIC simulation.

White Rose Research Online URL for this paper:
https://eprints.whiterose.ac.uk/id/eprint/223889/

Version: Published Version

Article:

Smith, Nathan, Lancaster, Kate orcid.org/0000-0002-0045-9909, Morris, Stuart et al. (2
more authors) (2025) Building robust surrogate models of laser-plasma interactions using
large scale PIC simulation. Plasma Physics and Controlled Fusion. 025013. ISSN 1361-
6587

https://doi.org/10.1088/1361-6587/adalf5

Reuse

This article is distributed under the terms of the Creative Commons Attribution (CC BY) licence. This licence
allows you to distribute, remix, tweak, and build upon the work, even commercially, as long as you credit the
authors for the original work. More information and the full terms of the licence here:
https://creativecommons.org/licenses/

Takedown
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request.

\ White Rose .
university consortium eprints@whiterose.ac.uk
/,:-‘ Univarsies of Leeds. Sheffield & York https://eprints.whiterose.ac.uk/



mailto:eprints@whiterose.ac.uk
https://doi.org/10.1088/1361-6587/ada1f5
https://eprints.whiterose.ac.uk/id/eprint/223889/
https://eprints.whiterose.ac.uk/

Plasma Physics and
Controlled Fusion

&%, PURPOSE-LED
“w§# PUBLISHING™

PAPER - OPEN ACCESS

Building robust surrogate models of laser-plasma
interactions using large scale PIC simulation

To cite this article: Nathan Smith et al 2025 Plasma Phys. Control. Fusion 67 025013

View the article online for updates and enhancements.

You may also like

- Exploring the use of low-temperature

atmospheric plasma polymerization for the
reduction of parasitic currents in type-II

superlattice devices
R Gillies, K McKay, K Asku et al.

- Electron collision cross sections and

electronic states of BH: an R-matrix study

for fusion edge plasmas
K Chakrabarti, N Mukherjee, A

Bhattacharyya et al.

- Special Issue on the 27th Workshop on

MHD Stability Control. a joint US-Japan
workshop
Jeffrey P Levesque

This content was downloaded from IP address 217.155.106.162 on 28/02/2025 at 10:32


https://doi.org/10.1088/1361-6587/ada1f5
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fa
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fa
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fa
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fa
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fd
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fd
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fd
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fd
https://iopscience.iop.org/article/10.1088/1361-6587/ada1fd
https://iopscience.iop.org/article/10.1088/1361-6587/ada1f4
https://iopscience.iop.org/article/10.1088/1361-6587/ada1f4
https://iopscience.iop.org/article/10.1088/1361-6587/ada1f4

OPEN ACCESS
I0OP Publishing

Plasma Physics and Controlled Fusion

Plasma Phys. Control. Fusion 67 (2025) 025013 (9pp)

https://doi.org/10.1088/1361-6587/ada1f5

Building robust surrogate models of
laser-plasma interactions using large

scale PIC simulation

Nathan Smith'*

! York Plasma Institute, University of York, York, United Kingdom

, Kate Lancaster', Stuart Morris?, Chris Arran'

and Chris Ridgers'

2 Department of Physics, University of Warwick, Coventry, United Kingdom

E-mail: Nathan.Smith@york.ac.uk

Received 16 September 2024, revised 20 November 2024
Accepted for publication 20 December 2024
Published 10 January 2025

Abstract

®

CrossMark

As the repetition rates of ultra-high intensity lasers increase, simulations used for the prediction
of experimental results may need to be augmented with machine learning to keep up. In this
paper, the usage of Gaussian process regression in producing surrogate models of laser-plasma
interactions from particle-in-cell (PIC) simulations is investigated. Such a model retains the
characteristic behaviour of the simulations but allows for faster on-demand results and
estimation of statistical noise. A demonstrative model of Bremsstrahlung emission by hot

electrons from a femtosecond timescale laser pulse in the 10?° — 10> Wem ™2 intensity range is
produced using 800 simulations of such a laser-solid interaction from 1D hybrid-PIC. While the
simulations required 84 000 CPU-hours to generate, subsequent training occurs on the order of a
minute on a single core and prediction takes only a fraction of a second. The model trained on
this data is then compared against analytical expectations. The efficiency of training the model

and its subsequent ability to distinguish types of noise within the data are analysed, and as a

result error bounds on the model are defined.

Keywords: laser-plasma interactions, laser-solid interactions, Bremsstrahlung, machine learning,

Gaussian process regression

1. Introduction & Background

With next-generation high-intensity, high-repetition rate laser
facilities set to begin operation soon, multiple new avenues for
research in high intensity laser-matter interactions and avail-
able secondary sources are beginning to open [1]. High repeti-
tion rates allow for vastly larger scale explorations of the avail-
able parameter spaces [2]. With both high intensity and high
repetition rates, large parameter scans can be done to study
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further distribution of this work must maintain attribution to the author(s) and
the title of the work, journal citation and DOI.

unexplored regimes such as strong field QED [3-5], sophist-
icated manufacturing methods can be used in industry [6, 7],
and production of secondary sources allows for imaging of
other systems [8]. Alongside this, it would be beneficial to
have quick, efficient models to both predict the outcomes of
experiments using these lasers and find optimum sets of para-
meters for them.

The standard method of modelling high-intensity laser-
plasma interactions is through particle-in-cell (PIC) and
hybrid-PIC simulations, however these are typically too slow
for in-situ modelling and have inherent variability due to stat-
istical noise. The latter can be improved through convergence
testing, however this further increases the computational cost
of performing simulations. Because of this, we are interested
in developing a surrogate model, where simulations are done
across the relevant parameter space up-front, from which a
model is created that can be used to estimate the result of a PIC

© 2025 The Author(s). Published by IOP Publishing Ltd
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simulation, as well as an associated uncertainty on the result,
at any set of parameters within that space. Important to note
is that this is an interpolative system, and as such is limited
to the region simulated, quickly giving results with large error
bars as the input moves outside the region. Surrogate mod-
els such as this can be made with many different approaches,
and are used in the many fields that require extensive use of
computationally-intense simulation, namely engineering [9].
In the case of laser-plasma interactions, a surrogate model
should (1) be far quicker than an equivalent PIC simulation
of the system, (2) reliably interpolate a sparse dataset to pro-
duce accurate models and (3) produce reliable estimates of the
error, both due to the statistical nature of the underlying simu-
lations and due to the sparse sampling of the parameter space.

Previous work in this field has looked at using such meth-
ods for optimization and control of experiments, for instance
in maximising the generation of synchrotron radiation in laser-
solid interactions [10, 11], modelling the properties of electron
bunches in laser wakefield acceleration [12] and calculating
emission probabilities for the Breit—Wheeler process [13]. Our
work focuses on generalising this approach using Gaussian
processes, and from it developing a methodology to use in the
future for approximate modelling of laser-plasma systems. We
believe this methodology, especially following planned fur-
ther development, is an elegant solution to the problems posed
above, notably in the treatment of noise and uncertainty in the
system.

In this paper we produce a surrogate model based on the
results of large scale hybrid-PIC simulations of a laser-solid
interaction, and evaluate this based on its ability to repro-
duce known results, the quantification of statistical uncertainty
across the parameter space, and how these qualities vary with
hyperparameters of the underlying simulations, namely res-
olution. To test the efficacy of the method, we looked at the
physics of bremsstrahlung emission in a plastic target. This
was chosen due to this setup having simple scaling laws for
the total bremsstrahlung radiation generated allowing for easy
comparison, as well as the comparative ease of simulating the
system.

The rest of this section, 1.1, covers the physics behind
bremsstrahlung emission and introduces some simple scaling
laws which we expect our model to be able to reproduce. In
section 2 we cover specifics of the system being looked at and
how it is simulated, followed by how the resulting surrogate
model is created through a Gaussian process regression (GPR)
method. In section 3 we cover the overall features of the res-
ultant dataset and the surrogate model produced from it. We
also cover variations of this surrogate model resulting from
changes to the simulation set-up, to analyze how robust this
method to such changes and the statistical nature of PIC simu-
lation. Finally in section 4 we look at the utility and efficiency
of this approach to modelling laser-plasma interactions, and
on how future work could expand on this to make use of the
scheme in experiments of a similar nature.

1.1. Bremsstrahlung

Bremsstrahlung is the radiation produced by charged particles
interacting with the electric fields of nuclei, and a full semi-
classical description of the process can be found in [14]. In
our case, bremsstrahlung comes in the form of x-rays emitted
by accelerated electrons as they travel through and are decel-
erated by the atoms and ions in the target material. A fraction
of the electrons at the front surface of the target will be accel-
erated by the laser pulse to much higher energies than the rest
of the electron population and are known as ‘hot’ electrons.
Each of these electrons, with mass m., have an energy ¢ that
approximately follows an Boltzmann distribution with a mean
given by

eE()

ap = ) (H
MeCWL

(€) = agmec?,

where ay is the normalized laser amplitude, Ey is the peak elec-
tric field strength and wy is the angular frequency of the laser.
Assuming a constant laser-to-electron conversion efficiency
Ni—e(this parameter generally varies slowly with the system
parameters as well as surface geometry, typically reaching val-
ues on the order of 10% — 30% [15], but is kept constant at
M—e = 0.3 in our simulations), this means that the total num-
ber of hot electrons injected by a constant laser intensity /g
incident on an area dA for a period T is given by

_ IyTn—sc0A
(€)

At the laser intensities looked at in this study ap > 1 and so
our hot electron population is relativistic. In such a situation,
the differential radiation cross section for an electron travelling
within a material with atomic number Z is given in CGS units

by
233
log <Zl/3) ) 3)

where w is the frequency of the emitted photon and  (w) is the
sum of all possible cross sections for emitting a photon of fre-
quency up to w, multiplied by their respective radiated energy.
In equation (3) we have assumed the screening of the electric
field of the nuclei by their surrounding electrons to be com-
plete, as in [14], and thus the cross section becomes constant
with the frequency, which occurs for very high electron ener-
gies. It should be noted that this only holds for frequencies up
to a certain value, wp,y, Which approximately corresponds to
the total energy of the electron, Awpm,x ~ € = yhec?.

We can integrate this cross section for all frequencies up
to the maximum frequency and multiply the material number
density #; to find the energy radiated per unit distance travelled
by the electron as
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In the case of both screened and unscreened cross sections,
the result scales with the total energy of the electron. Finally,
we can see that this emission will continue for as long as the
electron travels through the material, and so we expect more
Bremsstrahlung emission for large target depths. From this we
can infer some simple scaling laws we expect any model we
produce to follow.

n X nilol/zd. 5)

This simple model can be used to benchmark our final model to
see if it matches expectations. Note that this does not take in to
account other energy loss effects and simplifies some elements
of the physics (such as the assumed total screening), and so the
the actual scaling of our model with these parameters will not
be exact. Additionally, equating the electron path length with
target depth is not entirely accurate, as refluxing at the target
edges will increase the electron path length, albeit with some
energy loss at each scattering.

2. Methodology

Our study was performed in two stages; first, 800 simulations
of a laser solid interaction were performed using the 1D ver-
sion of Hybrid-EPOCH, a PIC code where the material and
its cold electrons are treated as a background field rather than
as a set of ion and electron macro-particles. This significantly
speeds up computation times by allowing a lower resolution
to be used and only needing to track the hot electron popula-
tion. This code is described further in [16] and is an extension
to the full-PIC code EPOCH described in [17]. This set was
repeated with differing grid resolution. Secondly, these data-
sets were used with a Gaussian Process regression framework
to create surrogate models, which are then evaluated based on
the bremsstrahlung physics laid out in (1.1).

2.1. Simulation set-up

Our simulation setup consists of a 1D space filled with plastic,
modelled by uniformly distributed Carbon and Hydrogen in a
1 : 2 ratio, respectively. The size of this space is the depth of
the target d, while the densities of the two material components
sum to the total number density n;. The incident laser is not dir-
ectly simulated, instead electrons are injected into the simula-
tion space directly with properties that are based on the given
laser parameters. These electrons are initialized with energies
following a Boltzmann distribution such that the probability
density function of the electron energies, p(e), is given by

ple) = éexp (—é) , (©)

where the mean electron energy (e) is equal to that given
in equation (1). The definition of the normalized field amp-
litude can be rewritten as ay = 8.5 x 10~61/Iy\2, where I, is
the laser intensity, and A is the laser wavelength. The incom-
ing laser has a 800 nm wavelength. The number of electrons

Table 1. Variable simulation parameters, the limits used for them
and the units of each.

Parameter Minimum Maximum Units
Intensity 10% 10% Wem ™2
Pulse length 1 1000 fs
Target depth 1 100 pm
Number density 10% 10% m3

injected per time step matches the laser’s Gaussian-shaped
temporal intensity profile, with starting and end cut-offs two
standard deviations in both cases from the intensity peak. This
standard deviation (i.e. the pulse timescale) is set as the ran-
dom parameter 7, and so the laser time profile has a FWHM
of 2.3557. Due to the 1D nature of the simulations, no spa-
tial profile is used for the laser/electron injection, with sim-
ulation properties assumed to be uniform in the unsimulated
transverse dimensions by the code. Macroparticles are there-
fore weighted assuming that each 1D cell represents a 3D cell
with transverse extents of 1 m.

In a typical laser plasma interaction, the hot electrons are
ejected out of the rear of the target in greater numbers than
ions. This results in a charge imbalance and thus creates an
electric field at the rear of the target (called the sheath field)
that accelerates ions and reflects many of the hot electrons
back in to the target with some energy loss and scattering [18].
As this requires ions to be simulated, this effect can not be dir-
ectly simulated in hybrid-EPOCH, so instead its effects are
approximated by use of TNSA boundary conditions. These
have three defined parameters; an escape energy, scattering
energy loss, and scattering angle. The electric field strength,
and as such the energy required to escape the target, is pro-
portional to the hot electron temperature, and so the escape
energy parameter is calculated as proportional to the mean
electron energy, up to a constant kes., which is defined as 1.5
in these simulations. The scattering energy loss is calculated
in the same manner, but with a proportionality constant of
rktnsa = 0.0027. The scattering angle is kept at a constant 20°.
These choices are based on previously done standard EPOCH
simulations [16] and are discussed further later.

There are four parameters of interest that are varied from
simulation to simulation. These are listed above in table 1.
Each parameter is sampled from a log-uniform distribution
between their listed maxima and minima. The hot electrons
in each simulation emit high energy photons, the dynamics
of which are frozen so that they do not leave the simulation.
Additionally, while the simulation is only 1D, the photons
and electrons have momentum calculated for all three spatial
dimensions. The electron dynamics and Bremsstrahlung emis-
sion are simulated for 0.5ns in all simulations.

Additionally, at each point sampled in parameter space the
simulations were performed twice, once with 40 nm grid spa-
cing and once with 100nm spacing, in order to investigate
the effect on the resulting surrogate model when using sim-
ulations with lower resolution and as such increased noise.
The timestep used in these simulations is calculated as the
time taken for light to traverse a single cell multiplied by 0.8,
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and is kept constant throughout the simulation. As such the
40nm and 100 nm simulations have timesteps of approxim-
ately 0.107 fs and 0.267 fs, respectively.

2.2. Modelling the results

The collected simulation data is used to fit a model via GPR.
Gaussian processes are a generalisation of the Gaussian distri-
bution, where functions themselves are sampled. This can be
viewed as the limit of a multivariate gaussian distribution as
the number of variables is taken to infinity, where each variable
reflects the value of the function at some point. This effect-
ively produces a probability distribution of possible functions.
In this generalisation the covariance matrix of the distribution
becomes what is known as a kernel function, k(x;, xj), relating
how correlated the value of a sampled function at a point x;,
is to that at another point x;. The choice of this function will
determine the form of any function sampled from the result-
ant Gaussian process. When datapoints are observed, a con-
ditional distribution is calculated from the overall distribution
(called the prior distribution in the manner of Bayesian infer-
ence) using the observed values, giving a new Gaussian pro-
cess (i.e. the posterior) that accounts for the new observation.
Furthermore, the hyperparameters of the kernel function are
optimized using this observed data, varying them such that the
log marginal likelihood of observing the set of datapoints is
maximised.

In this study, Gaussian processes were used to model
the variation of laser-to-Bremsstrahlung conversion efficiency
across the parameter space for a simulated laser-solid inter-
action. We expect this to be a slowly varying function where
values are locally correlated but with some amount of noise
present. Because of these requirements our model made use
of a square exponential function kernel with an added white
noise kernel to account for the noise present in the simulations.
The resulting kernel function between two points in parameter
space Xx;,Xj is given by

[xi — x;/?

k(xi,xj):azexp(— T )+W5(Xi,xj), @)

where d(a,b) is a function that equals unity when a =b and
zero otherwise, and a,/ and w are the kernel hyperparamet-
ers, representing function magnitude, length scale and noise
respectively. These hyperparameters are those optimized dur-
ing fitting to find the Gaussian process which produces func-
tions that best match the data. In addition to the kernel hyper-
parameters, an error on the training data can be defined
with the parameter «.. This acts similarly to the white kernel
described above but is added solely for the correlation at train-
ing points, and is used in cases where target data has some
uncertainty but the underlying function is not expected to be
noisy.

The conversion efficiency, i.e. the total energy of
Bremsstrahlung photons produced divided by the total input
energy, is used as the output of the model. The model itself is
logarithmic in nature, taking the logarithm of the input para-
meters and giving the total energy and relevant uncertainty

in logarithmic form. This is due to the widely varying values
of the parameters and resultant amount of Bremsstrahlung
emission. The assumed uncertainty, «, on data points for fit-
ting (as the true uncertainty is something we wish the model
to produce) is tuned to prevent over fitting of the Gaussian
process to the data. Below a critical value there is a trade off
between uncertainty in the data points and that from the white
kernel, while above the critical value the model overestim-
ates the error in the simulations. Following training of the
model, expectation values and the variance of our parameter
of interest can be found at any point within the parameter
space. Further information on the exact details of Gaussian
processes can be found in [19].

Separate models are fitted for differing numbers of grid
cells, differing numbers of data points and across many val-
ues of « in order to investigate the efficacy of the method.

3. Results

The Simulations were run over multiple parallel jobs on the
Viking?2 cluster. The number of processing cores used by each
simulation varied based on the simulation parameters. In total
the 40 nm set required 84 000 CPU-hours whilst the 100 nm
set took 14 000-CPU hours. Once all simulations were com-
pleted, the total energy emitted as bremsstrahlung is calculated
from the sum of photon energies multiplied by the weights of
their respective particles. The total Laser energy is calculated
assuming a uniform 1 X 1m spatial distribution for the laser
pulse for consistency with how macroparticles are weighted
by the 1D code. The ratio between these two values is then cal-
culated as the Laser to Bremsstrahlung conversion efficiency.
Figure 1(a) shows how this conversion efficiency varies across
areduced form of the parameter space.

3.1. Gaussian Process model

The dataset summarised in figure 1(a) was used to fit a GPR
model. With a point uncertainty of o = 10710 (effectively cer-
tain conversion efficiencies) and a training set of 800 simula-
tion data points, the parameters of the optimized kernel func-
tion were found to be a =1.014,/=2.377 and w=1.21 X
1073, This training process took 82 s, with subsequent predic-
tion of 10000 datapoints requiring 0.7 s, both on a single CPU
core. The convergence of these parameters as the number of
simulation data points increases is shown in figure 2.

Additionally, how the accuracy of the model improves in
this scenario has been investigated using an additional set of
80 simulations. These are within the same parameter space as
the training data, and have been generated in the same manner
using a cell size of 40nm. The predictions of the Gaussian
process at the parameter values of this test data are compared
against the calculated simulation values using the coefficient
of determination,

_ @rue)2

R2: _Z(T/l 21 , (8)

i O-tl’l] €
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Figure 1. Plots of the conversion efficiencies calculated at randomly sampled points across the simulation parameter space, for the same
parameters in simulation with (a) 40 nm grid cells and (b) 100 nm grid cells. Pulse length is omitted from the plot axes as the conversion
efficiency was found to not vary with this. Peak laser intensity is across the x-axis while the product of the target depth and target density is

across the y-axis.
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Figure 2. Convergence of the three kernel hyperparameters a,/ and w in plots (a), (b) and (c), respectively.

true

where n; and 7™° are the predicted and simulation calculated
conversion efficiencies for set of parameters i, respectively,
and o2, is the variance of the simulation calculated conver-
sion efficiencies. A result of R? = 1 indicates a model that per-
fectly predicts the simulation results, while R*> =0 indicates
one which exclusively returns the mean value of the true data,
with R? < 0 in the case of a model performing worse than this.
The results as the number of training samples increases, given
in the form of the proximity to 1 as a measure of the model
error, are given in figure 3. It should be noted that this coef-
ficient of determination is calculated directly from the model
outputs, i.e. in logarithmic space, and so the values calculated
may not completely reflect those in real space.

As the target uncertainty « is an undetermined parameter
of the dataset and will have an impact on the calculated white
noise of the model, a logarithmic scan of « is done to investig-
ate how the resulting surrogate model changes. The optimum
white noise kernel for each value of alpha is shown in figure 4.
From this we can see that below a critical value, « and the noise
present in the surrogate mode, d, will sum to this critical value,
which can as such be considered to be the ‘true’ noise of the
dataset used. Above this value, the model could be considered

to be underfitting the data, however the mean prediction does
not change significantly.

The full model outlined at the start of this section has
been used to produce predictions of conversion efficiency for
full scans of each of the four parameters. These are shown
in figure 5, where each parameter is scanned over while
the other three parameters in each instance are kept fixed.
Without accounting for any other effects, the maximum pos-
sible conversion efficiency in the simulation set up is n =0.3,
i.e. the laser-to-electron efficiency, corresponding to all elec-
trons emitting the entirety of their energy as bremsstrahlung.
This will not be reached however due to multiple other effects.
The nature of the TNSA boundaries used will mean approxim-
ately 22% of electrons will escape the simulation quickly, and
some energy will be lost by all electrons upon reflection by
the TNSA boundaries. Additionally, other energy loss mech-
anisms are dominant for low energies and so we expect much
lower conversion efficiencies, especially for a small Z value.

The variation of conversion efficiency with the different
parameters is quantified by fitting scaling laws to the mean
prediction across a scan of the parameter of interest. This
can only be done for the low-emission end of the scale, as
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for three of the four parameters the conversion efficiency
begins to tend to a maximum as the parameter increases.
The calculated fits are shown alongside the sample scans in
figure 5.

The behaviour of model with changing pulse length
matches expectations; a longer pulse length just increases the
number of electrons and total energy, without changing the
electron dynamics greatly. Because of this, the conversion effi-
ciency is mostly flat. For very small pulse lengths, the total
number of injected electron macroparticles is comparatively
low due to the pulse length approaching a similar scale to the
simulation time step. As such statistical noise will increase,
resulting in the high error in this region.

3.2. Variation with simulation hyperparameters

The model above is trained on simulations using 40 nm wide
cells. To test how differing simulation resolutions change the
results, the simulations were repeated at the same points in
parameter space with grid cell sizes of 100 nm. The conver-
sion efficiencies calculated for this are shown in figure 1(b).
These are, generally, very similar to the efficiencies calculated
for a smaller cell size. When a GPR model is fitted to this data,
the kernel hyperparameters are found to have an optimum of
a=1.260,1=2.900 and w = 2.23 x 10~3. From this we can
see a relatively small change in the main shape parameters,
with a more significant change in the noise parameter, with it
increasing by a factor of approximately 2.34. The overall trend
seen in the previous dataset as « is varied, that being that the
white noise parameter and alpha sum to a constant value, is
also seen here but with an appropriately larger ‘true noise’, as
shown in figure 4. Convergence of the model however occurs at
approximately the same number of total simulations, with dif-
fering parameters following convergence, as shown in figure 2.
This seems to indicate that despite the increased noise, a con-
sistent model can be still be reached quickly with lower res-
olution. Finally, as can be seen in figure 3, model accuracy
experiences the same increase after approximately 10 sim-
ulations, however following this the calculated error in the
model decreases much slower than in the higher resolution
simulations.

4. Discussion

In the study of laser-plasma interactions, PIC codes are a ubi-
quitous tool for modelling the physics involved, with use in
many different regimes and setups. However, they do not come
without issues, namely the long simulation times required.
This expensive computational aspect makes parameter scans
impractical; A grid search of a four-dimensional parameter
space, with 10 values across each dimension, results in 10 000
data points to simulate. This would be impractical, even in the
case of 1D simulations. One other major issue is the noise of
simulations. The number of simulated particles is vastly smal-
ler than in a real interaction, and so due to the random nature of

Model accuracy variation with training set size
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10° 4 * *7 To 100nm
o -1 4
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m"\
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Points

Figure 3. Variation of the model error, calculated as the difference
between the coefficient of determination R? and its highest possible
value, 1. The results for models from both datasets are included and
it can be seen that, following an initial drop in error at
approximately 10 points, the error decreases following a scaling law.

emission and other processes the electrons undergo, there will
be some amount of noise in the results. This variation means
that often simulations will need to be repeated multiple times
in order to check if the simulation results are not just random
noise, further increasing the computation time required.

As shown here however, it is possible to reduce the required
data by a huge margin. This is due to the bayesian nature of
the GPR model; an appropriate choice of prior vastly sim-
plifies the model fitting process, and the model is optimized
during this. Figure 2 show’s that for the setup used in this
work, this optimization process converges after approxim-
ately 400 data points. Additionally, accurate predictions can
be made even early than this, as the models have high accuracy
after very little data, as can be seen in figure 3. Furthermore,
this is through a crude method; the data points are randomly
sampled from the parameter space via a log-uniform distri-
bution. This can be greatly improved upon within an ‘active
learning’ scheme, where the next point to be sampled is chosen
by finding the maximum value of an acquisition function. In
our case where we are interested in exploring a parameter
space, this function would simply be the model noise, such
that uncertainty is minimized. In cases where optimization of
a system is desired, the mean prediction can be used alongside
the noise, with the latter weighted depending on how strongly
exploration is wished for compared to exploitation.

The time savings of using a model such as this are signific-
ant; both datasets required thousands of CPU-hours to com-
pute, while model training took on the order of a minute and
prediction a fraction of a second. Because of this extreme time
saving, models such as this are useful in cases where prediction
is desired for a very large number of data points. One could
potentially increase cell size further in order to reduce sim-
ulation time, however this can only be done so much before
cell sizes begin to approach the size of the simulation space,
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Figure 4. Variation of the optimal value of the white noise hyperparameter ¢ as the target data uncertainty is varied. The variation over
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a constant value, the ‘true’ noise of the model.
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or the time step approaches the timespan of electron injec-
tion. In both cases this will result in a poor approximation of
the underlying system, and will still require significantly more
computation time than our model, as even with a cell size of
1 micron, an average simulation in our dataset would take 10
CPU-minutes while poorly resolving the system.

The advantages of GPR also allow easy accounting for the
noise of the simulations. As in our demonstration, the noise
of the simulations can be directly quantified by including it
within the GPR kernel. This additionally allows us to further
refine our exploration method by subtracting the noise from
the white kernel from the noise on a prediction, allowing a
separation between the statistical noise of the simulation and
the epistemic uncertainty resulting from a lack of sampling in a
region. One matter to address with this however is that the cur-
rent implementation considers the noise constant across para-
meter space. Already we can see this is not entirely accurate,
as for small pulse lengths the uncertainty in results increases
dramatically. This is likely due to the pulse length beginning to
approach the value of the timestep, and as such the injection of
electrons is poorly resolved. Variation of noise across the para-
meter space such as this could be accounted for in the model by
using a white noise kernel that varies, preferably with this vari-
ation determined by hyperparameters that can be optimized.

Although the system looked at in this paper is relatively
simple, it is a step towards a more complex framework for cre-
ating surrogate models from PIC data. Already it accomplishes
the three requirements outlined in the introduction, those
being quick evaluation, accurate interpolation and robustness
to noise. It is a relatively simple matter to implement addi-
tional variable parameters in future models, especially in the
case of using 2D PIC, where additional variables such as tar-
get width, spot size and incident angle become available. In
these cases, the need for an active learning approach becomes
necessary as computation times are increased even further in
2D and beyond. The computational efficiency of such meth-
ods can be improved further by using a more sophisticated
method of choosing the initial data points than uniform ran-
dom sampling, such as Latin hypercube sampling [20].

Some other major limitations of the method are also
imposed as consequences of the simulations used. Some parts
of the simulation may not match the behaviour of real physics,
whether this be due to approximation or for a lack of empirical
data on the physics in that region. In the former case we have
the implementation of the TNSA boundaries, where a specific
escape energy and energy loss is defined for each simulation as
being proportional to the mean hot electron energy. The pro-
portionality constant of this relation is the same in all simu-
lations, however in previous work such as [16], this has been
found to not be the case. Not including this variation changes
the collective dynamics of the hot electrons and so will affect
the bremsstrahlung result. One example of the latter issue is
the physics of electron injection at the high end of our intensity
range, where it hasn’t been shown that the hot electron temper-
ature follows the scaling used in our simulations and as such
phenomena such as relativistic transparency could change this

behaviour. Once again, this will change the overall dynamics
of the electrons and so our results at high intensities may not
match real behaviour.

Finally, this method shows promise in improving some of
the limitations of PIC codes, in particular the treatment of
boundary behaviour in hybrid-PIC. While the escape energy
and energy loss are parameterized as proportional to the mean
energy of the injected electrons, the proportionality constant
calculated from traditional PIC is dependent on the system
parameters. The exact relationship however is not well quan-
tified, and often, for instance in this investigation, the values
of Kes and kyysa are chosen somewhat arbitrarily. GPR can
be used as a tool to better choose such values in the future,
by using the methods outlined above to produce a surrogate
model for the two values across the parameter space. This can
then be used alongside the hybrid-PIC code in the future to
better model the physics of electrons at the boundary.

5. Conclusion

In this paper, an investigation in to the use of GPR for pro-
ducing surrogate models of laser-plasma interactions has been
performed. As a simple example of this, simulations were per-
formed in 1D hybrid-PIC of the emission of bremsstrahlung
by hot electrons in a plastic target. The data from these simu-
lations was used to train a surrogate model using GPR, using a
square exponential kernel with added white noise. After fitting
using the training data, this was then evaluated on how well
it matches an analytical approximation of the bremsstrahlung
emission. Other measures of the efficacy of the method were
looked at, such as statistical noise and convergence of the ker-
nel hyperparameters during training. Further improvements
that will be made to the model are discussed, namely that of
implementing active learning via an acquisition function, as
well as potential use cases, such as building a surrogate model
for the process of Target Normal Sheath Acceleration.
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