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Abstract

Mobile communications have followed a progression model detailed by the Gartner hype cycle, from
a proof-of-concept to widespread productivity. As fifth-generation (5G) mobile networks are being
deployed, their potential and constraints are becoming more evident. Although 5G boasts a flexible
architecture, enhanced bandwidth, and data throughput, it still grapples with infrastructure challenges,
security vulnerabilities, coverage issues, and limitations in fully enabling the Internet of Everything
(IoE). As the world experiences exponential growth in Internet users and digitized devices, relying
solely on evolutionary technologies seems inadequate. Recognizing this, global entities such as the 3rd
Generation Partnership Project (3GPP) are laying the groundwork for 5G Advanced, a precursor to
6G. This article argues against a mere evolutionary leap from 5G to 6G. We propose a radical shift
towards a disruptive 6G architecture (D6G) that harnesses the power of smart contracts, decentralized
Artificial Intelligence (AI), and digital twins. This novel design offers a software-centric, AI-driven,
and digital market-based redefinition of mobile technologies. As a result of an integrated collaboration
among researchers from the Brazil 6G Project, this work identifies and synthesizes fifty-one key emerg-
ing enablers for 6G, devising a unique and holistic integration framework. Emphasizing flexibility, D6G
promotes a digital market environment, allowing seamless resource sharing and solving several of 5G’s
current challenges. This article comprehensively explores these enablers, presenting a groundbreaking
approach to 6G’s design and implementation and setting the foundation for a more adaptable, au-
tonomous, digitally monitored, and AI-driven mobile communication landscape. Finally, we developed
a queuing theory model to evaluate the D6G architecture. Results show that the worst-case delay for
deploying a smart contract in a 6G domain was 23 seconds. Furthermore, under high transaction rates
of ten transactions per minute, the delay for contracting a 6G slice was estimated at 53.7 seconds,
demonstrating the architecture’s capability to handle high transaction volumes efficiently.
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1. Introduction

According to the Gartner hype cycle method-
ology, every technology follows five main stages
of evolution. It could not be different con-
cerning mobile communications [1]. An initial5

proof-of-concept is developed in a trigger phase.
In the peak phase of inflated expectations, the
technology starts to be implemented and gains
much notoriety. Research intensifies in the next
step, known as the trough of disillusionment, in10

which developers encounter problems and disad-
vantages. Consequently, there is a great disap-
pointment regarding the technology. Some disap-
pear or are even forgotten due to significant issues
[2]. On the slope of enlightenment, some prob-15

lems are solved, and the potential of technology
becomes broader and more understood. In the
plateau stage of productivity, the technology is
more widely implemented, the mainstream indus-
try starts to adopt it, standardization is consid-20

ered, and the technology grows continuously [2].
This methodology fits so well for mobile commu-
nications that we are witnessing the transition of
two technological waves.

The current landscape illustrates the advance-25

ments in deploying fifth generation cellular mobile
network (5G), focusing on standardization and
the scenarios it supports [3–10]. 5G aims to es-
tablish an architecture with enhanced flexibility
and support for low-latency requirements, higher30

bandwidth, and increased data throughput. How-
ever, some shortcomings and drawbacks are al-
ready becoming apparent. For example, our so-
ciety is undergoing a digitization revolution, with
a substantial increase in Internet users and con-35

nected devices [11]. In this context, evolutionary
technologies alone could not be enough [5, 12, 13].
The innovative features of 5G, such as the infras-
tructure and antenna densification and frequency
bands in the millimeter wave (mmWave), cannot40

achieve the desired requirements [5, 13]. Its con-
stant implantation exposes some limitations, and
the original premise of 5G as an enabler for the
Internet of everything (IoE) needs to be stronger
[14].45

As the first phase of 5G consolidates in several

countries around the world [7], the 3rd genera-
tion partnership project (3GPP), other standard-
ization bodies, and several companies are already
planning and designing 5G Advanced [3] as the 50

next step in the evolution towards sixth genera-
tion cellular mobile network (6G) [8]. The litera-
ture is rich [6, 7, 9, 10, 15–17] in examples of how
5G is limited and which services and applications
can motivate the advance to the next generation. 55

However, in these references, the transition to 6G
follows the same approach from fourth generation
cellular mobile network (4G) to 5G, employing an
evolutionary process. Should we follow the same
path, or is it time for a change? 60

In many countries, to deliver speeds over 1
Gbit/sec and millisecond latencies, a significant
amount of work is being done to adjust op-
tical networks, including installing new fiber op-
tic cables. This change is a complex and time- 65

consuming process [18]. Moreover, infrastructure
sharing is the way to make deployment less costly.
However, the best technology for this purpose in
5G is network slicing, usually restricted to the do-
main of a single carrier [19]. The network slicing 70

and programmability of resources across domains
is challenging for operators and their operations
support system (OSS) and business support sys-
tem (BSS). Sharing in an architecture that does
not allow easy coexistence of suppliers, develop- 75

ers, and providers in the same environment, with
the automation of digital contracts, causes enor-
mous difficulty [20].

5G operates on frequencies higher than 4G,
which requires 5-10 times more antennas to pro- 80

vide the same coverage. In addition, even if a
city has 5G coverage, this does not necessarily
mean that the 5G signal is available throughout
the city’s territory. Dead zones or areas without
signals remain a problem. Investments to achieve 85

the same coverage as 4G are too high for most
operators [18]. This aspect is essential for the
financial viability of 5G and 6G, especially in de-
veloping countries, as an operator cannot bear all
infrastructure costs alone. The path is to create a 90

multi-stakeholder digital marketplace that allows
elastic sharing of devices, equipment, resources,
services, data, intelligence, and much more [20].
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Multidisciplinary innovations that jointly ad-
vance technology, the digital economy, business,95

and human resources are needed. It is becoming
evident that the current model, without sharing,
collaboration, automation, representation, intel-
ligence, digital market, intention, and security,
will not be able to deliver what is expected in100

5G. Consequently, new approaches are needed
in 6G. Multi-operator efforts are required [21].
There is no doubt that 5G is a remarkable evolu-
tion. However, its design is based on a communi-
cations point of view. The degree of softwariza-105

tion, i.e., using software to solve problems at all
points where hardware can be replaced, servitiza-
tion (service-centric business and solutions), digi-
tal monetization, and required immutability, have
increased significantly [12, 22–24], especially after110

the COVID-19 pandemic [25].

Another limitation of 5G is the security of vir-
tual functions. There is no support for the im-
mutability of services and decentralized storage
of perennial data in the control, management,115

knowledge, and inference planes [26]. 5G does not
support the creation of distributed ledger tech-
nologies (DLT) based on digital markets with vir-
tual functions, digital twin (DT), and artificial
intelligence (AI)-based services. The resolution120

of names depends on the domain name system
(DNS), with limited namespaces and name res-
olution support. DT only inhabits the appli-
cation layer [27]. However, they have a funda-
mental role in architecture, representing every-125

thing physical and not virtualizable. 5G does
not support architecture-level intent-based net-
work (IBN) [28], AI-based assistants, facilitators,
autopilots, and other critical enablers for future
mobile networks. Only a disruptive 6G can fully130

address these limitations using a novel smart con-
tract software-engineered approach.

A disruptive design centered on the synergis-
tic integration of smart contracts, AI, and DTs
could revolutionize the landscape of mobile tech-135

nologies. Moreover, this design can focus on mon-
etized service-based ingredients and integrate en-
ablers from several areas with a flexible, cohesive,
and synergistic approach. We argue that 6G is the
next opportunity, and it is time to take this rev-140

olutionary choice of a software-centric, AI-driven,
digital-market-based redesign. This technological
synergy is the meaning of the term disruptive 6G
(D6G) in the context of this article. The ever-
increasing demand for information leads not only 145

to the acceleration of evolutionary technologies
but also to giving room to disruptive ones. There-
fore, our objective is to address the trigger phase
of mobile communications. We propose a D6G
architecture powered by smart contracts, decen- 150

tralized AI, and DTs that can take full advantage
of other emerging enablers without being stuck
with the limitations of previous mobile genera-
tions. We define a whole set of design principles
to guide this effort. Enablers have been extrapo- 155

lated to maximize their support for others.
This work results from a joint effort devel-

oped by some Brazil 6G Project researchers.
Definition and inspiration for design principles
took into account previous work on concur- 160

rent and synergistic architectures. For exam-
ple, the multi-strategy information architecture
called NovaGenesis (NG) is an alternative to
the Internet-based transmission control protocol
(TCP)/Internet protocol (IP) stack [12, 24, 29]. 165

Moreover, another relevant effort has been the de-
velopment of data and control plans for a future
Internet exchange point (FIXP) based on a pro-
gramming protocol-independent packet processor
(P4) [30]. In this work, an NG controller orches- 170

trates an autonomous system with FIXP to allow
name-based content distribution applications be-
tween hosts. This orchestration contributes to the
design of the 6G programmable network since it
implements a contract-based self-organizing con- 175

trol plane. In this context, our main contributions
are as follows:

• Fifty-one key emerging enablers have been
identified, selected, discussed, and analyzed.
To our knowledge, D6G provides a unique, 180

synergistic, flexible, programmable, digitally
monetized, autonomous, and AI-driven inte-
gration of key 6G ingredients;

• Standardize a meta-architecture based on
DLT with interfaces defined at runtime via 185

digital smart contracts. Including disruptive
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technologies such as DLT and others in our
D6G architecture is vital to address emerg-
ing challenges and the growing demands of
future communication systems;190

• Automation of resource sharing by different
stakeholders through smart contracts to im-
prove the representation of physical entities;
self-organization of all entities; relation to the
intent of operators, providers, and users; the195

security, immutability, and trust of comput-
ing and networking; programmability, elas-
ticity, efficiency, and flexibility of physical
and virtual infrastructures.

In summary, this work reviews 6G enablers200

while proposing a novel approach to the design
and implementation of 6G. This disruptive de-
sign, driven by key emerging enablers, aims to
overcome 5G constraints and sets the path for a
more flexible, autonomous, digitally monetized,205

and AI-driven mobile communication architec-
ture. The remainder of this article is organized
as follows. Section 2 points to the related work
on disruptive architecture for 6G. Section 3 po-
sitions the 6G enablers in three strata based on210

the related work. Section 4 presents the proposed
D6G architecture, approaching the functionalities
distributed in layered strata. Next, Section 5 in-
troduces a use case focused on drone connectivity,
with a detailed sequence diagram of the proposed215

6G components. Section 6 provides a queuing the-
ory model for this use case, encouraging results to
continue with 6G research in this direction. Fi-
nally, Section 7 summarizes our contributions and
possible future work on the subject.220

2. Related Work

This section reviews the main work related to
disruptive 6G architectures. A strategy based on
two objectives was adopted to compare the re-
lated work: (i) to define the level of disruptive-225

ness, consolidation, and completeness of the pro-
posed architectures; and (ii) to analyze whether
the approach model supports key roles to be per-
formed within a 6G architecture. To achieve the
first objective, we defined a set of five architecture230

depth levels (ADLs) that allow us to assess the
level of depth presented by the researched works.
Conversely, we classified enablers into different
families to accomplish the second objective, each
responsible for performing a specific key role of a 235

6G architecture.

Concerning the five proposed architecture
depth levels (from ADL1 to ADL5), the ADL1
requirement is met (by inserting the value “✓”)
when a 6G proposal introduces an architecture 240

with new enablers and disruptive concepts to ide-
alize an emerging structure independent of the
known models in previously cellular generations,
for example. ADL2 is related to the organiza-
tional structure level. It shows whether a related 245

work is represented by a 6G architecture model
based on an overall illustration (OI), structured
into layers (LA), levels (LE), or similar methods
of organization. ADL3 indicates that the proposal
presents enabling technologies capable of deploy- 250

ing a 6G architecture. ADL4 refers to the appli-
cation level. The word “S” means that the work
focused on specific applications, while the word
“W” represents an architecture considering many
applications. 255

ADL5 considers the synergistic level among the
previous ADLs. Some questions can be pointed
out, such as: How can the proposed organiza-
tional structure (ADL2) and the enabling tech-
nologies (ADL3) be combined in a proposal to 260

develop a 6G environment? How do ADLs meet
the disruptive concepts mentioned in architec-
ture (ADL1)? How can they be applied to meet
application requirements (ADL4)? The level of
discussion of possible answers to these questions 265

is classified as low (L), medium (M), and high
(H). The word “L” refers to architectures with
a brief presentation of technologies, applications,
and organizational structure without presenting
synergistic details. The term ”M” is assigned 270

to works that discuss how to develop the pro-
posed organizational structure while considering
synergy among a few enabling technologies and
applications. Finally, the word “H” is intended
for proposals that illustrate the development of 275

the 6G architecture in more detail, covering syn-
ergy among a large branch of enabling technolo-
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Table 1: Comparison of related work.

ADLs 6G Enablers

Commu- Softwari- Immuta- Intel-
Ref. 1 2 3 4 5 Energy Sensing

nication zation bility ligence
Security Quantum

[31] ✓ LA ✓ W M # #   #  # #

[4] ✓ OI ✓ W L # #   # # # #

[32] ✓ LA ✓ S M  G#   #  # #

[27] ✓ LA ✓ S L # #   # G#  #

[33] ✓ OI ✓ W H # #   #  # #

[34] ✓ LE ✓ W H G# G#   #   #

[35] ✓ LA ✓ S H    G# #  # #

[36] ✓ OI ✓ S M # G#   #   #

[37] ✓ LE ✓ S M # G#   #  G# #

[38] ✓ LE ✓ S M G#    G#  G# #

[39] ✓ LA ✓ W L G# G#  G# G# G# G# G#

[40] ✓ OI ✓ W L  #   #   #

[41] ✓ LA ✓ W H     #  G# G#

[42] ✓ LA ✓ W H # #   G# # # #

[43] ✓ LA ✓ W H G# #   #  # #

[44] ✓ LA ✓ W H #    #  G# #

[45] ✓ OI ✓ W M G# G# G# G# G# G# G# G#

[46] ✓ OI ✓ W M G# G#   G#   G#

[47] ✓ LA ✓ S H  G#   #   #

[48] ✓ OI ✓ W H      G#  G#

[49] ✓ LA ✓ W H G#    #  G# #

D6G ✓ LA ✓ W H        G#

gies and applications and considering all the pro-
posed architecture layers.

In previous work on the Brazil 6G project [50],280

we classified possible technological enablers ca-
pable of fulfilling these tasks into eight families:
(1) energy to deal with devices that power up;
(2) sensing and acting to cover Internet of things
(IoT); (3) digital communications to provide con-285

nectivity; (4) softwarization to deal with the role
of software in 6G; (5) immutability to add peren-
nial, immutable, and decentralized information
storage, as well as deterministic computing from
smart contracts; (6) intelligence for autonomous290

decision-making to reduce human interference; (7)
built-in security; and (8) emerging quantum tech-
nologies. Each family has a specific research area
that we consider relevant for 6G. From previous
research on [50], these enablers were selected to295

evaluate the related work and design our D6G
proposal.

We analyzed the 6G literature to find articles

that covered these same enabler families. We clas-
sify the related work as follows. Articles that do 300

not discuss any enablers in a certain enabler fam-
ily received the symbol # in Table 1. Articles that
discuss any of the enablers of a specific enabler
family but do not fully integrate them into the fi-
nal proposed architecture received the symbol G#. 305

Articles that discuss and integrate enablers from
a specific enabler family into the proposed final
architecture received the symbol  .

Yu et al. [31] contributed by proposing a new
radio access network (RAN) architecture for 6G, 310

a crucial aspect of digital connectivity. Addition-
ally, the authors discussed a biological-inspired
neuron-based approach to optimize the proposed
RAN architecture. However, the article did not
address the six remaining enabler families di- 315

rectly. Shah et al. [4] focused primarily on the
role of IoT and digital communications for 6G
connectivity. The authors discussed the evolu-
tion of connectivity from 4G to 5G and the pro-
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posed changes in 6G, highlighting the importance320

of IoT. However, the authors did not detail spe-
cific sensing and actuating details. Moreover, the
article highlighted the role of AI in 6G but did not
specifically address the concept of autonomous
decision-making. Aspects such as energy for pow-325

ering devices, softwarization, immutability, intrin-
sic security, and evolving quantum technologies
are not directly discussed.

Feng et al. [32] presented a strongly related to
digital communications for 6G connectivity and330

energy for powering devices. Moreover, the au-
thors discussed aspects of softwarization, AI, and
machine learning (ML). However, there is a lim-
ited focus on sensing and actuating. Intrinsic se-
curity, immutability, and quantum technologies335

are not covered at all. Li et al. [27] focused
on digital communications and inherent security
in the context of 6G technology. It presented
a security reference architecture for 6G vehicle-
to-everything (V2X) communication, highlighting340

the importance of this aspect in design. Cyber-
twins were also considered. However, the authors
did not cover the immutability family, whose pres-
ence is strongly related to security.

Li et al. [33] presented a comprehensive study345

on the cognitive service architecture for 6G core
networks. The authors explore the potential of
cognitive computing and how to use it to improve
the efficiency and performance of 6G. The role
of cognitive services to facilitate human-like in-350

teractions is explored. The softwarization family
was also touched upon, as cognitive services are
software-based solutions. Lastly, the article dis-
cussed cognitive services for 6G. There is no sup-
port for the other enabler families, that is, energy,355

sensing, immutability, security, and quantum.

A comprehensive view of 6G was provided, fo-
cusing on digital communications, softwarization,
intelligence, and intrinsic security by Liu et al.
[34]. The authors discussed the evolution of digi-360

tal communications from first generation cellular
mobile networking (1G) to 6G, emphasizing the
role of 6G in supporting global digitization. The
concept of a “soft network” was introduced, high-
lighting the role of software in enabling a fully365

software-defined end-to-end (E2E) infrastructure.

The article also investigated the concept of “na-
tive AI”. Furthermore, it discussed “native se-
curity”, which allows real-time optimization of
security policies and proactive security defense. 370

In summary, the proposed architecture integrates
communication, softwarization, intelligence, and
security enablers. Energy and sensing are dis-
cussed but not integrated. Immutability and
quantum enablers are not even discussed. 375

Mahmood et al. [35] highlighted that the need
for energy-efficient solutions should be considered
as using renewable energy sources to power de-
vices in 6G. This efficiency is especially relevant
in industrial IoT networks where device energy 380

consumption can be a significant concern. The
article discussed the importance of reliable and ef-
ficient communication in industrial IoT networks.
Moreover, the authors investigated how AI can
be used for network management, resource allo- 385

cation, and other tasks, minimizing the need for
human intervention. In summary, this article cov-
ered integrating energy, sensing, communication,
and intelligence enablers. Softwarization is dis-
cussed but is not clearly integrated. Immutabil- 390

ity, security, and quantum technologies are not
covered at all.

The work of Li et al. [36] provided a com-
prehensive exploration of 6G cloud-native design.
The authors emphasized the importance of seam- 395

less connectivity in 6G networks, discussing how
digital communication technologies can be used
to achieve this. The article also delved into the
significance of software’s role in 6G, highlighting
the potential of cloud-native systems to revolu- 400

tionize network functionality and efficiency. Fur-
thermore, the article explored the application of
AI/ML in 6G, suggesting that these technologies
are key enablers. The authors also underscored
the need for security in 6G, advocating the devel- 405

opment of secure and trustworthy networks. How-
ever, the authors do not cover energy, sensing,
immutability, and quantum technologies in their
integration.

An in-depth exploration of the challenges and 410

requirements in designing a 6G testbed specif-
ically for location use cases was provided by
Khatib et al. [37]. The article discussed the role
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of IoT devices and sensors in these use cases, em-
phasizing the importance of digital communica-415

tions. The authors also highlighted software’s im-
portant role in designing and implementing these
testbeds. The use of AI/ML for autonomous
decision-making was also discussed, suggesting
these technologies as key enablers in the 6G con-420

text. The article emphasized the importance of
security in 6G, particularly in location-related is-
sues, covering the integration of communication,
softwarization, and artificial intelligence enablers.
The manuscript also discusses the sensing aspects.425

However, there is no coverage for energy, im-
mutability, and quantum technologies.

Letaief et al. [38] focused mainly on the role
of AI in the context of 6G. The authors specif-
ically addressed three of the eight technological430

enabler families more deeply. These studies in-
cluded the role of AI in managing and interpret-
ing data from IoT devices, improving communica-
tion and data transmission in 6G, and facilitating
autonomous decision-making in 6G. The article435

discussed energy efficiency, energy harvesting, en-
ergy consumption, energy-aware AI models, and
energy management. Moreover, the manuscript
touched on immutability but did not delve deeply
into it. Lastly, evolving quantum technologies440

were mentioned but not explored in depth.

Quy et al. [39] provided a comprehensive
overview of the eight 6G technology enabler fam-
ilies to varying degrees. The authors discussed
the role of intelligent energy management and445

energy harvesting technologies, IoT, the evolu-
tion of mobile networks integrating various net-
works for ubiquitous access, and blockchain and
AI/ML in 6G. Moreover, the authors just men-
tioned quantum communication as part of re-450

search on 6G technology. Merluzzi et al. [40]
presented the Hexa-X project’s vision on AI and
ML-driven communication and computation co-
design for 6G. This project studies how AI/ML
can be used for network management, optimiza-455

tion, and security and how they can be used
to co-design information communications technol-
ogy (ICT). A significant focus on energy efficiency
and sustainable power sources for 6G was pro-
vided. The article also outlined the challenges and460

opportunities that come with data privacy, secu-
rity, and algorithmic fairness. There was a signif-
icant effort to integrate energy, communication,
softwarization, intelligence, and security enablers
in a unique design. However, sensing, immutabil- 465

ity, and quantum enablers are not covered.

Dogra et al. [41] thoroughly explored several
crucial 6G technological enablers. The authors
focused mainly on digital communications for 6G
connectivity. The article analyzed significant en- 470

ergy aspects and softwarization, including several
enablers. Although the authors addressed IoT,
AI/ML for autonomous decision-making, intrin-
sic security, and quantum technologies to some
extent, these topics appeared less central to the 475

discussion. The concept of immutability received
the least attention. This work integrates almost
all enabler families. However, it does not include
digital monetization (immutability) and security
enablers in the proposed design, which are two 480

fundamental aspects to be considered. Similarly,
You et al. [42] emphasized extreme connectivity
and multi-dimensional integration. The proposal
designed an intelligent information infrastructure,
enabling decentralized operation with the self- 485

evolving network (SEN) as its pivotal component.
Cutting-edge Physical technologies, such as cell-
free massive multiple-input and multiple-output
(MIMO), support this vision, aiming for compre-
hensive and uniform coverage across all applica- 490

tion scenarios. The proposed architecture inte-
grates communication and softwarization enablers
but does not cover the remaining enabler families.

Chaoub et al. [43] emphasized that self-
organizing networks (SONs) must be endowed 495

with self-coordination capabilities to manage the
complex relations between their internal compo-
nents and avoid destructive interactions. The
6G networks open new opportunities to opt for
a design-driven approach when developing self- 500

coordination capabilities. The authors reviewed
the history of SONs, including the inherent self-
coordination feature, and argued that hybrid SON
designs can be achieved by combining centralized
and distributed management and control. Despite 505

integrating communication, softwarization, and
intelligence enablers, the work does not include

7



the other enabler families in the proposed design.
Tarik et al. [44] investigated the promising re-
quirements of extended reality (XR) applications,510

emphasizing the heightened quality of experience
(QoE) demands exceeding current technological
capabilities. An innovative architecture based on
the zero-touch service management (ZSM) frame-
work was introduced using key enablers while ad-515

dressing existing limitations. The architecture
was structured in three distinct planes — deploy-
ment, domain-specific monitoring, and E2E con-
ducting. The authors evaluated the architecture
using showcased XR use-case scenarios and ex-520

periments. This work did not include energy, im-
mutability, security, and quantum technologies in
its proposed design. Other enabler families are
present.

Jawad et al. [45] conducted a comprehensive525

survey of 6G enabling technologies, delineating
the prospects for machine learning integration
and elucidating the extant challenges. The docu-
ment covers energy for devices, focusing on en-
ergy efficiency, harvesting, and green technolo-530

gies, emphasizing sustainable power in 6G. It also
highlights sensing and actuating for the IoT, dis-
cussing its integration in 6G. Digital communi-
cations for connectivity is a major focus, with
extensive references to networks, communication535

protocols, and spectrum management, illustrat-
ing the foundational role of robust digital com-
munications in 6G. The role of software in man-
aging 6G infrastructure is highlighted under soft-
warization, including cloud computing, edge com-540

puting, and software defined networking (SDN).
The article explores blockchain and decentralized
technologies for secure, tamper-proof data stor-
age. Intelligence for autonomous decision-making
is highlighted with references to AI/ML, aiming545

to reduce human intervention in network opera-
tions. Intrinsic security is discussed, covering en-
cryption, privacy, and trust mechanisms, under-
scoring the need for built-in security in 6G net-
works. The document also emphasizes quantum550

technologies, including quantum computing and
communication, as key components of future 6G
advancements. Notwithstanding its extensive dis-
course on 6G enabling technologies, the article re-

frains from proposing a complete 6G architectural 555

framework.

Habibi et al. [46] analyzed pivotal enabling
technologies for 6G network slicing, accentuating
several critical components essential to the evolu-
tion of next-generation networks. The work intro- 560

duced a novel architectural framework for network
slicing in 6G, incorporating new enablers and dis-
ruptive concepts such as open, intelligent, and
E2E slicing frameworks independent of previous
cellular generations. It extensively discussed dig- 565

ital communications, network architecture, and
connectivity, highlighting their critical role in 6G.
The article emphasized software’s role in 6G, par-
ticularly in network management and orchestra-
tion, citing softwarization, virtualization, slicing, 570

and edge computing. The integration of au-
tonomous decision-making mechanisms and intel-
ligent systems is also prominently highlighted. Se-
curity is another critical area addressed. While
the document acknowledges the relevance of en- 575

ergy efficiency, IoT sensing and actuating, and
immutability through blockchain and decentral-
ized technologies, these aspects are considered
secondary. Quantum technologies are minimally
mentioned, indicating they are not a primary fo- 580

cus.

Ioannou et al. [47] explored several key en-
ablers for 6G technologies. The manuscript delin-
eates a distributed artificial intelligence architec-
ture incorporating belief-desire-intention agents 585

augmented with ML capabilities. The article
discussed energy-related topics, particularly bat-
tery technology and energy efficiency. The article
touched on IoT and related technologies. Digi-
tal communications is a major focus, highlighted 590

by detailed discussions on device-to-device (D2D)
communication, network structures, and connec-
tivity solutions. Furthermore, the role of software
in 6G is reflected in the coverage of edge comput-
ing and software controllers. Immutability is ex- 595

plored superficially. The article places significant
emphasis on intelligence for autonomous decision-
making. Security measures and protocols are ex-
plored. However, there is no substantial mention
of evolving quantum technologies. 600

Another related study was conducted by Jahid
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et al. [48]. The article provided a DLT-based
resource management framework integrating IoT,
computing, services, and D2D communications.
The article emphasized sustainable energy solu-605

tions, underscoring the importance of dynamic
resource allocation and wireless power transfer.
The critical role of IoT is highlighted through ex-
tensive discussions on massive machine-type com-
munications and sensor integration. Digital com-610

munications are foundational, focusing on ultra-
dense networks and resource allocation. The shift
towards software-centric approaches is clear, with
significant emphasis on cloud computing, edge
computing, and network slicing. Immutability615

and decentralized architectures are prominently
emphasized, particularly through the application
of blockchain technology, which is anticipated
to significantly enhance the security and trans-
parency of operations. The article also under-620

scores the transformative potential of AI and
ML in network optimization and autonomous
decision-making. Security is paramount, with ro-
bust discussions on secure communications and
identity management. Lastly, the evolving role of625

quantum technologies, particularly quantum com-
munication and quantum key distribution, is ac-
knowledged as a pivotal component for future 6G
networks. While the article delineates various key
integration components, it lacks a cohesive, uni-630

fied architecture that comprehensively synthesizes
all the discussed elements. This precise aspect
delineates the distinctiveness of our research in
comparison to existing studies.

The final study under our examination was that635

of Corici et al. [49]. This work focused on advanc-
ing the research vision of software-centric 6G net-
works. The article emphasizes a system-level per-
spective, addressing the need for a coherent, E2E
understanding of future core networks and their640

infrastructures. The proposed architecture sig-
nificantly emphasizes digital communications for
connectivity, with extensive discussions on RAN,
spectrum management, and mobility. Softwariza-
tion is also a major theme, highlighted by the roles645

of virtualization, SDN, network functions virtu-
alization (NFV), and cloud technologies in man-
aging and optimizing networks. Intelligence for

autonomous decision-making is heavily empha-
sized, with frequent references to AI and ML for 650

automating network management and decision-
making processes. While energy efficiency, IoT
sensing and actuating, and security were moder-
ately discussed, immutability and evolving quan-
tum technologies received less attention. The doc- 655

ument underscores the importance of software-
centric and AI-driven advancements in the devel-
opment of 6G.

We draw some conclusions based on Table 1 and
the related work presented. Regarding the depth 660

levels of the architecture, all related work met the
requirements of ADL1 and ADL3, as the selec-
tion method for these articles was defined consid-
ering emerging and disruptive proposals based on
6G enabling technologies. Regarding ADL2, some 665

architectures did not specify a detailed organiza-
tional structure, representing an overall illustra-
tion or a specific role of the proposal. However,
a discussion about how to integrate its compo-
nents is still needed. About ADL4, some propos- 670

als considered just a specific set of applications
and guided the design to meet them, although
some work provided an architecture focusing on
6G applications in general. In ADL5, we argue
that the synergy between other ADLs is not often 675

sufficiently detailed.

Concerning the main 6G enablers’ families, we
can observe in Table 1 that most of the archi-
tectures surveyed support technological enablers
related to sensing and actuation, communication, 680

softwarization, and intelligence roles in 6G. How-
ever, key roles of energy, immutability, security,
and quantum must be more discussed and inte-
grated into emerging 6G architectures. Moreover,
we highlight that any new architectural designs 685

must consider the need for technologies to fulfill
the essential functions and requirements of 6G.
Finally, Table 1 shows that although some of the
most advanced proposals have been presented, the
authors are ranked with high architectural depth 690

levels. There are limitations related to the sup-
port of enabling technologies, coverage, and dis-
cussion of the overall 6G structure, as they usually
focus on specific network components.

Telecommunications among unmanned aerial 695
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vehicles (UAVs) have gained significant attention
due to advancements in wireless technology, cost-
effective equipment, and networking communica-
tion techniques. Ali H. Wheeb et al. [51] pre-
sented a comprehensive review that covered vari-700

ous aspects of UAV networks, including communi-
cation links, mobility models, and research issues,
focusing on topology-based routing protocols and
future research challenges. In another, Ali H.
Wheeb et al. [52] evaluated the Optimized Link705

State Routing (OLSR) protocol and its enhanced
versions (D-OLSR, ML-OLSR, P-OLSR) for UAV
ad hoc networks, particularly in search and rescue
(SAR) missions, highlighting ML-OLSR’s supe-
rior performance in terms of packet delivery ra-710

tio, latency, energy consumption, and through-
put. Additionally, Naser, Marwa, and Ali H.
Wheeb [53] presented a performance of the Gauss
Markov (GM) and Random Waypoint mobility
models in multi-UAV networks for SAR scenar-715

ios, indicating that the GM model offers the high-
est packet delivery ratio and lowest latency under
high mobility conditions. The D6G architecture
addresses similar challenges in UAV communica-
tions by integrating advanced enabling technolo-720

gies. The D6G framework enhances UAV net-
works’ flexibility, security, and efficiency by in-
corporating decentralized AI, digital twins, and
smart contracts.
The proposed architecture in this work covers725

all ADLs at an adequate high-depth level, focus-
ing on network components, 6G design principles,
and their respective enablers responsible for the
entire network operation. Therefore, our proposal
outperforms the state-of-the-art regarding archi-730

tectural depth levels and different assumptions
detailed in Section 4. Our proposal is the only one
that integrates AI-driven design with DTs and
the digital market, incorporating functionalities
for green tech, IoT, digital communications, soft-735

warization, security, immutability, and quantum
technologies.

3. Positioning 6G enablers

We positioned the 6G enablers in three strata
as illustrated in Figure 1: (i) physical (hardware),740

(ii) abstraction (virtualization) and middleware,
and (iii) services (software). Moreover, we high-
light some use cases that 6G enablers can serve.
This positioning is based on the related work per-
formed, addressing the limitations of current and 745

previous generations of mobile communications
and introducing new capabilities that these gener-
ations are not designed to handle. The disruptive
nature of this positioning is intentional in incorpo-
rating technological advancements that enhance 750

the functionalities of the 6G architecture, creat-
ing an open, AI-driven digital market.

To make it easier to understand, we will in-
troduce the eight 6G enabler families defined in
Table 1 that are part of the proposed architec- 755

ture. Each enabler is identified by the name X.Y,
where X represents the family (X = 1, 2, 3...),
and Y indicates the specific enabler (Y = A, B,
C...) of a particular family X. Moreover, the 6G
enabler families are distinguished by color, while 760

the individual enablers are marked with letters.
For example, 1.A is the first enabler A of family
1. This enabler is associated with energy harvest-
ing technology.

In the physical stratum of Figure 1, various de- 765

vices support all the physical and virtual func-
tions of 6G. It is worth remembering that all the
enablers that make up D6G were chosen in previ-
ous work of the Brazil 6G Project [50]. We have
first energy harvesting (1.A) and green technolo- 770

gies (1.B), meaning that all possibilities for en-
ergy collection and optimization must be consid-
ered in the architecture. Two IoT enablers (2.A
and 2.B) have been considered to sample phys-
ical world quantities, such as temperature, bat- 775

tery level, etc. THz communications (3.A) are a
consensus in every 6G project. The same hap-
pens for ultra MIMO (3.B). Another very com-
mon enabler for 6G is intelligent reflecting sur-
face (IRS)/reconfigurable intelligent surface (RIS) 780

(3.C), which allows active signal improvement us-
ing AI. One possibility that is essential for the
architecture to enable is cell-free operation (3.D).

The support for visible light communications
(VLC) is also a choice we made [50] (3.E). In the 785

same idea as allowing more topological flexibility,
support for direct D2D communication is also a
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Figure 1: Positioning of 6G enablers and use cases in the architectural strata.

demand to be met (3.F). D6G must also accom-
modate disruptive waveforms (3.G), optical wire-
less communications (OWC) (3.H), and commu-790

nication to unmanned aerial vehicle (UAV) (3.I)
to form 3D networks (3.J). As the IoT strength-
ens, more and more devices will have intermit-
tent connectivity. Therefore, D6G must accom-
modate delay tolerant network (DTN) (3.K). Net-795

work caching for temporary storage of content
in the network is another technology selected for
D6G (4.A). Moreover, D6G should be a decen-
tralized network architecture (5.A), aligned with
recent developments in DLT. Support for AI in800

hardware using neuromorphic computing (6.A) is
another demand from D6G.

Figure 1 also introduces quantum computing
(QC) (8.A) hardware that can be integrated with
traditional and neuromorphic computing to opti-805

mize the solutions to problems through quantum-
assisted communication (QAC). D6G is even con-
sidered to work with quantum applications run-
ning in quantum Internet (QI) (8.B). This inte-
gration already exists today, and we envision sce- 810

narios where quantum applications are added to
traditional ones.

What is expected from a 6G architecture is
that it includes most devices that exist today and
accommodates new devices that will emerge by 815

2040. D6G offers conditions for having and con-
necting these devices in a flexible, programmable,
and shared way. These hardware advances go be-
yond the capabilities of existing mobile communi-
cation generations, enabling improved energy effi- 820

ciency, data processing, and exchange. In particu-
lar, incorporating neuromorphic and QC devices
will allow the handling of advanced ML and AI
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algorithms, overcoming the limitations of conven-
tional processing.825

In the abstraction and middleware stratum of
Figure 1, an enabler that extends open source
RAN (OpenRAN) towards horizontal (physical)
and vertical (virtual) elasticity is elastic RAN (E-
RAN) (3.L). Applying this technique in the RAN830

scope is another case of communication, comput-
ing, control convergence (CoCoCo Convergence)
(3.M), which D6G aims to generalize. In this con-
text, cloud elasticity (4.B) algorithms must deal
dynamically with computing demand variations.835

An example is the support for the data center por-
tion of OpenRAN (4.C). The computational load
of the OpenRAN components depends on the time
of day, days of the week, occurrence of events,
etc. The accommodation of computing resources840

to meet these demands is required for D6G. In
general, D6G can be seen as service-oriented ar-
chitecture (SOA) (4.D). Accommodating the life
cycle of network functions on the edge (4.E) with
multi-access edge computing (MEC) and in the845

core (4.F) with NFV is another demand to be
met. D6G must handle the creation of DTs (4.G)
for all physical components of the architecture.

Programming physical entities is also a highly
desirable enablement for D6G. In this context,850

two enablers have been selected: SDN (4.H) and
network slicing (NS) (4.I). Three other enablers
related to disruptive networks were also included
in the list. The information centric network-
ing (ICN) (4.J) consists of distributing content855

by name, using temporary storage on the net-
work (4.A), and deliveries that allow node mobil-
ity. The in-network computing (INC) (4.K) uti-
lizes programmable network elements to perform
route calculations before traffic reaches the edge860

or cloud servers. Finally, IBN (4.L) aims to im-
prove expressiveness in networking. D6G intends
to support these new approaches as virtual net-
works at first.

Another disruption that D6G aims to support865

is the digital monetization of the entire 6G archi-
tecture to support micropayments (5.B). In this
context, IOTA (5.C) is a DLT (5.D) that supports
digital payments in a decentralized way. Sup-
port for digital smart contracts (5.E) that offer870

deterministic computing associated with digital
payments is another essential pillar of D6G. This
feature is supported today in several blockchains
(5.F). All of these features extend traditional
security support, including identification (7.A), 875

trust and reputation (7.B), and privacy (7.C).

In the abstraction and middleware stratum of
Figure 1, there are several functions that: vir-
tualize components (4.B, 4.C, 4.E, 4.F, 4.I, 5.E),
slice physical and virtual resources (4.C, 4.H, 4.I), 880

represent the physical (4.G), control the physical
(4.E, 4.F, 4.G, 4.H, 4.I), offload traffic (3.L, 4.C,
4.J, 4.K), protect data (7.A-C, 5B-F), optimize
(3.L, 4.C, 4.H, 4.I), converge controls (4.G, 4.H,
4.I) and digitally monetize assets (5.B-F). These 885

functionalities offer unprecedented flexibility and
control in resource allocation, sharing, moneti-
zation, data protection, and traffic management.
This advanced level of virtualization, digital mon-
etization, and control cannot be achieved with ex- 890

isting mobile communication systems.

The service stratum of Figure 1, supported
by the abstraction and middleware stratum, en-
compasses human avatars (4.M) and augmented
and virtual realities (AR/VR) (4.N) for interac- 895

tion in the metaverse and augmented physical
reality. Using DLT (5.D), several digital mar-
kets can be created for physical infrastructure
(5.G), virtual network functions (VNFs) (5.H),
data (5.I), dynamic spectrum access (DSA) (5.J), 900

and things (5.K). AI (6.B) is integrated into
these markets and metaverses to enable decision-
making. Based on these resources, SEN can allow
market-driven evolution (6.C). Moreover, ML is
present (6.D) together with SON (6.E) and ZSM 905

(6.F) to reduce human interference in operation.

This service stratum has support to create new
realities (4.N), represent humans and reduce hu-
man interference (4.M, 6.B-F), and monetize as-
sets creating new markets (5.G-K), self-organize 910

and represent resources with context awareness
(6.E), self-evolve (6.C), learn (6.B, 6.D), and op-
timize (6.A-F). Integration of advanced digitally
monetized AI capabilities at the service level to
empower the creation of new realities, the rep- 915

resentation of humans, and self-learning signifies
a major evolution beyond the capabilities of cur-
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rent mobile networks, fostering a new generation
of advanced applications and services.
Finally, the upper portion of Figure 1 contains920

some cases of 6G use. Some are already well ac-
cepted in the community, such as agribusiness, ad-
vanced remote interactions (with drones or other
far-end devices), large-scale DTs, intelligent en-
vironments, invisible secure zones, robotics, ex-925

treme global coverage, and space communica-
tions. Others are emerging, such as metaverses,
decentralized business and ecosystems, society
6.0, industry 5.0, new economies, new monetary
systems, non-fungible tokens (NFTs), artificial930

general intelligence (AGI) [54]. These use cases
help us to illustrate the purposes of D6G. These
emerging use cases signify the scope and potential
impact of the proposed architecture in various sec-
tors presented in the next section. Current com-935

munication technologies do not adequately serve
these scenarios, underscoring the necessity of the
innovations introduced in our proposal.

4. Disruptive 6G Architecture

This section presents the D6G architecture.940

The way enablers are integrated into the architec-
ture is disruptive, without regard for maintaining
compatibility with current and previous genera-
tions of mobile communications. The architec-
ture has three strata, as shown in Figure 2, and945

6G enablers are positioned following the previous
Section 3. The Physical Stratum encompasses in-
frastructure enablers exposed to the software level
through an intermediate Abstraction/Middleware
Stratum. The physical infrastructure comprises950

devices, from antennas and fiber optics to data
centers and satellites. Abstraction/Middleware
Stratum supports software platforms and virtu-
alization solutions such as hypervisors and con-
tainer environments. The systems that enable955

the virtualization of physical resources and cre-
ate cyber-infrastructure are in this stratum. A
Service Stratum contains a decentralized services
store comprising a digital market of VNFs imple-
mented as smart contracts, including DTs. These960

services are dynamically coordinated to meet all
use case requirements from all entities, includ-

ing users, infrastructure, and service providers.
Moreover, smart contracts run inside virtual ma-
chines (VMs) or containers. 965

User Infrastructure
Provider
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Provider

Infrastructure

Digital Market

Digital Twin            Digital Twin

Decentralized
Service Store

Abstraction/
Middleware

Physical

Services

VirtualizerSoftware
Platform

Entity 1 Entity 2 Entity 3

NRNCNRNCNRNC
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Figure 2: D6G architecture overview.

The digital market implements DTs as smart
contracts, allowing dynamic contracting of physi-
cal/virtual resources. DTs reflect what each slice
needs in their mirror features, and new services
are allocated upon monetization. Based on decen- 970

tralized service stores, services from several actors
can be instantiated and integrated into DTs. For
example, in Figure 2, three 6G entities are illus-
trated in the Service Stratum: (i) an end user of
6G, (ii) an infrastructure provider, and (iii) a Ser- 975

vice Provider. End users will need services run-
ning as smart contracts in the decentralized ser-
vice store, which the service provider hosts. In
turn, the service provider demands many virtual
cyber-infrastructure resources that the infrastruc- 980

ture provider offers as smart contracts. VNFs can
be found and executed as smart contracts or codes
called from them on the digital market. All 6G
functions can be implemented this way, and the
relationships between these three entities occur 985

via purchase and sale on the digital market.
A name resolution and network caching

(NRNC) service allows the presentation and dis-
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covery of resources, services, and interfaces using
common communication languages between enti-990

ties [12]. Both names and links between names
and objects that describe entities (descriptors)
can be employed. These descriptors include a
definition of smart contracts as well. In Figure
2, the name resolution systems of different do-995

mains are connected according to the policies es-
tablished by its representative, i.e., a proxy ser-
vice. NRNC is essential throughout the 6G entity
lifecycle since many lifecycle actions are related to
their names and descriptors, a matter of language.1000

Discovering well-known services by their names in
a domain or across domains through authentica-
tion/authorization is necessary to automate sev-
eral procedures, from bootstrapping to shutdown.

Representative proxy services can au-1005

tonomously use NRNCs to discover existing
physical or virtual entities by looking at the
entity’s point of view. AI can use these identi-
fiers, locators, descriptors, and configuration files
as inputs to neural networks or other AI/ML1010

techniques. That is, the naming system provides
inputs for decision-making, combined with re-
quests made by the proxy, resulting in action
plans/configurations to be executed on services
and physical counterparts via DTs. Information1015

from previous smart contract experiences can also
be used when selecting new contracts. These con-
tracts can even be considered in decision-making
involving current and historical information from
digital markets as input. This new model is1020

centered on facilitating decentralized orches-
tration rather than centralized command and
control solutions. Consensual agreements must
be respected among participants in the 6G digital
markets for stability.1025

In this context, the greatest asset in D6G will
be knowledge of properly creating and serving the
best slices for use cases, that is, AI and human
accompaniment, while making optimal and cus-
tom slices. When the slice is no longer needed1030

(timeout or service termination), the contracts are
terminated, and the resources released. The pro-
posed solution offers a new level of dynamism,
autonomy, and resource optimization beyond the
capabilities of existing architectures. We can cre-1035

ate highly customized services that adapt to user
needs in real-time using AI and DTs. This adap-
tation is not possible with current technologies,
further justifying the disruptive approach of the
D6G architecture. 1040

Digital monetization of D6G is critical for sev-
eral reasons. This monetization type allows the
automation of transactions, making trading phys-
ical and virtual resources more efficient and au-
tonomous. Furthermore, this automation can en- 1045

hance the ability to meet user demand dynam-
ically. Digital monetization could also enable
the creation of new markets, such as infrastruc-
ture resource-sharing markets, opening up new
revenue opportunities and helping to overcome 1050

return-on-investment challenges. Moreover, dig-
ital monetization may facilitate a broader range
of participants in the ecosystem, from individ-
uals to small businesses, improving accessibility
and inclusivity. Open markets promote innova- 1055

tion and competition, improve consumer choice,
and drive technological advancements instead of
monolithic solutions from a single manufacturer
that may limit diversity, hinder innovation, and
create vendor lock-in scenarios. 1060

Immutability and the ability to enable smart
contracts are also pivotal aspects of the digi-
tal monetization approach adopted in D6G. Im-
mutability is essential to ensure the reliability and
transparency of transactions. Once a transac- 1065

tion is recorded, it cannot be altered, creating
trust among participants and preventing disputes.
Smart contracts are protocols that facilitate, ver-
ify, and enforce the negotiation of a digital con-
tract. These contracts allow the automatic exe- 1070

cution of transactions and agreements without in-
termediaries, increasing efficiency and securely re-
ducing human intervention. Furthermore, smart
contracts can be programmed to respond dynam-
ically to different conditions and contexts, which 1075

is key for dynamic negotiating physical/virtual re-
sources within the D6G architecture context. We
discuss each stratum of D6G architecture in the
following sections.
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Figure 3: D6G physical stratum.

4.1. Physical Stratum1080

Figure 2 presents a physical stratum illustra-
tion for D6G. This vision contrasts with the one
initially presented in this section, demonstrating
how the components are incorporated into the
architecture and operate together. From Fig-1085

ure 3 and the results in the previous sections,
we have the following components in the physi-
cal layer: (i) energy collectors; (ii) sensors and
actuators; (iii) protocol gateways (IoT and oth-
ers); (iv) computers of all kinds; (v) data storage1090

devices; (vi) network devices - switches, routers,
access points; (vii) photonic devices; (viii) OWC
and VLC devices; (ix) smartphones; (x) vehi-
cles of all types (boats, planes, cars, buses);
(xi) remote radio units; (xii) data centers (edge,1095

regional, metropolitan, national, international);
(xiii) UAVs (drones, balloons); (xiv) satellites
(geostationary orbit (GEO), medium earth or-
bit (MEO), low earth orbit (LEO); (xv) smart

surfaces; (xvi) augmented reality devices (glasses, 1100

holography); (xvii) robots; and (xviii) software
defined radio (SDR). A wireless network inter-
connects these components in different frequency
bands. Satellite terminals are connected using a
high-end computer and an SDR, able to service 1105

remote or poorly served areas easily. Sensors, ac-
tuators, robots, intelligent surfaces, and other IoT
devices are connected through gateways, access
points, OWC, and even VLC.

Ground vehicles can connect in ad hoc net- 1110

works (with D2D communication) or via satel-
lite. At the edge of the access network, servers
are used to process, store, and exchange informa-
tion. The switches provide programmable multi-
protocol connectivity via P4. Remote units are 1115

connected wirelessly or over fiber optics, sup-
porting VLC and OWC (including Radio over
Fiber). Remote units implement the entire radio
frequency (RF) part and the lower part of physical
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layer (PHY). In the aggregation portion of the1120

network, modulated optical signals are converted
back to RF for processing in SDR or server.
Servers can perform high PHY processing, includ-
ing multi-cell cooperative techniques.
A satellite hub receives signals from the satel-1125

lite and forwards them for processing in SDR
and server. The same applies to the VLC and
OWC connections. Direct communication be-
tween SDRs (at the edge and aggregation) is also
possible and desirable. At the core of the net-1130

work, high-capacity servers support several en-
ablers. Communication between aggregation and
core servers occurs under TCP/IP routers. How-
ever, other protocol architectures could be used,
such as NovaGenesis [12, 29, 30]. The hosting of1135

virtual functions can occur in access, aggregation,
and core. Balloons, airplanes, drones and other
UAVs add the 3D characteristic to 6G.

4.2. Abstraction/Middleware Stratum
Figure 4 shows the abstraction/middleware1140

stratum. We have the following components
that use the previously selected enablers: (i)
Legacy Controllers - implement controllers of
all types, i.e., SDN, open RAN (O-RAN), 5G
core (5GC), any 5G technology controller or ear-1145

lier; (ii) Legacy Managers - they operate ac-
cording to imperative resource management with-
out autonomic computing. Traditional man-
agement protocols, for example, simple network
management protocol (SNMP) or network con-1150

figuration protocol/yet another next generation
(NETCONF/YANG) are used. Legacy managers
interact with service layer components; (iii) Vir-
tualizers - hypervisors and container environ-
ments control the infrastructure resources for vir-1155

tualization. Physical network resources are virtu-
alized through programmable cutting equipment.
Virtual switches can be implemented as VNFs in
the services stratum, supported by physical net-
work slices. Virtualizers also include the man-1160

agement of physical resources in which virtual-
ization is carried out. For example, the scope of
virtualized infrastructure manager (VIM)1, life-

1VIM is a component of the NFV architecture respon-
sible for managing physical and virtualized resources.

cycle will be used to instantiate virtual functions
from NFV, such as OpenStack ; (iv) Software 1165

platforms - the service-based architecture de-
mands the support of platforms to perform vari-
ous abstraction and middleware functions.
The main component of this stratum is the vir-

tualizer, as illustrated in Figure 2. It supports 1170

the virtualization of physical resources, as well
as middleware needed for VMs, containers, and
unikernels. Representatives can describe tradi-
tional software platforms in the 6G service ecosys-
tem. SDN drivers (OpenFlow, P4, Stratum and 1175

other current technologies) may still be needed in
the context of 6G. However, with the decentraliza-
tion of DTs in conjunction with DLTs, a market
for control services is also decentralized. Legacy
controllers can participate in this market, exe- 1180

cuting commands through network control proto-
cols. Similarly, the traditional management plane
(e.g., SNMP) can also be inserted as legacy net-
work management services. Finally, we have sev-
eral software platforms needed to support DLTs, 1185

digital markets, security, micropayments, slicing,
temporary storage, new realities (augmented re-
ality (AR)/virtual reality (VR)), and service ori-
entation.

4.3. Service Stratum 1190

Finally, the service stratum encompasses sev-
eral innovative and legacy services, which co-exist
through open digital markets, relying on middle-
ware platforms and virtualizers from the stratum
below. Each actor plays a vital role in creating 1195

a dynamic, functional environment that supports
innovative and legacy services within open digital
markets. The virtual functions are crucial for exe-
cuting necessary information processing, storage,
and exchange, providing resource, capability, and 1200

availability exposure functions. Other compo-
nents that will be described below, such as name
resolution and network caching, DTs, Autopi-
lots, Assistants, Representatives (Proxies), Facil-
itators, Digital Markets, Wallets, and Avatars, 1205

collaborate to implement a distributed service ar-
chitecture. Each actor fulfills distinct roles, from
name resolution and temporary storage of pop-
ular content to representing individuals and col-
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Figure 4: Overview of the abstraction and middleware stratum.

lectives (called entities), facilitating service graph1210

construction, managing digital markets, process-
ing payments, and enabling interaction in alter-
nate realities.

The importance of these actors stems from their
combined ability to enable interoperability, effi-1215

ciency, loose coupling, and functionality, thus fa-
cilitating the support necessary for the complexity
of the service environment. Without these com-
ponents, the operations and transactions essen-
tial for functioning within the open digital mar-1220

kets would be inefficient or impossible. There-
fore, these actors represent key pillars within the
Service Stratum, contributing to a comprehensive
and modular architecture design. Below is a dis-
cussion of these services and their value to the1225

D6G architecture. Figure 5 illustrates the service
structure of a certain entity in D6G. The concept
is that entities from infrastructure, service, and
content providers use the same structure to en-
able service life cycling. Even users can adhere1230

to the same pattern, as they will have the same
services at home.

VNFs implement all information process-
ing, storage, and exchange functions as web
services (decentralized in DLT as smart1235

contracts). Moreover, VNFs perform re-
source/capabilities/availability exposure (for
directory services). These functions expose
names to the name resolver and discover possible
partners for dynamic service graph composition.1240

Virtual functions can search for potential service-

6.B AI
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6.F ZSM

6.E SON
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Figure 5: General view of entity structure with a user, an
operator, or a service provider.

level agreements (legacy) or selection/adjustment
in smart contracts (novel approach). These
functions use facilitators to find possible service
graphs to which they can connect. Hiring can 1245

be done directly between VNFs or representative
services (proxies). VNFs can be implemented
and activated by smart contracts and may have
other programs that only process through DLT.

Name Resolution and Network Caching is 1250

a VNF that stores relationships between names.
It also integrates a network cache for the tempo-
rary storage of popular content. Caches can store
information (names, identifiers, descriptors, pos-
sible smart contracts) of physical resources, ser- 1255
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vices, interfaces, and firmware. Such an approach
follows the NovaGenesis design [12].

DTs represent everything that is physical and
cannot be virtualized. DTs must control all types
of resources, imperatively from contracts formed1260

with other services. Moreover, DTs implement
controllers of all kinds, SDN, O-RAN, 5GC, etc.
That is, representatives are also controllers of the
represented.

Autopilots are trained AI algorithms that run1265

in high-level programming languages (high energy
fingerprints) or are embedded in neuromorphic
computers (low energy fingerprints). Autopilots
can be integrated into autonomic computing, al-
lowing for both ML and trial and error algorithms.1270

Autopilots also act in decision-making in a do-
main or organization. Moreover, autopilots opti-
mize and configure contracted resources and ser-
vices, interacting with name resolutions and fa-
cilitators to determine the best opportunities in1275

digital markets. When established contracts are
in effect, autopilots interact with DTs to reflect
in the physical world decisions about contracts in
the digital markets.

Assistants are representatives of individuals,1280

differing from representatives of organizations or
collectives. These individuals are called proxies
and are implemented as VNFs. Assistants are en-
hanced versions of current systems such as Apple
Siri, Alexa, and ChatGPT.1285

Representatives (Proxies) represent col-
lectives, such as people living in residences,
buildings, condominiums, companies, operators,
among others. Representatives store policies,
preferences, contract models, and intentions,1290

among other important information for contract-
ing 6G services. According to organizational pol-
icy, representatives receive demands from assis-
tants in a certain domain and proceed with the
hiring or releasing resources and services. Repre-1295

sentative proxies are also implemented as VNFs.
Legacy domain middleware platforms can also be
represented by auxiliary instances of this compo-
nent, e.g., for NFV, DLT.

Facilitators receive demands for 6G slices and1300

facilitate the construction of service graphs for
them. Facilitators assemble and return sugges-

tions of possible service graphs from what exists
in decentralized markets or legacy service direc-
tories. Moreover, facilitators hire VNFs in the 1305

markets to implement slices, facilitating the dis-
covery of existing smart contracts, their charac-
teristics and clauses, among other aspects. Facili-
tators can be employed not only in digital markets
but also in other applications. 1310

Digital Markets offer various implementa-
tions of VNFs, including previous generation com-
ponents (4G, 5G). In practice, markets can be
supported through environments with DLTs and
smart contracts, or even traditional cloud envi- 1315

ronments (no immutability and, therefore, less
secure). Markets form real stores, where facili-
tators, representatives, autopilots, among other
components, can fetch, contract, and sell re-
sources (such as physical things, electromagnetic 1320

spectrum, physical networks, antennas, towers,
edge sites,) and services. The dynamic compo-
sition is not limited to a single market (closed or
open); stores from traditional suppliers can also
be integrated. 1325

Wallets for digital money are required to pay
for resources and services. Facilitators need digi-
tal wallets when hiring material or VNFs when
forming service graphs. 6G will encompass an
open market formed by all existing players, and 1330

payments are a requirement in any market.
Avatars are virtual objects that allow a person

to interact in other realities. Avatars differ from
assistants since they do not represent people in
their absence. Avatars are the presence of bio- 1335

logical persons themselves in different realities. A
requirement to achieve the desired metaverse ap-
plication.

5. Multiple drone connectivity: advanced
6G remote interactions use case 1340

We employ advanced remote interactions
through a drone connectivity use case, shown in
Figure 6, to illustrate the high-level functional-
ity of the D6G architecture. This particular use
case, as elaborated in Section 3, exemplifies one 1345

of the primary application scenarios to maintain
sophisticated remote interactions with devices sit-
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Figure 6: Sequence diagram for the 6G use case for three drone connectivity in a small city. Entity N has a drone that
D6G will provide with connectivity and services. In this use case, N = 3, i.e., three users have each drone to be served.

uated at considerable distances from users. This
use case is representative of the possibilities of
6G since it involves DTs, AI, and digital asset1350

monetization. The bottom of the figure illustrates
the physical devices that host the above software.
Users (consumers) use smartphones to connect to
a remote radio unit. The same happens with the
drone. Through the RAN implemented by an1355

evolved common public radio interface (eCPRI),
access is provided to the consumer’s server. The
provider has two servers: a) one in the middle of
the figure allocated to run DLT nodes, therefore
supporting digital market components; b) a server1360

to run the other components of D6G at the mid-

dleware and service stratum. A human operator
uses a laptop to interact with a digital assistant.
Facilitating efficient and effective communication
between drones and/or users represents one of the 1365

most compelling and innovative use cases of 6G
technology, as examined by Jiang et al. [55], Ba-
jracharya et al. [56], and Wang et al. [57].
Three drone enthusiasts (consumers) want to

create a temporary 2-day event in a small city 1370

served by an infrastructure and services provider.
A consumer is illustrated in the left portion of
Figure 6. Like this consumer, service providers
also have human operators (professionals in this
case) and their assistants, as illustrated on the 1375
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right side of the figure. The provider must first
register smart contracts in the digital market (in
the middle of the figure) to make such a scenario
possible.

The process is started by a human operator (1)1380

who talks or sends text messages to his assistant.
The operator wants a 6G connectivity service for
drones by employing an SDR-based eCPRI fron-
thaul. The assistant queries (2) the operator’s
NRNC about existing devices, networks, software1385

platforms, and virtualized infrastructures to sup-
port such a scenario. The NRNC delivers infor-
mation about such resources (3). The assistant
sends a query to the provider proxy (4) to de-
ploy the service according to the provider’s poli-1390

cies. The proxy consults the domain autopilot to
check if some smart contracts have already been
deployed (5). If some already registered smart
contract can fit the demand, the autopilot indi-
cates its name to the proxy (6). Otherwise, au-1395

topilot informs that a new smart contract should
be developed (also in 6). The results return not
only to the proxy but also to the assistant, which
reports the status for the human operator.

The proxy requests that the facilitator proceed1400

(7) when a new smart contract needs to be devel-
oped and registered on the digital market. The
facilitator creates new smart contracts based on
the query, policies, and wallet information, using
AI, e.g., ChatGPT or similar tools can synthesize1405

a smart contract to perform such a task. The re-
sult is sent back (8) to the user for improvements,
testing, and final development. The final version
proceeds through the facilitator for registration in
the digital market (9 and 10). The dotted lines in1410

Figure 6 indicate that some step can be repeated
a few times until it is completed. All the smart
contracts required to implement the 6G connec-
tivity service for drones are registered and ready
to run. It is essential to observe that the regis-1415

tered smart contracts will run when monetized by
a client. The virtual functions required to form
the service graph of such slices will run after con-
tract monetization.

All weekend event participants want to control1420

their drones through a 6G operator that provides
infrastructure and services. These participants

want to take pictures, record drone videos, share
media, and post them on social networks. Each
drone has a DT that runs separately in each user’s 1425

domain. On the eve of the event, all owners ask
their assistants using natural language for a slice
of the 6G network to use their drones (a). The as-
sistant communicates through chat or voice recog-
nition with users, sending a request to the local 1430

NRNC to fetch the name of the domain proxy (b).
After receiving this data (c), the assistant sends
a request to its domain representative (proxy) to
meet the demand (d). The representative is, in
fact, responsible for solving the problem, while 1435

the assistant’s primary role is to understand and
report what is happening (e). Similarly, the dot-
ted lines indicate that some step can be repeated
several times and is not shown in the figure so as
not to impair understanding. 1440

The proxy checks the autopilot to see if some-
thing similar has been done before (f). If so, it
uses information from a previous solution to hire
entities again through a facilitator (not shown in
Figure 6). If this slice has never been assembled 1445

before (g), with similar or identical characteris-
tics, the proxy triggers the facilitator (h) to find
possibilities for contracts that can meet the de-
mand. The facilitator queries (i) smart contracts
from the digital market and provides contracting 1450

options to the facilitator (j). The facilitator in-
forms the autopilot about option (k), which de-
cides and informs the proxy (l). The facilita-
tor hires the resources necessary for the slice in
the digital markets, including physical resources 1455

(compute, storage, and network), critical VNFs,
demanded RF spectrum, and so on, using the user
wallet function (m and n). In short, a proxy buys
portions of shared (or dedicated) resources with a
digital wallet in one or more markets. 1460

Note that in this scenario, each user proxy may
make different decisions, which result in other
contracted slices and which may be better suited
to the temporary event problem. Smart contracts,
when monetized, reserve resources for the dura- 1465

tion of the event. Alternatively, for a time shorter
than the duration of the event, according to each
participant’s decision. Proxy adheres to user pref-
erence labels and policies, such as preferred cur-
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rency for payments, operators, etc.1470

Once payments are made, smart contracts trig-
ger slice creation at the infra/service provider.
The first step is instantiating several DTs in the
transaction (o), assuming they are not running
before, not only in the client domain but also in1475

the provider. Moreover, the payment drives the
updates on the facilitators (p), which inform the
autopilots about the new slice (q). Autopilots
start to configure DTs in user and provider do-
mains (r). The provider autopilot configures the1480

VNFs started in the digital market by smart con-
tracts (r). DTs forward configurations to respec-
tive physical counterparts (s). All necessary con-
figurations are performed to prepare drone traffic
in user and provider domains. Observe that DTs1485

on the user side configure drones for this slice.
Simultaneously, DTs on the operator side pre-
pare all infrastructure to meet smart contracts’
expected experience and quality.

6. Modeling and Performance Evaluation1490

This section discusses the modeling of the DG6
components considering the lifecycle of phyallows
usresources and VNFs in Subsection 6.1. More-
over, we analyze the performance evaluation for
each DG6 component, investigating the utiliza-1495

tion these components have and the communica-
tion delays in Subsection 6.2.

6.1. Modeling the DG6 components

We employed Jackson’s Theorem with an
M/M/1 queuing system for each D6G component1500

[58] to model the 6G drone connectivity use case
of Figure 6. Our model focuses on evaluating uti-
lization (how much each component is used) and
total delay for two moments in the lifecycle of
physical resources and VNFs: (i) deployment via1505

smart contracts and (ii) hiring. In other words,
our model concentrates on assessing the extent to
which each component is employed and the overall
delay during physical resources and VNFs deploy-
ment and their further use.1510

We developed a queuing theory Jackson net-
work (QTJN) tool in Python to compute usage

probabilities and performance parameters. More-
over, we defined the mean transaction service
rates (𝜇s) for each component of the D6G ar- 1515

chitecture. These 𝜇s rates indicate the average
service rate that each component processes trans-
actions. All average service rates are expressed
as transactions per minute and cover information
processing and communication delays. Therefore, 1520

the model specifies how many transactions per
minute each component can handle and forward
to another component following the information
flow presented in Figure 7. Each component i
can receive traffic external to the network (𝛾𝑖) or 1525

internal feedback traffic (𝜆𝑖).

Table 2 summarizes the parameters adopted in
the evaluations. Each component has a number
(No.) from 1 up to 20. A reference (Ref.) is
also adopted for each component, as well as a 1530

Name. For example, component No. 3 has ref-
erence UNRNC and name user name resolution
and network cache (UNRNC). The column Ex-
ternal Input details the external traffic that ar-
rives in a certain component. For instance, the 1535

external traffic entering the UNRNC component
is zero, i.e., 𝛾𝑈𝑁𝑅𝑁𝐶=0. This means that there is
no external traffic to the network that reaches the
UNRNC. In fact, only three components receive
user external traffic: drone user (U), provider op- 1540

erator (O), and payment execution from provider
wallet (PW). They are all used to characterize
the demands generated by manual interference in
our evaluation scenario. These rates model both
requests made by the provider’s human operator 1545

when deploying smart contracts and final user re-
quests for contracting virtual resources and func-
tions registered in DLT. Only one user has been
modeled since the other users in the use case ex-
perience the same performance in the 6G model. 1550

The user side in Figure 7 encompasses a user
name resolution and network cache (UNRNC),
a user proxy (UP), a user autopilot (UAP), a
user facilitator (UF), a user wallet (UW), a drone
twin (DrT) and a physical drone (D). Table 2 1555

contains all the smart contract usage model val-
ues. For each component, the table shows which
Output Transaction(s) are leaving the compo-
nent and the names of the Next Node(s) con-
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Figure 7: Queuing theory model for 6G drone connectivity use case. Each 6G component is numbered i = 1 to 20.

nected. For each component output, an Out-1560

put Probability (𝑟 𝑗 ,𝑖) is associated accordingly to
Jackson’s Theorem. The provider side comprises
a provider name resolution and network cache
(PNRNC), a provider proxy (PP), a provider
autopilot (PAP), a provider facilitator (PF), a1565

provider wallet (PW), a software-defined radio
twin (SDRT), and a physical software-defined ra-
dio (SDR).

The model allows calculating the probability
that a transaction leaves a certain system and1570

goes to another one. For example, the probabil-
ity that a transaction leaves the provider wallet
(PW) and goes to the provider facilitator (PF)
is 100%. Table 2 shows this scenario configura-
tion on line No. 17. All these probabilities were1575

considered in Jackson’s network topologies [58].

Equation 1 calculates the effective traffic at each
component of the 6G model, i.e., 𝜆𝑖, which is the
internal arrival rate of each queuing system (node
i in Figure 7). 1580

𝜆𝑖 = 𝛾𝑖 +

𝑀∑︁

𝑗=1

𝑟 𝑗 ,𝑖 .𝜆 𝑗 (1)

where, 𝛾𝑖 is the external network traffic at sys-
tem i = 1 to 20, while 𝑟 𝑗 ,𝑖 is the probability that
a certain transaction leaves system j and moves
to system i. 𝑀 is the total number of systems in
the network, that is, 20 in our scenario. 1585

Applying this equation to all components gen-
erates a linear system of equations. Solving this
system allows one to determine its internal input
rates (𝜆s) and all other performance metrics, in-
cluding system utilization and delays. We can use 1590
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Table 2: Queuing theory model for 6G slice building with variables, meanings, and assumed values.

External Internal Output Next Outputs Service Rate
No. Ref. Name

Input Input Transaction(s) Node(s) Probabilities (Trans/Minute)

1 U User 𝛾𝑈=0.2 𝜆𝑈 a UA 𝑟1,2=1 𝜇𝑈=19

User UNRNC, 𝑟2,3=0.5,
2 UA

Assistant
𝛾𝑈𝐴=0 𝜆𝑈𝐴 b,d

UP 𝑟2,4=0.5
𝜇𝑈𝐴=39

User
3 UNRNC

NRNC
𝛾𝑈𝑁𝑅𝑁𝐶=0 𝜆𝑈𝑁𝑅𝑁𝐶 c UA 𝑟3,2=1 𝜇𝑈𝑁𝑅𝑁𝐶=20

UAP, 𝑟4,5=0.33,

4 UP
User

𝛾𝑈𝑃=0 𝜆𝑈𝑃 f, h, m UF, 𝑟4,6=0.33, 𝜇𝑈𝑃=50
Proxy

UW 𝑟4,7=0.33

User UP, 𝑟5,8=0.5,
5 UAP

Autopilot
𝛾𝑈𝐴𝑃=0 𝜆𝑈𝐴𝑃 g, l, r

DrT 𝑟5,4=0.5
𝜇𝑈𝐴𝑃=52

User UAP, 𝑟6,5=0.5,
6 UF

Facilitator
𝛾𝑈𝐹=0 𝜆𝑈𝐹 k, q, i

M 𝑟6,10=0.5
𝜇𝑈𝐹=49

User UF, 𝑟7,6=0.5,
7 UW

Wallet
𝛾𝑈𝑊=0 𝜆𝑈𝑊 p, n

M 𝑟7,10=0.5
𝜇𝑈𝑊=23

8 DrT Drone Twin 𝛾𝐷𝑟𝑇=0 𝜆𝐷𝑟𝑇 s D 𝑟8,9=1 𝜇𝐷𝑟𝑇=21

9 D Drone 𝛾𝐷=0 𝜆𝐷 - - - 𝜇𝐷=22

10/ 𝜆𝑀1, 𝜇𝑀1=53,

20
M Market 𝛾𝑀=0

𝜆𝑀2

j UF 𝑟10,6=1
𝜇𝑀2=50

11 O Operator 𝛾𝑂=1 𝜆𝑂 1 PA 𝑟11,12=1 𝜇𝑂=20

Provider 2, PNRNC, 𝑟12,13=0.5,
12 PA

Assistant
𝛾𝑃𝐴=0 𝜆𝑃𝐴

4 PP 𝑟12,14=0.5
𝜇𝑃𝐴=40

Provider
13 PNRNC

NRN
𝛾𝑃𝑁𝑅𝑁𝐶=0 𝜆𝑃𝑁𝑅𝑁𝐶 3 PA 𝑟13,12=1 𝜇𝑃𝑁𝑅𝑁𝐶=1000

Provider 5, PAP, 𝑟14,15=0.5,
14 PP

Proxy
𝛾𝑃𝑃=0 𝜆𝑃𝑃

7 PF 𝑟14,16=0.5
𝜇𝑃𝑃=1000

Provider 6, SDRT 𝑟15,18=0.5,
15 PAP

Autopilot
𝛾𝑃𝐴𝑃=0 𝜆𝑃𝐴𝑃

r PP, UF 𝑟15,14=0.5
𝜇𝑃𝐴𝑃=1000

Provider 6, PAP, 𝑟16,15=0.5,
16 PF

Facilitator
𝛾𝑃𝐹=0 𝜆𝑃𝐹

10, q M 𝑟16,20=0.5
𝜇𝑃𝐹=500

17 PW Provider Wallet 𝛾𝑃𝑊=2 𝜆𝑃𝑊=0 p PF 𝑟17,16=1 𝜇𝑃𝑊=200

18 SDRT SDR Twin 𝛾𝑆𝐷𝑅𝑇=0 𝜆𝑆𝐷𝑅𝑇 s SDR 𝑟18,19=1 𝜇𝑆𝐷𝑅=20

19 SDR SDR 𝛾𝑆𝐷𝑅=0 𝜆𝑆𝐷𝑅 - - - 𝜇𝑆𝐷𝑅=30

the number of feedbacks provided in Figure 6 to
model the required transactions and to estimate
the total delay for an operator to deploy a smart
contract in the digital market. This procedure in-
volves nodes 11 through 20 in this figure. In this1595

case, Equation 2 provides total delay for a smart
contract deployment.

𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐷} = 𝐸{𝑡𝑞𝑂} + 2.𝐸{𝑡𝑞𝑃𝐴} + 𝐸{𝑡𝑞𝑃𝑁𝑅𝑁𝐶}+

2.𝐸{𝑡𝑞𝑃𝑃} + 2.𝐸{𝑡𝑞𝑃𝐴𝑃} + 3.𝐸{𝑡𝑞𝑃𝐹}+

𝐸{𝑡𝑞𝑃𝑊 } + 𝐸{𝑡𝑞𝑀} + 𝐸{𝑡𝑞𝑆𝐷𝑅𝑇 } + 𝐸{𝑡𝑞𝑆𝐷𝑅}

(2)

This equation calculates the expected total de-

lay for deploying a smart contract in a 6G net-
work. This delay includes the time transac- 1600

tions pass through various network components.
Each term in the equation represents the expected
queuing time at a specific component in the net-
work, and the coefficients indicate the number of
times a transaction is expected to pass through 1605

that component. Here’s a breakdown of each term
in the equation:

• 𝐸{𝑡𝑞𝑂}: The expected mean delay at the op-
erator node (O). This node is responsible for 1610

initiating the deployment process.
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• 2.𝐸{𝑡𝑞𝑃𝐴}: Mean delay at the provider as-
sistant node (PA), which is multiplied by 2
because the transaction passes through this
node twice during the deployment process.1615

See Figure 6 for reference.

• 𝐸{𝑡𝑞𝑃𝑁𝑅𝑁𝐶}: Mean delay at the provider
name resolution and network cache node
(PNRNC).

• 2.𝐸{𝑡𝑞𝑃𝑃}: Mean delay at the provider proxy1620

node (PP), which is also traversed twice dur-
ing the process.

• 2.𝐸{𝑡𝑞𝑃𝐴𝑃}: Mean delay at the provider au-
topilot node (PAP), traversed twice as well.

• 3.𝐸{𝑡𝑞𝑃𝐹}: Mean delay at the provider fa-1625

cilitator node (PF), which is traversed three
times.

• 𝐸{𝑡𝑞𝑃𝑊 }: Mean delay at the provider wallet
node (PW).

• 𝐸{𝑡𝑞𝑀}: Mean delay at the market node (M).1630

• 𝐸{𝑡𝑞𝑆𝐷𝑅𝑇 }: Mean delay at the software-
defined radio twin node (SDRT).

• 𝐸{𝑡𝑞𝑆𝐷𝑅}: Mean delay at the software-
defined radio node (SDR).

The time it takes to establish a 6G connectivity1635

slice for drone connectivity once the operator has
deployed the required smart contracts can be es-
timated if the transactions in Figure 6 are carried
out according to the feedback given in the same
figure. In this case, Equation 3 offers the total1640

delay.

𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐶} = 𝐸{𝑡𝑞𝑈} + 2.𝐸{𝑡𝑞𝑈𝐴} + 𝐸{𝑡𝑞𝑈𝑁𝑅𝑁𝐶}+

3.𝐸{𝑡𝑞𝑈𝑃} + 3.𝐸{𝑡𝑞𝑈𝐴𝑃} + 3.𝐸{𝑡𝑞𝑈𝐹}+

𝐸{𝑡𝑞𝑈𝑊 } + 𝐸{𝑡𝑞𝑀} + 𝐸{𝑡𝑞𝐷𝑇 } + 𝐸{𝑡𝑞𝐷}

(3)

This equation calculates the expected total de-
lay for a user to contract a 6G connectivity slice.
This delay includes the time taken for transac-
tions to pass through various components of the1645

6G network from the user’s perspective. Each
term in the equation represents the expected
queuing time at a specific component in the net-
work, and the coefficients indicate the number of
times a transaction is expected to pass through 1650

that component. The meaning of each equation
term is as follows:

• 𝐸{𝑡𝑞𝑈}: Mean delay at the user node (U).

• 2.𝐸{𝑡𝑞𝑈𝐴}: Mean delay at the user assis- 1655

tant node (UA), which is multiplied by 2
because the transaction passes through this
node twice.

• 𝐸{𝑡𝑞𝑈𝑁𝑅𝑁𝐶}: Mean delay at the user name
resolution and network cache node (UN- 1660

RNC).

• 3.𝐸{𝑡𝑞𝑈𝑃}: Mean delay at the user proxy
node (UP), which is traversed three times.

• 3.𝐸{𝑡𝑞𝑈𝐴𝑃}: Mean delay at the user autopi-
lot node (UAP), also traversed three times. 1665

• 3.𝐸{𝑡𝑞𝑈𝐹}: Mean delay at the user facilitator
node (UF), traversed three times.

• 𝐸{𝑡𝑞𝑈𝑊 }: Mean delay at the user wallet node
(UW).

• 𝐸{𝑡𝑞𝑀}: Mean delay at the market node (M). 1670

• 𝐸{𝑡𝑞𝐷𝑇 }: Mean delay at the drone twin node
(DT).

• 𝐸{𝑡𝑞𝐷}: Mean delay at the drone node (D).

This expression estimates the total delay for
contracting a 6G slice from the sum of the de- 1675

lays experienced by each component from 1 to 10.
𝐸{𝑡𝑞𝑈} is the total delay in QS 1, 𝐸{𝑡𝑞𝑈𝐴} is the
total delay in QS 2, and so on. All these expected
individual queuing times are calculated using the
M/M/1 formula at Equation 4, which calculates 1680

the average delay in each component.

𝐸{𝑡𝑞𝑖} =
1

𝜇𝑖 − 𝜆𝑖
(4)
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Regarding the occupancy of the systems that
make up the 6G model, Equation 5 gives an oc-
cupancy in terms of the number of transactions
for each system. Therefore, this expression allows1685

us to determine the mean number of transactions
performed in each component.

𝐸{𝑞𝑖} =
𝜌𝑖

1 − 𝜌𝑖
(5)

Therefore, this equation estimates the mean
queueing system occupation (𝐸{𝑞𝑖}) in terms
of the mean amount of transactions stored and1690

served. It is essential to highlight that 𝜌𝑖 is the
utilization of a certain component i. The direct
sum of the mean occupation for all systems gives
us the occupancy of the entire 6G model. Further-
more, the queueing system (QS) utilization metric1695

in M/M/1 systems, which indicates the extent of
system usage, is determined by the following:

𝜌𝑖 = 1 − 𝑝0 (6)

where 𝑝0 is the probability that a certain com-1700

ponent i is empty.

These equations provide deep analytical in-
sights into system behavior, helping to iden-
tify bottlenecks and optimize resource allocation.
Utilizing queuing theory and Jackson’s theorem,1705

these models provide essential predictive capabili-
ties for designing 6G architectures. They allow for
evaluating utilization and delays in each compo-
nent, showing the bottlenecks. Understanding the
delays in deploying smart contracts or contract-1710

ing slices is fundamental for 6G design. These
equations quantify these delays, offering valuable
insights into the system’s responsiveness and ad-
equacy. Additionally, they assist in resource allo-
cation, ensuring that the system can handle ex-1715

pected loads without excessive delays or resource
wastage. Through scenario analysis, these mod-
els abstract real-world applications such as drone
deployment or smart contract implementation.
Furthermore, they establish performance bench-1720

marks, allowing continuous improvement and val-
idation of the 6G architecture design.

6.2. Performance Evaluation

This subsection analyzes an operator deploying
a smart contract in the digital market. Afterward, 1725

we investigate the user contracting a 6G connec-
tivity slice. We primarily focus on increasing the
transaction arrival rate generated from humans
and assess the system’s performance in response.

Operator Deploying a Smart Contract in the Dig- 1730

ital Market

The provider operator must interact with an as-
sistant application to implement a smart contract,
as shown in Figure 6. It is fundamental to note
that the model calculates performance metrics for 1735

a single, smart contract deployment. If several
smart contracts are required, the delay must be
multiplied accordingly. The delay must be multi-
plied if several smart contracts are required. Fig-
ure 8a shows the QS utilization metric, i.e., 𝜌𝑖 1740

calculate by using Equation 6.
The lower the probability that a QS is empty,

the higher its utilization. In the worst case, uti-
lization (U) is approximately 50% in QS18 and
QS12, followed by 𝜌19=40% (SDR), 𝜌20=25% 1745

(M), and 𝜌16=7% (PF). In this case, all QSs have
an acceptable utilization for the scenario under
study. That is, the system components are effec-
tively utilized without overburdening. The high
utilization rates in QS18 and QS12, up to 50%, in- 1750

dicate that these components handle a substantial
portion of the workload efficiently. Meanwhile,
lower utilization rates in other components, such
as 𝜌16 in 7%, suggest ample capacity is available
to handle additional load if necessary. This bal- 1755

ance in utilization ensures that no single compo-
nent becomes a bottleneck, leading to a more ro-
bust and reliable system. We can conclude that
the service rates specified in Table 2 are well cho-
sen, providing a good trade-off between efficiency 1760

and capacity. This insight is crucial to optimiz-
ing the performance of our 6G solution, as it con-
firms that the architecture can support smart con-
tract deployments effectively, maintaining accept-
able levels of performance even under varying load 1765

conditions.
Figure 8b shows the occupation of QSs in terms

of mean transactions calculated by using Equa-
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(a) Queueing system utilization (𝜌𝑖).
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(b) Queueing system mean occupation (𝐸{𝑞𝑖}).

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5 10.0
O (Transactions/Minute)

0

1

2

3

4

5

6

To
ta

l D
el

ay
 (S

ec
on

ds
)

QS Total Delay for Increasing External Operator Traffic
Legend:

QS11
QS12
QS13
QS14
QS15
QS16
QS17
QS18
QS19
QS20

(c) Queueing system mean total delay (𝐸{𝑡𝑞𝑖}).
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(d) Estimate of the total delay in deploying an SC.

Figure 8: Results for operator deploying for a smart contract in D6G components.

tion 5. As expected, systems with higher uti-
lization have higher occupations, i.e., PA has1770

𝐸{𝑞12} = 1 mean transaction, and SDRT has
𝐸{𝑞18}=0.92 mean transactions. PNRNC, PAP,
and PW have very small occupations due to their
high service rates (𝜇𝑖). These occupancy val-
ues are low, indicating a lightly loaded network.1775

The total QS mean transaction delay as calcu-
lated by Equation 4 is depicted in Figure 8c.
The worst total QS delays have been identified as
𝐸{𝑡𝑞11}=6 seconds in the system that models the
operator (O), 𝐸{𝑡𝑞18}=4.5 seconds at SDRT, and1780

𝐸{𝑡𝑞19}=3.3 seconds at SDR. All these results
are for 𝛾𝑂=10 transactions per minute. These
delay values are acceptable in a smart contract
deployment process. The analysis of mean trans-
action occupation and delay across the different1785

systems provides important insights for the 6G

architecture. The low occupation values for com-
ponents such as PNRNC, PAP, and PW suggest
that the network is not overly congested and can
handle additional transactions without significant 1790

performance degradation. The system’s efficiency
is further validated by the acceptable delay values,
showing that even with a load of 10 transactions
per minute, essential operations can be executed
within an acceptable time span. This ensures ef- 1795

fective scalability and performance maintenance,
confirming the configuration and service rates are
optimized for the intended drone application.

The last result for this sequence is shown in
Figure 8d. It presents the estimate of the to- 1800

tal delay for an operator to deploy a smart con-
tract in a digital market according to Equation 2.
𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐷} ranges from 13.5 seconds when 𝛾𝑂=0.5
transactions per minute, up to 𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐷}=22.2
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(b) Queueing system mean occupation (𝐸{𝑞𝑖}).
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(c) Queueing system mean total delay (𝐸{𝑡𝑞𝑖}).
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(d) Estimate of the total delay in contracting a 6G slice.

Figure 9: Results for user contracting a D6G slice.

seconds when 𝛾𝑂=10 transactions per minute.1805

This result is crucial for understanding the perfor-
mance limits of our 6G architecture when deploy-
ing smart contracts. The range of delay values
from 13.5 to 22.2 seconds indicates that the sys-
tem can handle varying loads efficiently, maintain-1810

ing acceptable performance even as the transac-
tion rate increases. This demonstrates the robust-
ness of service rates and the overall design of the
network in managing smart contract deployments.
However, it also underscores the potential for in-1815

creased delays with consecutive contract imple-
mentations, emphasizing the need for optimiza-
tion in high-volume scenarios. In summary, these
delay values are acceptable for a single-smart con-
tract deployment. However, a more significant de-1820

lay may occur if many contracts are implemented
in series.

User Contracting a 6G Connectivity Slice

Once the smart contracts have been estab-
lished, the next step is to contract to them. This 1825

step is the purpose of the performance analysis
discussed in this subsection. Figure 9a shows the
QS utilization metric accordingly to Equation 6.
The lower the probability that a QS is empty, the
higher its utilization. Observe that QS utilization 1830

is close to each other, meaning that service rates
(𝜇𝑖) are within the acceptable range for the sce-
nario under study. When contracting the smart
contract, the workload on all 6G components is
similar and low. Figure 9b shows the mean QS oc- 1835

cupation for transactions. As expected, QS with
larger utilization (UF) also has more transactions
queued or being processed. The highest occupa-
tions for the chosen service rates are UF, user ter-
minal, UA, and UNRNC. However, it is worth 1840
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noting that this occupancy level is adequate for
the tasks performed by these components of D6G.
However, UW, M, UAP, and UP have smaller oc-
cupations. UF has a mean of 1.2 mean trans-
actions in the system, while UW has 0.4 mean1845

transactions. These results confirm the efficiency
and balance of D6G in handling smart contract
transactions. The uniform and minimal work-
load observed across all 6G components indicates
that the architecture is efficiently optimized for1850

the task, with service rates that prevent any sin-
gle component from becoming a bottleneck. The
higher utilization and corresponding occupancy in
key components like UF, user terminal, UA, and
UNRNC indicate that these network parts effec-1855

tively manage their roles. The lower occupancy in
components like UW, M, UAP, and UP shows suf-
ficient capacity to handle more transactions with-
out overloading the system.

The mean total QS delay (queue plus service)1860

is reproduced in Figure 9c. UF has a mean of
6.7 seconds per transaction in the system, while
UW has 3.7 seconds per transaction. A small to-
tal delay was obtained for the digital market (M)
with 1.65 seconds, followed by UAP (1.8 sec) and1865

DT (2 sec). It is fundamental to highlight that
delays in 6G components are acceptable. Figure
9d shows the estimated delay in contracting a 6G
slice from the digital market according to Equa-
tion 3. It should be noted that this delay contains1870

the number of turns that a transaction takes in
QS according to Figure 6. The increase in the
transaction rate on the user system (𝛾𝑈) leads
to a slightly exponential increase in 𝐸{𝑇𝑇𝑜𝑡𝑎𝑙}.
This behavior happens because feedback in Jack-1875

son’s network model increases the queuing time
as more transitions arrive per minute. In the
worst case, where the 𝛾𝑈 = 10 transactions per
minute, 𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐶} = 53.7 seconds, it means that
even with a high transaction rate (contracting ten1880

services per minute), the D6G architecture can
handle contracting a new slice in a reasonable
time. In the best case, the 𝛾𝑈 = 1 transaction
every two minutes, 𝐸{𝑇𝑇𝑜𝑡𝑎𝑙𝐶} = 30 seconds ac-
cording to the assumed service rates in Table 2.1885

Changing these rates 𝜇𝑖 will affect all service net-
works. Therefore, smaller delays to contract a

6G slice can be obtained by optimizing service
capacities. The D6G model keeps transaction de-
lays relatively low, even at significant transaction 1890

rates (10 transactions per minute).
The acceptable delay times across various com-

ponents, such as UF, UW, and the digital mar-
ket, indicate that the system is designed to han-
dle transactions efficiently without causing signifi- 1895

cant latency. The gradual exponential rise in over-
all delay as transaction rates increase emphasizes
the effect of network feedback on queuing dura-
tions, highlighting the necessity of optimizing ser-
vice capacities. Even in the worst-case scenario 1900

of 10 transactions per minute, D6G maintains a
reasonable total delay, demonstrating its robust-
ness. These results confirm that current service
rates and network configurations effectively sup-
port offered transaction volumes, ensuring our 1905

proposed architecture meets the requirements of
the 6G drone connectivity application. These re-
sults show a slice of contracting time that we con-
sider adequate for 6G. In addition, optimizing ser-
vice capacities further makes achieving even lower 1910

delays possible, enhancing the overall efficiency
and user experience in 6G networks. Thus, this
model enables the scaling of the complete D6G
solution based on anticipated increases in average
demand. 1915

7. Conclusion and future work

We designed a disruptive 6G architecture
(D6G) considering the selected enablers and the
design principles. DG6 architecture has been di-
vided into three strata: (i) physical, (ii) middle- 1920

ware and platforms, and (iii) services. The phys-
ical layer encompasses all visible and tangible in-
frastructure enablers, including all types of de-
vices, equipment, networks, cloud, among others.
We divided the physical stratum into three seg- 1925

ments: (a) access, (b) aggregation, and (c) core.
The middleware/platforms layer included virtual-
ization, monetization, servitization, security, stor-
age, slicing, and programmability features. In
the services stratum, we had numerous VNFs for 1930

naming, storage, computing, orchestration, con-
trol, management, life cycling, resources expo-
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sure, entity discovery, facilitation, contracting,
digital market using DTs, autopilot, and repre-
sentation of physical and human operators/users.1935

Moreover, we proposed a decentralized, open, and
digitally monetized service store with various net-
work functions from current generations (4G, 5G),
beyond 5G, and 6G. The interfaces between the
NFVs can be published in a distributed name res-1940

olution system, allowing the discovery and con-
tracting at run time of infrastructure, virtualized
resources, and services.

D6G aims to create a hyper-converged environ-
ment in which 6G components can evolve and be1945

delivered through smart contracts in DLT tech-
nology. VNFs deployed in containers or VMs are
supported for compatibility and scalability. How-
ever, the best innovation is executing VNFs by
monetizing smart contracts in public and per-1950

missioned DLT or central bank digital currency
(CBDC). The role of DLTs in the D6G architec-
ture is the main difference between the 6G archi-
tectures proposed in the literature and possible
5G evolutionary architectures.1955

We developed a queuing theory model based on
Jackson’s theorem to evaluate the D6G architec-
ture. The estimated delay to deploy a smart con-
tract in a 6G domain was evaluated when an oper-
ator’s external traffic increased from 0.5 up to 101960

transactions/minute. In the worst case, this delay
was equal to 23 seconds, an adequate value for a
practical 6G application. Moreover, our model al-
lowed us to estimate the total delay in contracting
a 6G slice from a digital market where previous1965

smart contracts have been deployed. Moreover,
in the worst case, when the external traffic of the
user was ten transactions per minute, this delay
was evaluated as 53.7 seconds. This result means
that even with a very high transaction rate, the1970

proposed architecture can deal with contracting a
new slice in a reasonable time.

The next steps on D6G are: (i) to detail archi-
tectural requirements more deeply, (ii) to evalu-
ate existing smart contract DLT technologies that1975

can support D6G requirements, (iii) to provide a
fine-grained specification of the architecture en-
compassing key enablers for a proof-of-concept
(PoC) proposal. Such a specification is challeng-

ing since it must map the VNFs planned to run 1980

through smart contracts or reimplement them in
this format. Additionally, the specification of AI-
based components (autopilots, assistants, prox-
ies, and facilitators) and their interactions is an-
other challenging point of attention. DTs will de- 1985

mand a significant investment in time due to the
scales of representing every asset on the physical
stratum, including the novel ones, such as neuro-
morphic computing, OWC, disruptive waves, and
IRS/RIS, among others, (iv) to implement the 1990

PoC and train all components for initial testing.
The availability of data for training is a funda-
mental issue to consider. Furthermore, creating,
configuring, and testing the decentralized service
store and digitized resource markets is another 1995

problematic point, (v) to establish an evaluation
methodology and its associated experimental de-
sign, (vi) to evaluate performance experimentally.
The modular design adopted favors parallel devel-
opment, training, and testing. The principles of 2000

openness, collaboration, and sharing adopted in
the project favor the formation of a consortium
for a decentralized roadmap. New business mod-
els can also be explored.
As it is practically impossible to standard- 2005

ize every detail of such a significant architec-
ture, the essential action is to standardize its
main/fundamental pillars/enablers and their in-
teractions (interfaces) so that the remaining in-
gredients will fit naturally in a self-organized way. 2010

We would propose the following if it were neces-
sary to choose a minimal subset of enablers for
an initial PoC. Sensing and Acting - IoT sensing;
Communications - THz communications, Ultra
MIMO, IRS/RIS, D2D, disruptive waves, OWC, 2015

UAVs, and 3D nets; Softwarization - Cloud elas-
ticity, Open RAN, SOA, network caching and slic-
ing, NFV/MEC, DTs, SDN, IBN; Immutability
- DLT, smart contracts, all markets; Intelligence
and Security - all enablers. 2020
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