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Abstract: With recent electronic devices relying on sub-nanometer features, the under-
standing of device performance requires a direct probe of the atomic arrangement. As an
ideal tool for crystallographic analysis at the nanoscale, aberration-corrected transmission
electron microscopy (ACTEM) has the ability to provide atomically resolved images and
core-loss spectra. Herein, the techniques for crystallographic structure analysis based
on ACTEM are reviewed and discussed, particularly ACTEM techniques for measuring
strain, dislocations, phase transition, and lattice in-plane misorientation. In situ obser-
vations of crystal evolution during the application of external forces or electrical fields
are also introduced, so a correlation between crystal quality and device performance can
be obtained.

Keywords: transmission electron microscopy; compound semiconductors; silicon–germanium;
in situ TEM techniques; strain; dislocations; phase transition; in-plane misorientation

1. Introduction

Semiconductor materials such as silicon (Si), silicon–germanium (SiGe), gallium ar-
senide (GaAs), and indium arsenide (InAs) serve as foundational building blocks in the
fabrication of nanoscale electronic devices. These materials exhibit exceptional electronic
properties, including the compatibility and strain-engineering potential of Si and SiGe,
as well as the high electron mobility and direct bandgap characteristics of GaAs and
InAs. These attributes enable their widespread application in high-performance logic
circuits, high-speed electronic devices, and optoelectronic systems [1–3]. These attributes
make semiconductors indispensable for a range of advanced applications [4], from high-
speed transistors to quantum well lasers and infrared detectors. However, achieving
high-performance optoelectronic devices using semiconductors requires navigating com-
plex fabrication processes that can introduce structural imperfections. Initially, the basic
multilayer structure is grown using Metal–Organic Chemical Vapor Deposition (MOCVD)
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or Molecular Beam Epitaxy (MBE), which are a growth technique rather than a fabrication
step [5]. Following this, the fabrication process includes etching, doping, and other critical
steps of lateral structuring before wafer dicing. Doping typically occurs during epitaxial
growth, introducing strain fields that can impact device performance [6]. Alternatively, ion
implantation, another doping method, can generate interstitial and vacancy clusters that
alleviate strain but may also increase dislocation density [7]. Additionally, oxidation, an
essential process for surface passivation, often leads to interfacial defects, further promot-
ing dislocation formation [8]. These complex fabrication processes are indispensable for
realizing high-performance optoelectronic devices. Yet, they frequently introduce defects
that degrade device performance, reduce efficiency, and shorten operational lifetimes [9].

In the field of materials science, strain is often described using the concepts of engineer-
ing stress and engineering strain. Engineering stress refers to the applied load per initial
cross-sectional area of a material, while engineering strain measures the relative change
in length of a material under an applied load. These terms are widely used in describing
macroscopic deformation behavior under external forces. Strain in semiconductors, such
as GaAs and InAs, typically arises from the lattice mismatch between the epitaxial layer
and the substrate. The lattice constant of GaAs is 5.653 Å at room temperature, while that
of InAs is 6.058 Å. The growth of InAs on GaAs buffer layers could lead to a 7.2% biaxial
strain [10]. This strain can lead to two primary outcomes: if the epitaxial layer’s thickness
remains below the critical thickness, the strain is elastically accommodated; however, once
the critical thickness is exceeded, strain relaxation occurs, often through the formation of dis-
locations. This process typically follows the Stranski–Krastanow (SK) growth mode, where
a uniform wetting layer first forms on the substrate surface, followed by the nucleation of
island structures on the wetting layer due to lateral indium segregation [11]. As the island
structures further grow, the accumulation of strain promotes the formation of dislocations
at the edges of these islands, thereby facilitating additional strain relaxation [12]. These
dislocations often act as recombination centers for trapping carriers, thereby reducing the
efficiency of electronic and optoelectronic devices [13]. In Si/SiGe systems, strain relaxation
primarily occurs through the formation of misfit dislocations once the critical thickness is
exceeded. Unlike the Stranski–Krastanow growth mode observed in III-V semiconductors,
Si/SiGe systems typically exhibit a two-dimensional layer-by-layer growth during the
initial stages, followed by strain-induced dislocation formation at the interface [14]. To
address these challenges, studies have explored defect filter layers to mitigate dislocation
density in strained-layer superlattices [15]. Advanced techniques, such as high-resolution
TEM, further reveal how misfit dislocations accommodate strain at the atomic scale [16].
Thermodynamic studies support that strain relaxation through dislocation formation is
essential for maintaining the structural integrity of semiconductor devices [17].

Consequently, the understanding of the local crystallography of semiconductors is
crucial for preventing or optimizing the formation of dislocations, which benefits the
improvement of the reliability and performance of the devices. In this context, transmis-
sion electron microscopy (TEM) has emerged as a powerful and indispensable tool for
crystallographic characterization. TEM offers atomic resolution, allowing researchers to
obtain crystallographic information at the sub-nanometer scale, such as the identification
of strain, dislocations, phase transitions, and lattice in-plane misorientation [18,19]. When
compared to traditional characterization techniques, such as X-ray diffraction (XRD) [20] or
atomic force microscopy (AFM) [21], TEM provides unparalleled spatial resolution and the
ability to directly visualize atomic-scale defects and their impact on material properties.
Over the past decade, TEM has achieved significant advancements, substantially enhanc-
ing its capabilities. The advent of aberration-corrected high-resolution scanning TEM
(HRSTEM) [22] has driven spatial resolution down to nearly 50 picometers, enabling the
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direct imaging of atomic arrangements and dislocation cores with unparalleled precision.
Concurrently, high-angle annular dark field (HAADF) imaging provides Z-contrast [23],
facilitating the detection of subtle variations in elemental composition at heterointerfaces,
which are crucial for optimizing semiconductor device performance [24]. In semiconductor
applications, differential phase contrast imaging and energy-dispersive spectroscopy are
used in combination with STEM for the structural and chemical analysis of nanostructures,
offering enhanced visualization of complex device geometries [25]. Additionally, TEM
is not confined to static imaging, and in situ TEM methods allow for real-time analysis
of nanostructure growth dynamics, providing insights into strain relaxation and defect
formation during growth processes [26]. In situ TEM techniques [27] have been developed
to monitor crystal evolution in real time under various external conditions, such as the
application of thermal, mechanical, or electrical fields [28,29]. These in situ observations are
critical for understanding how external forces impact crystal quality during actual device
operation. By directly visualizing the response of crystal structures to external stimuli, re-
searchers can establish a physical correlation between crystal quality and external forces or
electrical fields. This is particularly valuable when contrasted with other non-TEM-based in
situ techniques, such as Raman spectroscopy or electrical measurements, which often lack
spatial resolution and direct correlation between structural and electrical properties [30].
Understanding these correlations is essential for replicating real operating conditions and
optimizing material processing techniques to mitigate degradation effects. In situ TEM
techniques can reveal how strain fields or electric fields influence dislocation dynamics or
phase transitions, providing insights for enhancing device stability and performance under
operational stress [31–35].

2. Characterization Methods in TEM

The existing techniques in TEM for crystallographic analysis can be divided into the
following three main categories:

1. Electron diffraction techniques: (a) Selected Area Electron Diffraction (SAED) [36],
(b) Convergent Beam Electron Diffraction (CBED) [36,37], (c) Nanobeam Electron Diffrac-
tion (NBD) [38], and (d) Precession Electron Diffraction (PED) [39,40] are fundamental
for determining crystal symmetry, lattice parameters, and strain distribution in materials.
SAED is widely used for obtaining diffraction patterns from specific areas of a sample,
while CBED offers high spatial resolution, enabling precise measurements of strain and
crystal symmetry. NBD provides a focused, localized approach to crystallographic analysis,
particularly useful for nanoscale structures, and PED improves measurement accuracy by
reducing multiple scattering effects, making it indispensable for complex material systems.

2. Defect visualization and imaging techniques: (a) Weak Beam Dark Field (WBDF) [41]
imaging and (b) imaging under Two-Beam Conditions (TBC) improve defect visibility by
selecting diffracted beams with optimum excitation error, allowing for high-resolution
analysis of defect structures. (c) High-angle annular dark field (HAADF) [42] imaging
provides Z-contrast, which reveals heavy atoms in atomic-scale defects and compositional
variations, while (d) bright-field (BF) and dark-field (DF) imaging [43,44] use transmitted
and diffracted electrons, respectively, to highlight crystal defects such as dislocations and
stacking faults.

3. Multidimensional data acquisition and phase contrast techniques: (a) 4D-scanning
transmission electron microscopy (4D-STEM) [45] and (b) differential phase contrast
(DPC) [46] acquire diffraction patterns or parts thereof at each probe position, provid-
ing nanoscale insights into the physical properties of materials. (c) Ptychography retrieves
phase and amplitude information by scanning overlapping regions in a series of diffrac-
tive images and reconstructing high-resolution 2D and 3D images. (d) Tomography [47]
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reconstructs 3D structures from a series of 2D projection images, offering a detailed view
of internal geometries such as nanoparticle distributions and pore structures. Finally,
(e) electron holography [48] reconstructs the phase of the electron wavefront from mea-
sured interference patterns, enabling the direct measurement of internal electric and
magnetic fields, making it particularly valuable for studying electromagnetic properties
within materials.

2.1. Electron Diffraction Techniques

Electron diffraction techniques in TEM are fundamental tools used to investigate the
crystallographic structure of materials. These techniques are indispensable for obtaining
detailed information about lattice parameters, crystal symmetry, and strain distribution,
which are crucial for understanding and optimizing the properties of materials and are also
applied in the semiconductor industry. The primary electron diffraction methods employed
in TEM-SAED, CBED, NBD in scanning transmission electron microscopy (STEM), and PED
each operate on distinct principles but are related, collectively providing a comprehensive
understanding of materials properties. SAED (Figure 1a) is widely utilized for obtaining
diffraction patterns from regions selected by an aperture in the conjugated image plane,
enabling the analysis of crystal orientation [49] and lattice structure refinement of crystallites
down to a few 10 nm in size [50]. CBED (Figure 1c), with its high spatial resolution, is
valuable in measuring strain and crystal symmetry precisely, particularly in semiconductor
materials [51]. NBD (Figure 1b) allows for targeted, localized diffraction analysis, ideal for
nanoscale structures such as strained Si layers [52]. PED, by reducing multiple scattering,
enhances measurement accuracy and is particularly useful in complex crystal systems [53].
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Figure 1. Comparison between (a) SAED, (b) NBD, and (c) CBED. CL: condenser lens; CA: condenser
aperture; CM: condenser mini lens; OL: objective pre-field lens.

2.1.1. Selected Area Electron Diffraction

SAED is a diffraction technique in TEM, which is widely used for crystallographic
analysis of local regions [54]. To understand how SAED functions, it is essential to first
consider the basic diffraction theory. In SAED, diffraction patterns are primarily the result
of elastic scattering where the incident electron beam interacts with the atomic planes of
the crystal without losing energy [55]. Elastic scattering, as opposed to inelastic scattering
(which changes the energy and phase of electrons), is responsible for producing coherent
diffraction patterns. Since elastic scattering preserves the phase relationship of electrons,
the scattered waves can constructively interfere, resulting in increased beam intensity and
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the formation of distinct diffraction spots. The high coherence of the electron source, such
as a field emission gun, further ensures that the elastically scattered beam remains phase-
coherent with the transmitted beam, which is crucial for constructive interference [56].
With a very small (5 µm) aperture, SAED is capable of acquiring diffraction patterns from
particle regions with diameters of 20–30 nm, thereby allowing researchers to precisely
target and analyze specific regions of interest. These diffraction patterns arise from the
constructive interference of electrons scattered by the atomic planes of the crystal. As the
electron beam interacts with the periodic atomic structure, electrons are scattered in specific
directions. Whether the scattered waves reinforce or cancel each other depends on their
phase relationship, which is governed by Bragg’s Law [57]. This principle dictates that
constructive interference occurs when the path difference between waves scattered from
adjacent atomic planes equals an integer multiple of the electron wavelength. In essence,
Bragg’s Law provides the conditions under which diffraction can occur, based on the
angle of scattering, the spacing between atomic planes, and the wavelength of the electron
beam [58]. The resulting diffraction pattern can consist of spots or rings, depending on the
symmetry and orientation of the crystal lattice. Single crystals produce distinct diffraction
spots due to their uniform atomic arrangement, whereas polycrystalline and amorphous
materials generate ring structures because of their randomly oriented grains or lack of long-
range order [59]. Each diffraction spot or ring corresponds to a specific set of crystal planes,
and the spacing between these features is directly related to the interplanar distances in the
crystal, enabling the determination of crystal type, orientation, and lattice constants.

SAED is a standard tool for providing local structural information, particularly in the
analysis of crystal structures. Through SAED, researchers can obtain diffraction patterns
from the zeroth-order Laue zone (ZOLZ) [60,61]. While ZOLZ diffraction patterns offer key
insights into the fundamental structure of materials, the reflection information they provide
is limited, making it challenging to fully resolve the three-dimensional crystal structure.
This limitation underscores the importance of combining diffraction data from multiple
crystal axes to obtain a more comprehensive understanding of the crystal structure [62].
Ponce et al. [63] optimized the optical configuration of the microscope to efficiently cap-
ture ZOLZ diffraction information while also, for the first time, obtaining more complex
higher-order Laue zone (HOLZ) diffraction patterns. HOLZ diffraction data play a critical
role in revealing crystal symmetry and more intricate three-dimensional structures. This
advancement significantly enhanced the ability to investigate complex nanostructures,
particularly in the characterization of nanomaterials and thin films. To further improve the
accuracy and reliability of SAED data, Ponce and colleagues combined SAED with other
electron diffraction methods, such as PED. The use of PED, with a conically oscillating
electron beam, effectively reduced dynamic scattering effects and significantly enhanced
reflection signals. This enabled more precise quantitative analysis of three-dimensional
structures. The integration of SAED and PED not only expanded the application range of
SAED but also greatly improved the quantitative resolution of complex nanostructures,
especially in cases where multiple scattering effects were prominent.

Recently, Czigány and colleagues [64] proposed a standardized procedure that signif-
icantly improved the accuracy and reproducibility of SAED measurements by precisely
controlling experimental conditions and optimizing parameters. Their research demon-
strated that, by carefully adjusting the sample height, illumination conditions, and lens
currents, the absolute accuracy of SAED could be decreased to 0.1% without the need
for internal standards, with reproducibility reaching down to 0.03%. This method per-
formed exceptionally well when analyzing multi-component nanocomposites or materials
with complex diffraction rings, significantly reducing the influence of instrument errors
on diffraction patterns and thus optimizing further nanostructural analysis. The results
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showed that the method achieved camera length (CL) reproducibility of up to 0.03% across
different experiments, with a diffraction ring diameter measurement accuracy of 0.1%.
This technique opens new possibilities for structural characterization of complex materials,
particularly multi-component systems with overlapping diffraction rings. Moreover, the
method was successfully applied to the characterization of biological apatite in dental
enamel, demonstrating its broad potential in low-symmetry structured materials.

Shukla et al. [65] analyzed the SAED images of GaN thin films grown by low-
temperature hollow-cathode plasma atomic layer deposition (HCP-ALD). As shown in
Figure 2, the SAED images reveal a polycrystalline structure consisting of diffraction rings
generated by various crystal planes. The primary diffraction rings are located at 7.95 nm−1

and 12.88 nm−1, corresponding to the [0002] and [1120] planes of hexagonal GaN, respec-
tively. The [0002] diffraction ring is particularly intense, indicating a strong [0002] preferred
orientation in the GaN thin films. This [0002] orientation suggests anisotropic growth along
the c-axis, a result consistent with X-ray diffraction (XRD) measurements. Preferential
c-axis orientation is critical for optoelectronic applications as it enhances carrier mobility
and reduces defect density [66].
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Figure 2. (a) HR-TEM micrographs of HCP-ALD-grown GaN films depicting the film/substrate
interface, which confirms the polycrystalline film structure and the native oxide layer. (b) SAED
pattern from the GaN film region, which confirms its main five hexagonal crystal planes. Faint
rings due to amorphous material both at the interface region and on the specimen surface are also
visible [65].

The SAED (Figure 2b) patterns reflect the influence of deposition parameters on
crystallinity. When the substrate temperature is below 200 ◦C, the diffraction rings are
broad and indistinct, indicating poor crystallinity and the presence of amorphous regions.
At substrate temperatures of 200 ◦C and above, the diffraction rings become sharper,
indicating a transition from amorphous to well-crystallized hexagonal structures. This
highlights the crucial role of substrate temperature in improving crystallinity. Additionally,
weaker {1010} and {1012} diffraction rings suggest the presence of minor orientations
within the film. The arc-like features in the diffraction pattern imply small grain sizes and
textured growth, a typical characteristic of polycrystalline films grown under moderate
temperature conditions.

SAED plays an irreplaceable role in large-scale crystallographic analysis, but it faces
significant limitations in certain critical aspects, particularly when dealing with nanoscale
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details. SAED lacks sufficient spatial resolution to capture subtle distortions and localized
crystal defects, limiting its effectiveness for high-resolution and precise local analysis. These
limitations are particularly evident in complex crystalline materials, where it struggles to
effectively characterize local distortions and defects [67]. Furthermore, SAED is inadequate
for quantitative analysis of three-dimensional lattice information, especially in strain mea-
surements and the characterization of crystal defects, making it difficult to provide highly
accurate results [68]. These shortcomings render it less ideal for studying the local crystal
structure of complex materials [69].

2.1.2. Convergent-Beam Electron Diffraction

To address the limitations of SAED in localized high-resolution analysis, CBED offers
a more detailed examination of a crystal’s internal structure, including its symmetry, lattice
parameters, and strain within small, localized regions of the sample [70]. CBED operates
by focusing a convergent electron beam onto a specific area of the specimen, producing
a diffraction pattern composed of a series of disks rather than the spots seen in SAED.
If the sample is sufficiently thick, these disks contain structural details known as higher-
order Laue zone (HOLZ) lines that are particularly informative as they reflect the dynamic
diffraction of electrons within the crystal. In CBED of thicker samples, multiple scattering
events occur as the electron beam interacts with the crystal lattice, resulting in a diffraction
pattern that provides detailed information about the crystal’s internal structure. The
widest use of CBED is for space group determination, although it also offers the ability to
measure strain with high precision. By analyzing the intensity and position of the HOLZ
lines, researchers can extract precise measurements of lattice parameters and identify even
subtle distortions in the crystal structure [71]. This capability is particularly crucial in the
semiconductor industry, where even minute strains can significantly affect the electronic
properties of materials [72].

One of the most significant advancements in CBED has been the introduction of
direct electron detectors, which have revolutionized the field by improving the signal-to-
noise ratio (SNR) [73] and enabling higher-resolution data acquisition. These detectors,
particularly Hybrid Photon Counting (HPC) [74] systems, enhance sensitivity by directly
capturing electrons without the need for intermediate scintillators, reducing noise and
boosting contrast. Studies by Schulze-Briese and Decarlo have shown that direct electron
detectors can increase the SNR by up to 60% compared to traditional charge-coupled camera
(CCD) detectors, enabling the detection of weak diffraction signals that were previously
difficult to observe [75]. This improvement is particularly valuable for studying superlattice
structures and materials with subtle lattice distortions, where precise measurement of strain
and phase transitions is critical.

In addition to the improvements in detector technology, advances in data processing
algorithms have expanded CBED’s analytical power. The integration of machine learning
and deep learning techniques into CBED workflows has automated the interpretation
of diffraction patterns, significantly reducing the time required for data analysis. These
algorithms are especially effective in recognizing and classifying complex patterns in multi-
phase materials, providing near real-time feedback during experiments [76]. A notable
example is the combination of CBED with four-dimensional scanning transmission electron
microscopy (4D-STEM), which enables simultaneous acquisition of diffraction and real-
space information. This powerful integration allows for precise mapping of local strain
and symmetry-breaking phenomena in materials like quantum dots and heterostructures,
offering new insights into nanoscale inhomogeneities [77].

Additionally, Saitoh et al. [78] introduced orbital angular momentum-resolved (OAM-
resolved) electron beams with unique phase structures, providing enhanced control over
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the properties of the electron beams. By precisely tuning the OAM states of these beams,
researchers can manipulate the interaction between the electron beam and the sample,
enabling a higher degree of customization of diffraction conditions for detailed mate-
rial characterization (Table 1). In their study, Saitoh and colleagues demonstrated the
remarkable advantages of OAM-resolved electron beams in imaging lattice defects such
as dislocations, vacancies, and stacking faults. The experimental results showed that by
tuning the orbital angular momentum of the electron vortex beam, they could achieve more
refined imaging of dislocation structures at the nanoscale, with a resolution improvement
of approximately 40% compared to traditional CBED methods. This technique significantly
enhances the ability to resolve complex crystal defects, symmetries, and dynamic processes
without compromising the strengths of conventional CBED. It also holds great potential for
applications in the characterization of nanomaterials, semiconductors, and complex alloys.

Table 1. Comparison between traditional CBED and improved CBED using electron vortex beams.

Feature Traditional CBED
Improved CBED with Electron

Vortex Beams

Beam type convergent electron beam electron vortex beams (with
orbital angular momentum)

Real space resolution moderate improved phase and
spatial precision

Contrast standard diffraction contrast enhanced by selective
post-filtering

Applications crystal defects,
strain analysis

chirality determination, detailed
phase mapping

Setup complexity simple, standard alignment more complex, requires
vortex generation

CBED offers significant advantages over SAED in high-resolution strain analysis and
local crystallographic characterization, particularly for precise analysis of localized regions
in materials. However, its application is subject to several limitations. CBED is highly
sensitive to both sample thickness and orientation. Thicker samples often produce complex
multiple scattering diffraction patterns, complicating data interpretation, especially for
quantitative analysis of thicker or multi-phase materials [79]. The technique also imposes
stringent requirements on sample orientation, particularly the need to align the sample
along specific zone axes, which adds to the experimental complexity. Even minor mis-
alignments can lead to data ambiguity [80]. At the nanoscale level, particularly in complex
multi-phase materials or localized strain regions, the spatial resolution of CBED is con-
strained by the initial beam diameter and the broadening of the imaging cone, which is
given by twice the product of the sample thickness and the semi-angle of convergence. For
instance, a 10 nm beam focused on a 200 nm thick sample with a convergence semi-angle
of 30 mrad results in a spatial resolution of 22 nm [81]. This limitation makes it challenging
to achieve fine characterization of microstructures at extremely small scales. Additionally,
CBED cannot perform scanning analysis over large areas of the sample; its field of view is
typically confined to localized regions, restricting its application to cases when large-scale
materials or polycrystalline structures need to be examined.

2.1.3. Nanobeam Electron Diffraction

Nanobeam Electron Diffraction (NBD) addresses many of the limitations of CBED
in localized nanoscale analysis, offering higher spatial resolution, reduced sensitivity to
sample thickness and orientation, and greater adaptability to more complex material
systems [82]. NBD has thus become an essential tool for high-precision characterization
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of nanostructures. In NBD, a highly focused electron beam, typically with a diameter
in the nanometer range (e.g., 1 nm), is scanned across the sample to acquire localized
diffraction patterns. While the underlying principle of NBD is similar to conventional
electron diffraction, the use of a nanometer-scale probe allows for the analysis of strain
and crystal structure at much smaller scales in real space, enabling the resolution of
features within individual grains or across interfaces with high precision, achieved by
using an initially 1 nm electron beam. NBD is particularly effective for strain mapping in
semiconductor materials, where precise strain control is critical for device performance [83].
By collecting diffraction patterns at each scan position, NBD enables the construction of
detailed maps of crystallographic properties across the sample [84].

Li et al. [85] used a combination of NBD and geometric phase analysis (GPA) to
investigate strain distribution within SiGe/Si nanosheet structures. NBD was employed
with a 4 nm electron beam to scan the sample and obtain diffraction patterns from defined
regions, enabling high-resolution analysis of lattice deformation. By combining NBD with
geometric phase analysis (GPA), detailed strain maps were generated, revealing strain
accumulation between different layers, particularly at the SiGe/Si interface (Figure 3).
The strain distribution displayed a layered pattern, with high strain regions indicated in
red—mainly concentrated near the interfaces—and low strain regions in blue. These areas
of strain concentration are likely to affect the mechanical performance and stability of the
material, potentially leading to the formation of dislocations. This approach provided
critical insights into lattice mismatch in nanosheets and demonstrated how such strain
impacts material properties, offering a foundation for optimizing their application in
electronic devices.
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Figure 3. Two SiGe quantum wells embedded within silicon nanowires, forming a three-dimensional
array. (a) In-plane (220) lattice deformation map and (b) out-of-plane (002) lattice strain map of
SiGe/Si [85].

In recent years, NBD has seen remarkable advancements through its integration with
other cutting-edge techniques, significantly enhancing its capabilities in strain measurement
and crystallographic analysis [86]. The combination of NBD with PED improves both strain
precision and spatial resolution. This method has achieved strain precision better than
2 × 10−4 with a probe size approaching 1 nm [87]. S. Kryvyi et al. [88] combined NBD with
three-dimensional strain mapping to accurately reconstruct the strain fields in asymmetric
core–shell nanowires with high defect densities, achieving strain precision on the order of
10−4. A. Sakai et al. [89] utilized synchrotron nano-beam X-ray diffraction in conjunction
with NBD to detect strain variations in AlGaN/GaN high electron mobility transistor
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(HEMT) devices. Their research demonstrated that even a 10% change in gate voltage
induces significant local strain variations, directly impacting device performance.

NBD addresses many of the limitations of CBED in localized nanoscale analysis, offer-
ing higher spatial resolution, reduced sensitivity to sample thickness and orientation, and
greater adaptability to more complex material systems. However, multiple scattering effects
in NBD are primarily influenced by the specimen’s thickness and orientation, which can
complicate data interpretation, particularly in complex multi-phase materials. To mitigate
this issue, Precession Electron Diffraction (PED) provides an effective solution. By allowing
the electron beam to precess around the optic axis in a conical path, PED significantly
reduces multiple scattering effects, thereby greatly improving the accuracy of lattice pa-
rameter and strain measurements [90]. This enhancement makes PED an essential tool for
analyzing complex material systems, especially in scenarios that demand high-precision
quantitative characterization [91]. Additionally, PED’s ability to minimize multiple scatter-
ing facilitates more reliable interpretation of diffraction data, further solidifying its role in
advanced materials characterization.

2.1.4. Precession Electron Diffraction

A key innovation in PED lies in the continuous rotation of the electron beam around
the optic axis during diffraction pattern acquisition [92]. This rotation creates a conical
scanning motion, allowing the electron beam to strike the sample from multiple angles in
rapid succession. As a result, PED effectively averages out dynamical diffraction effects,
which occur when electrons undergo multiple scattering events within the crystal lattice near
a zone axis orientation [93]. These effects often lead to complex, non-linear diffraction patterns
that are challenging to interpret using traditional methods, particularly in materials with
intricate crystallographic structures such as multi-phase systems, superlattices, or heavily
strained materials [94,95]. By averaging these effects, PED allows the diffraction pattern to
be dominated by kinematic scattering, where electrons interact with only a single atomic
plane. This significantly improves the precision of lattice parameter and strain measurements,
providing more reliable data in situations where conventional diffraction techniques encounter
difficulties in capturing subtle structural details due to multiple scattering influences [96].

Zhao et al. [97] introduced a reference-area-free strain mapping method that takes
full advantage of PED’s enhanced precision. This approach enables highly accurate strain
measurements in semiconductor materials, such as GaN and SiC, without the need for a
strain-free reference area. By allowing direct strain measurement with high resolution, this
method offers a substantial improvement in accuracy for applications where even slight
strain deviations can critically affect material performance.

Li et al. [98] used PED to investigate strain in stacked nanosheet devices, aiming to
explore the structural stress distribution. Through cross-sectional dark-field STEM imaging
and PED measurements, they revealed the strain distribution within the Si/SiGe multilayer
nanosheet stack structure (Figure 4). The results demonstrated that the SiGe layers were
initially fully strained relative to the unstrained Si substrate. However, subsequent partial
strain relaxation in the SiGe layers induced tensile strain in the Si layers. Additionally,
the study illustrated the evolution of strain during various fabrication steps, such as the
development of compressive strain after metal gate formation. These findings highlight the
high spatial resolution and strain sensitivity that PED offers for strain analysis in nanosheet
semiconductor materials.

Figure 5 further compares the results from PED measurements with finite element
method (FEM) simulations [95–97]. Figure 5a,b shows the in-plane and out-of-plane strain
distributions obtained via PED, indicating significant edge strain relaxation in the SiGe
layers, while the Si layers experience tensile strain. Figure 5c,d displays the corresponding
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FEM simulation results, which align well with the experimental data, confirming the PED
measurements, particularly at the edges of the SiGe layers, where both FEM and PED
results consistently show strain relaxation.
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Figure 4. The maps of a SiGe/Si fin structure were determined from nano-beam PED patterns acquired
with a convergence semi-angle of 2.5 mrad, a beam precession at 200 Hz at an angle of 0.35◦, and an
exposure time of 50 ms. The unstrained Si reference is taken from the fin base further away from the
nanosheet stacks. The precision of the measurement is about 3 × 10−4. Color maps show the relaxation
in SiGe layers, especially from both SiGe edge locations. The SiGe strain relaxation also generates tensile
strain in the Si layer. (a) Cross-sectional dark-field STEM image of nanosheet fin; (b) out-of-plane (002)
lattice deformation map; (c) in-plane (220) lattice deformation map; (d) rotation map [98].
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Figure 5. Comparison of (a) in-plane and (b) out-of-plane lattice deformation maps obtained by PED
with finite element simulation results for (c) in-plane and (d) out-of-plane SiGe/Si fins [98].
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In addition, Jeong et al. [99] demonstrated that the integration of PED with four-
dimensional scanning transmission electron microscopy (4D-STEM) significantly improves
the accuracy of automated crystal orientation mapping. Their work shows that PED-assisted
4D-STEM enhances image quality and reduces false indexing, allowing for more reliable
orientation mapping at the nanoscale. This integration facilitates real-time, high-resolution
strain analysis. Further advancing PED’s capabilities, Corrêa et al. [100] demonstrated that the
quantitative analysis of diffracted intensities from 4D-STEM PED data provides high-precision
orientation mapping in multi-phase systems and allows researchers to resolve the structural
details of complex materials with minimal interference from overlapping signals, making it
particularly useful for analyzing heterostructures and nanomaterials.

Electron diffraction techniques, including SAED, CBED, NBD, and PED, are essential
for crystallographic analysis, offering detailed insights into crystal symmetry, lattice param-
eters, and local strain [101]. Despite their utility, these methods rely on diffraction patterns,
which inherently provide indirect information and lack the spatial resolution needed to
visualize atomic structures and defects at an atomic level (Table 2) [102]. To overcome these
limitations, imaging techniques have been developed, providing a more direct and intuitive
approach to examining material features with high spatial resolution [103].

Table 2. Comparative analysis of electron diffraction techniques.

Technique Advantages Limitations Applications

SAED Simple, quick crystal analysis Low resolution, limited
defect analysis Basic crystallography, strain study

CBED High-resolution, precise strain data Sensitive to thickness,
complex interpretation Local strain, crystal symmetry

NBD High-resolution strain mapping Affected by scattering,
thickness limits Nanoscale and interface studies

PED Averages dynamical effects Complex data acquisition Precise lattice and strain analysis

2.2. Weak Beam Dark Field and Two-Beam Condition Imaging

2.2.1. Imaging Under Two-Beam Condition (TBC)

The TBC in TEM is a technique rooted in Bragg’s Law, which describes the diffraction
of electron waves by crystallographic planes. Although multiple planes in a sample may
simultaneously satisfy the Bragg condition, the visibility of diffraction spots depends sig-
nificantly on the structure factor, which reflects the atomic arrangement within the unit
cell [104]. Notably, while under kinematic scattering conditions, crystallographic planes
with a structure factor of zero (F = 0) do not produce observable diffraction spots, this
scenario is more complex under dynamical scattering along zone axes. In such cases, the
phenomenon known as “Umweganregung” allows for interference-mediated intensity
at reciprocal lattice vectors (g1 ± g2) that can give rise to diffraction spots even when
individual structure factors vanish. This complexity must be considered when interpreting
microstructural features, especially in regions containing defects such as dislocations or
stacking faults [105]. The TBC simplifies the diffraction process by ensuring that only two
beams—the direct (unscattered) beam and one strongly diffracted beam—are predomi-
nantly excited. This method employs imaging with a crystal reflection of type g when the
crystal is oriented into a two-beam condition, with the Ewald sphere [106] intersecting
the direct beam and one diffracted beam. By tilting the electron beam to align with one
specific set of crystallographic planes, the TBC minimizes contributions from other planes,
reducing interference from multiple diffracted beams and enhancing clarity in visualizing
the material’s internal structure [107].

The theoretical foundation of TBC lies in dynamical diffraction theory, which explains
how electron beams interact with the periodic potential of the crystal lattice. In areas
with local disruptions, such as dislocations or stacking faults, the periodicity is disturbed,
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altering the diffraction condition. These defects generate local strain fields that affect both
the amplitude and phase of the diffracted beam. Under TBC, these variations become
more pronounced, providing stronger contrast between defective and defect-free regions.
The contrast mechanism was initially explained using kinematic diffraction theory, later
extended by Howie and Whelan’s dynamic theory [108,109]. As a result, TBC is particularly
effective for investigating the microstructure of materials, offering enhanced sensitivity to
the presence of structural imperfections.

The introduction of advanced beam-shaping techniques [110,111], such as electron
vortex beams, has significantly impacted TBC imaging, particularly in studying dislocation
dynamics and other crystal defects. Electron vortex beams, possessing a helical phase
structure, offer a notable advantage over traditional electron beams by providing greater
control over diffraction conditions during imaging [112]. These beams, with their unique
phase properties, enhance selective interaction with crystal defects, such as dislocations
and strain fields. The study showed that electron vortex beams with topological charge
exhibited higher sensitivity to dislocation cores, allowing for clearer visualization of dislo-
cation structures compared to conventional beams. This enhanced interaction increases
sensitivity to specific defect types, revealing details often overlooked by traditional beam
shapes. Similarly, Thirunavukkarasu et al. [113] explored the potential of electron vortex
beams with complex radial structures for phase contrast imaging. They found that these
beams improved dislocation contrast by 30% compared to traditional imaging techniques,
enabling more precise tracking of dislocation migration and annihilation under stress
conditions. This advancement underscores the effectiveness of beam shaping in enhancing
defect visualization.

Bonef et al. [114] utilized TEM (with g1 = 0, g2 = 200) to successfully visualize threading
dislocations in InGaAs/GaAs/Ge/Si epitaxial layers. By optimizing diffraction conditions,
the TBC significantly enhanced the contrast of these dislocations, enabling clear identifica-
tion and analysis of defect behavior (Figure 6). Complementary atom probe tomography
(APT), guided by electron channeling contrast imaging (ECCI), further unveiled the seg-
regation of germanium and indium at dislocation sites. Combined with quantitative
compositional analysis using APT, this study highlights the profound impact of disloca-
tions on material properties, offering valuable insights for optimizing semiconductor device
performance. These findings underscore the significant value of TBC in high-resolution
characterization of extended defects.
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Figure 6. (a) Cross-sectional bright-field TEM image of a semiconductor heterostructure showing
p-In0.01Ga0.99As/n-In0.05Ga0.95As/GaAs/Ge layers deposited on a silicon substrate (not seen). A two-
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beam (g1 = 0, g2 = 200) diffraction condition is used. Threading dislocations are seen in the
Ge/GaAs/InGaAs layers. (b) Plan view secondary electron image of the surface of the sample
from a different area. (c) Corresponding plan view electron channeling contrast image (ECCI) where
threading dislocations are seen as dots. The site chosen for APT analysis is also shown here, and
the micron-sized growth defect is used as a fiducial marker since ECCI and APT preparation were
performed on different microscopes [114].

The issue with TBC is that it does not account for the excitation error, so the contrast be-
tween the ideal crystal and the defect region solely relies on the crystal distortion caused by
the defect. This makes TBC less capable of visualizing small distortions, such as low-angle
crystal distortions [115]. Additionally, TBC is highly sensitive to sample orientation, which
must be precisely aligned to achieve optimal two-beam diffraction conditions, significantly
increasing experimental complexity, especially in multi-phase materials or heterogeneous
structures. In thicker samples, TBC is further affected by multiple scattering effects [116],
which reduce contrast.

2.2.2. Weak Beam Dark Field Imaging

To address the limitations of TBC, WBDF imaging was introduced as a more precise
tool for defect analysis. WBDF operates under large excitation error conditions, significantly
enhancing defect contrast, particularly excelling in the characterization of complex crystal
defects. Compared to TBC, WBDF offers superior spatial resolution in resolving subtle
crystal distortions around dislocations. WBDF leverages the principle of diffraction contrast
by selecting diffraction beams with large excitation error, minimizing the background signal,
and enhancing defect contrast. By deliberately tilting the electron beam by approximately
0.1◦ from the Bragg condition [117], the diffraction signal from perfect crystal regions
can be effectively suppressed, making the contrast of defect regions more pronounced.
Studies have shown that when the misalignment is 0.04◦, the diffraction intensity from
non-defective regions decreases approximately 12 times, whereas the diffraction intensity
from defect regions only decreases 1.8 times [118]. This selective enhancement allows close
dislocations to be imaged separately, even when their distance is only a few nanometers.
The suppression of background signals from non-defective areas means that dislocations
can now be observed with enhanced contrast [119].

Qiu et al. [120] utilized WBDF imaging with g = (004) to compare the behavior of
non-melted, partially melted, and fully melted Si+ ion-implanted samples (the bulk is
n-type CZ-grown (001) silicon) under different laser annealing conditions (Figure 7). The
results demonstrated a direct correlation between the defect locations and the laser-induced
molten or non-molten states. Similarly, Wu et al. employed WBDF imaging to capture
dislocation distribution in the active regions of GaN/AlGaN multiple quantum wells
(MQWs) when investigating the improvement of internal quantum efficiency (IQE). The
study showed that the dislocation densities were similar between the samples, and the
significant differences in IQE were not due to changes in the non-radiative recombination
rate caused by defects [121].

WBDF in TEM mode faces several notable limitations. One of the primary challenges
is its sensitivity to sample thickness. In thicker samples, multiple scattering effects can
interfere with defect contrast, thereby reducing image resolution. This issue becomes
particularly prominent in polycrystalline or complex materials [122]. Furthermore, WBDF
is highly sensitive to the orientation of the sample. Even slight deviations from the Bragg
condition can significantly weaken defect contrast, which limits its application in analyzing
complex heterogeneous materials [123]. Another challenge is the limited sensitivity of TEM
detectors, which makes it difficult to capture weak diffraction signals, hindering the clear
observation of certain small defects [124].
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Figure 7. Cross-sectional WBDF TEM images (surfaces are indicated by the red dashed lines at the
top) of a silicon-implanted Si sample annealed by (a) 10 pulses at 1.5 J/cm2 (non-melted), (b) 1 pulse
at 2.6 J/cm2 (partially melted above Rp). The scale bar in the inset is 20 nm, (c) 1 pulse at 2.9 J/cm2

(partially melted below Rp). Inset: HREM image of a loop with (001) habit plane [120].

Miao et al. introduced improvements to the WBDF technique in scanning transmission
electron microscopy (STEM) [125], enabling higher resolution imaging with the use of
an annular dark field detector. This combined method addresses some of the limitations
in traditional TEM, such as restrictions related to beam convergence angles and camera
length, allowing for high-precision imaging in more complex material systems. In 2020,
Miao et al. [126] proposed a novel method of combining WBDF with STEM, successfully
achieving high-resolution dislocation imaging with enhanced contrast.

In more recent research, Lin et al. [117] optimized WBDF STEM imaging conditions
by reducing the incidence angle and beam intensity, as well as adjusting the condenser
aperture of the diffraction beam. Compared to conventional TEM (Table 3), WBDF STEM
demonstrated superior performance in suppressing dynamic diffraction effects, such as
thickness fringes and bend contours, resulting in a cleaner image background. This im-
provement enabled clearer identification of small dislocation loops and other crystal defects.
The study tested three different condenser lens (CL) apertures (10 µm, 50 µm, and 70 µm)
and found that the 50 µm CL aperture provided the best performance in suppressing
background contrast. Furthermore, the research introduced and compared three different
WBDF STEM imaging methods to enhance the detection and analysis of dislocation loops
(Table 2). The results showed that Method 3 offered significant advantages in terms of
image contrast and ease of operation.

Table 3. Comparison of three WBDF STEM imaging methods. Method 1, akin to the conventional
WBDF setup in TEM mode, involved exciting the 3 g diffraction vector and detecting the transmitted
beam on the BF detector and one diffracted beam on the ADF detector, with an objective aperture
used to filter out information from other diffraction signals. Method 2 utilized a CBED pattern shifted
via the projector system, moving the g disk onto the BF detector, which functioned as both a signal
collector and an “aperture”. In Method 3, the sample was tilted to the standard two-beam condition
by exciting the g beam with an excitation error near zero, and a proper objective aperture was inserted
to allow only the −g beam to be detected on the ADF detector.

Feature Method 1 [127] Method 2 [128] Method 3 [117]

Image Contrast Good, but some dynamic
diffraction persists

Moderate, some image
contrast reversal effects

Best contrast,
effectively suppresses
dynamic background

Resolution Moderate, influenced by
thickness fringes

Moderate, minor
resolution reduction

Highest resolution, detailed
visualization of dislocation

core positions

Sample Tilting
Requirement

High, requires significant
sample tilting

Moderate, involves CBED
pattern alignment

Low, minimal sample
tilting needed

Background Noise
Suppression Partially effective Moderate, residual noise

remains present

Most effective, significantly
reduced noise from
non-defective areas

Operational Complexity High, requires precise
optical adjustments

Moderate, involves projector
system adjustments

Low, minimal tilting and
aperture changes required
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While WBDF and TBC have greatly contributed to defect analysis, their resolution and
sensitivity remain limited for applications requiring extremely high precision. To address
these challenges, high-resolution scanning transmission electron microscopy (HRSTEM)
has emerged as a powerful solution [129–131].

2.3. High-Resolution Scanning TEM (HRSTEM)

HRSTEM serves as a crucial tool for characterizing the microstructure of materials. By
integrating high-resolution imaging with various advanced detection techniques, HRSTEM
allows researchers to conduct in-depth analyses of the atomic-scale structure and chemical
composition of materials [132]. The core imaging modes of HRSTEM include high-angle
annular dark-field (HAADF) imaging, bright-field (BF), and annular dark-field (ADF)
imaging. These imaging modes have seen significant advancements in spatial resolution,
contrast, and data acquisition capabilities [133,134].

2.3.1. High-Angle Annular Dark-Field Imaging

HAADF imaging is one of the most impactful techniques in HRSTEM, based on the
principle of high-angle scattering of the electron beam. By utilizing an annular detector
to capture only the electrons scattered through high angles, HAADF generates Z-contrast
images the intensity of which is almost proportional to the square of the atomic number
for sufficiently high inner detection angles [135]. This makes HAADF particularly well-
suited for chemical composition analysis within materials, especially in studies of complex
heterogeneous structures and interfaces [136]. Compared to conventional TEM, HAADF
effectively suppresses background noise caused by low-angle scattering, significantly en-
hancing image contrast for heavy atoms [137]. With advancements in aberration-correction
technology, HAADF has achieved sub-angstrom spatial resolution, solidifying its role as a
critical tool for investigating the microstructure of materials [138].

One of the most significant advancements in HAADF microscopy is the incorporation
of aberration-corrected STEM, which eliminates distortions in the electron beam and enables
sub-angstrom resolution. This breakthrough allows for direct imaging and tracking of
individual atoms within materials if the specimen is thin enough. Under appropriate
accelerating voltage, aberration-corrected STEM has improved imaging resolution from
approximately 2 Å to below 0.7 Å, allowing for direct observation of single atoms. In one
study, Wang and Cai used this technology to dynamically observe and track individual gold
atoms on an amorphous carbon film. With a probe size of 0.7 Å, they captured real-time
atomic movements at 10 frames per second, revealing that the motion of these atoms was
primarily beam-induced. This ability to visualize atomic-scale behavior under electron-
beam irradiation opens new avenues for understanding atomic processes and designing
materials for applications such as catalysis, nanomanufacturing, and sensors [138], while
the role of possible beam-induced radiation damage needs to be kept in mind.

The combination of high-angle annular dark field (HAADF) imaging and valence
electron energy loss spectroscopy (VEELS) [139] represents a significant advancement in
HAADF technology. By integrating these two techniques, researchers can simultaneously
capture high-resolution atomic structure images and probe local electronic structures,
chemical bonds, and elemental distributions. This synergy greatly enhances the ability to
characterize complex materials at the nanoscale, providing a deeper understanding of their
physical and chemical properties. In the study by Ma et al. [140] HAADF and VEELS were
employed to investigate gallium ion beam-induced damage in materials such as Al2O3, InP,
and InGaAs (Figure 8). HAADF imaging allowed for the clear visualization of nanoclusters,
while VEELS provided insight into their chemical composition. Plasmon energy maps
generated by VEELS identified the formation of metallic gallium clusters in Ga+ implanted
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Al2O3 and indium-rich clusters in InGaAs, confirming the ion-induced segregation of these
elements. The combined use of VEELS and HAADF was pivotal in distinguishing different
bonding environments within the same sample, with HAADF offering detailed structural
clarity and VEELS providing compositional data. For example, Figure 8 shows HAADF
imaging of gallium implantation into Al2O3, where VEELS analysis of the 14 eV plasmon
reveals the presence of metallic gallium in the nanoclusters.

−
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Figure 8. (a) HAADF of Ga implantation into Al2O3. (b) Valence electron energy loss (VEEL) spectra of
reference and ion-damaged regions in Al2O3. (c–f) The plasmon energy maps extracted correspond to
a mixture of Ga and Al2O3, with the metallic Ga plasmon resonance energy at 14.1 ± 0.1 eV (observed
in the Ga nanocluster regions) and the Al2O3 plasmon energy range 25.3−25.9 eV (corresponding
to the pure Al2O3 matrix regions). (g) Schematic diagram of interstitial/vacancy production and
annihilation in Al2O3 [140].
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2.3.2. Low-Angle Annular Dark-Field (LAADF) Imaging

HAADF imaging primarily relies on scattering intensity contrast, providing excel-
lent Z-contrast; however, it is not suitable for revealing all types of material defects
and microstructures. BF and low-angle annular dark-field (LAADF) imaging are clas-
sical HRSTEM modes based on electron scattering principles and are widely used in
materials science.

LAADF imaging complements both HAADF and BF imaging by capturing electrons
scattered at medium angles, typically around Bragg angles, but within a relatively small
angular range. This technique is particularly sensitive to subtle variations in strain,
defects, and low-Z elements within a material, providing enhanced contrast for features
that might be invisible in HAADF imaging. LAADF imaging allows highlighting regions
with slight differences in mass-thickness or strain [141]. The detector placement in
LAADF is crucial, as it determines the angular range of electrons collected, which in
turn affects the sensitivity to different features. For example, recent studies have demon-
strated that LAADF imaging can reveal subtle strain distributions in heterostructures
and interfaces. This capability makes it an indispensable tool in high-resolution STEM
for applications in materials science, particularly when investigating nanoscale defects
or strain-induced phenomena. When integrated with other imaging modes, such as
HAADF or BF, LAADF provides complementary information that enriches the structural
and compositional understanding of materials [141].

In a recent study, Zhang et al. [142] conducted a comprehensive analysis of the
morphology and composition of GaAs/AlGaAs quantum dots (QDs) [143] using
low-angle annular dark-field scanning transmission electron microscopy (LAADF-
STEM) and atomic force microscopy (AFM). The GaAs/AlGaAs QDs were fabricated
via the droplet etching and nanohole infilling (DENI) method, with a particular
focus on the morphological characteristics, interfacial structures, and heterogeneity in
material distribution.

Through LAADF STEM imaging (Figure 9), the study revealed the absence of
significant strain fields or crystalline defects at the interface between the GaAs QDs
and the Al0.23Ga0.77As matrix, indicating that the QDs maintained a high degree of
coherence during growth within the AlGaAs matrix. Furthermore, energy-dispersive X-
ray spectroscopy (EDS) [144] analysis showed a marked enrichment of Ga within the QD
region, while Al was concentrated in the Al-rich sidewall areas. These findings unveiled a
distribution gradient of Ga and Al within the QDs, with Ga concentration being higher at
the top and Al concentration increasing towards the bottom along the vertical axis of the
QDs. Further LAADF-STEM analysis demonstrated that the Al-rich layer surrounding
the QDs exhibited an asymmetrical distribution, consistent with the conical morphology
of the nanoholes. This asymmetry likely impacts the overall symmetry and optical
properties of the QDs. Notably, no significant intensity variations were observed at the
interface between the QDs and the Al0.23Ga0.77As matrix, underscoring the uniformity
and strain-free nature of the interfacial structure. This finding highlights the coherent
growth of GaAs QDs within the Al0.23Ga0.77As matrix and the high structural consistency
of the interface.
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Figure 9. Microstructural characterization of GaAs QDs by TEM. (a) Overview cross-section HAADF-
STEM image of a 25 nm thin GaAs QD at the surface of an Al0.23Ga0.77As matrix. The black dashed
arrow represents an area of enhanced Al signals, and the yellow arrow points to the QD “core”
region. The TEM sample thickness is about 75 nm. (b) Elemental maps of selected elements from the
region shown in (a). The GaAs QD shows Al depletion, slight Ga enrichment, and no change in As
signals. Oxidation of the sample leads to an oxidized surface layer. Al-rich asymmetric sidewalls
on the left and right sides can be seen in the Al map. (c) Qualitative comparison of summed-up
and normalized EDS spectra from the GaAs QD and Al0.23Ga0.77As regions. Note the depletion
(enrichment) of the Al (Ga) signal in the QD region relative to the matrix, marked with dotted (solid)
arrows. The EDS intensities were normalized to the total number of X-ray counts in each spectrum
for easier comparison. (d) LAADF−STEM image of the QD showing no visible intensity changes
at the QD-matrix interface, indicating no/low strain and no crystalline defects. (e,f) Overview and
higher magnification HAADF−STEM image of the QD-matrix interface. The dashed line roughly
marks the expected position of the interface [142].

2.3.3. Bright-Field (BF) Imaging

BF imaging generates images using directly transmitted electron beams, making it
ideal for observing the overall morphology and crystal structure of a sample. In BF imaging,
the detector is positioned in the path of the transmitted electron beam, capturing electrons
that have not been diffracted, which is well-suited for examining the crystal structure and
imaging relatively uniform areas of the sample [145].

BF imaging produces images that are sensitive to variations in atomic number and
sample thickness. Recent improvements in aberration-correction technology have en-
abled BF imaging to achieve atomic-scale resolution, even for light elements that were
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previously difficult to visualize. For instance, optimized bright-field scanning transmis-
sion electron microscopy (OBF-STEM) represents an advanced extension of traditional
bright-field imaging, incorporating aberration correction and enhanced detector tech-
nologies to achieve superior resolution and contrast. This approach involves the precise
tuning of critical imaging parameters, such as the electron beam’s convergence angle
and detector positioning, to minimize noise and maximize signal acquisition efficiency.
Such optimizations are particularly advantageous for imaging beam-sensitive materials
and low atomic number (low-Z) specimens, where conventional methods often struggle
to provide adequate contrast and resolution [146]. In the study of zeolite materials using
OBF-STEM, Ooe et al. [147] resolved atomic structures at a resolution of ~0.9 Å using a
low electron dose, critical for preserving the integrity of beam-sensitive materials like
zeolites. This technique has greatly enhanced our ability to study local atomic structures
without damaging the material.

Wang et al. [148] investigated the effectiveness of dislocation filtering layers
(DFLs) [149,150] in reducing threading dislocation density (TDD) [151–154] in GaAs thin
films (Table 4), grown epitaxially on 200 mm silicon substrates with InGaAs/GaAs super-
lattices. The study was conducted under conditions with and without a Ge buffer layer,
aiming to explore the impact of DFLs on TDD in the GaAs epitaxial layer. The results
showed no significant difference in the final TDD in the InGaP layer when a Ge buffer
was used, compared to the reference sample. In contrast, without the Ge buffer layer,
dislocation filtering effects were observed. Additionally, all samples exhibited noticeable
wafer bowing and film cracking that would indicate tensile strain, posing challenges for
practical application.

Table 4. Threading dislocation density (TDD) calculations based on plan-view TEM analysis. x

represents the mole fraction of In in InxGa1-xAs/GaAs superlattice [148].

x Buffer Layer TDD (107 cm−2)
TDD Reduction with Respect to x = 0

Wafer (%) for Same Buffer Type

0 Ge 5.9 0

0.1 Ge 4.3 –28

0.14 Ge 3.9 –34

0.175 Ge 5.0 –15

0 GaAs 53.4 0

0.14 GaAs 17.9 –66

The analysis of Figure 10 suggests that although the superlattice layers effectively
reduce the number of threading dislocations, excessive strain may degrade the quality
of the superlattice, reducing the effectiveness of dislocation filtering. Particularly under
high indium content, the superlattice growth mode changes. Wafer 3 (x = 0.175) shows
the onset of island growth (see inset of Figure 10c for the InGaAs layers). This limits
dislocation filtering capability. These findings further demonstrate that the effectiveness of
DFLs depends on careful control of the strain field, as excessive strain can have adverse
effects. This is crucial for improving device performance.

Although HRSTEM has made significant advances in resolution, it remains primarily
a two-dimensional imaging technique, lacking the capability for comprehensive analysis of
multidimensional structures, stress fields, and electric fields within samples. These limita-
tions could be overcome by the development of four-dimensional scanning transmission
electron microscopy (4D-STEM) [156,157].
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Figure 10. Cross-sectional bright field (BF) STEM images taken at the [110] zone axis of
InxGa1−xAs/GaAs for (a) wafer 1 (x = 0.1), (b) wafer 2 (x = 0.14), (c) wafer 3 (x = 0.175), and
(d) reference wafer 4 (x = 0). Misfit dislocations (MDs) [155] were observed in wafers 1 and 2. The
intensity modulation for wafer 3 (x = 0.175) in (c) was due to higher strain in the SLs [148].

2.4. 4D-STEM, Ultrafast Pump-Probe TEM, and Differential Phase Contrast (DPC)

2.4.1. 4D-STEM

The fundamental principle of 4D-STEM involves capturing complete diffraction
patterns of the sample at each scan position. Traditional STEM detectors record only
a single integrated signal intensity for each scan point, while modern 4D-STEM uses
fast pixelated detectors capable of capturing more than 1000 diffraction patterns per
second, generating a four-dimensional dataset comprising two spatial dimensions and
two reciprocal space dimensions [158]. Analysis of these datasets enables researchers to
reveal the distribution of internal strain fields, lattice orientation variations, and local
structural changes within samples. A key advantage of 4D-STEM technology lies in
its ability to measure strain with sub-picometer precision, achieved through detailed
analysis of minute changes in Bragg reflections. As the electron beam passes through
a crystalline structure, even slight strain variations can cause shifts or changes in the
intensity of Bragg reflections. By systematically recording these changes, 4D-STEM can
generate highly accurate strain maps [159].

The development of new detectors, such as the Electron Microscope Pixel Array
Detector (EMPAD), has greatly enhanced 4D-STEM performance. EMPAD, with its ex-
tremely high dynamic range and sensitivity, is capable of capturing large-scale datasets,
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significantly improving time resolution for strain and orientation mapping [160]. By
integrating real-time processing techniques, such as Nion Swift software (version is
16.14.0) combined with the Dectris Electron-Loss Angle detector, real-time data pro-
cessing at up to 15,000 frames per second has been achieved. This enables real-time
acquisition and analysis of 4D-STEM data, particularly in high-resolution mapping of
complex samples [161].

The introduction of compressed sensing technology represents a breakthrough in
4D-STEM. Traditional 4D-STEM faces the challenge of long acquisition times, even with
advanced high-frame-rate detectors. These methods remain limited by frame rates and data
processing capabilities. However, Robinson et al. [162] proposed a compressed sensing-
based probe subsampling method that effectively reduces the number of measurements
required, thereby increasing the frame rate and mitigating beam effects associated with
overlapping electron probes. This innovation significantly accelerates 4D-STEM data ac-
quisition and, with the help of GPU-accelerated image reconstruction algorithms, enables
real-time data processing comparable to conventional STEM. This advancement allows
users to adjust their 4D-STEM experimental setup during data collection, ensuring align-
ment with ADF-STEM, and demonstrates the potential for high-resolution analysis of
complex nanostructures under low-dose conditions [163].

Data processing techniques utilizing machine learning and high-performance com-
puting have become crucial for handling large-scale 4D-STEM datasets. Through the use
of unsupervised learning algorithms, researchers can automatically extract meaningful
information from complex sets of diffraction patterns. Chuqiao Shi et al. [164] proposed a
method for rapid and semi-automated analysis of large 4D-STEM datasets using unsuper-
vised learning techniques. Han et al. [165] explored the application of fast, semi-automated
unsupervised machine learning to assist in 4D-STEM data processing, demonstrating how
this technology simplifies and enhances the efficiency of large-scale 4D dataset analysis.
Specifically, machine learning improves the speed and accuracy of diffraction pattern inter-
pretation, which is particularly important in materials research. Unsupervised learning
techniques can effectively classify strain and lattice distortions without requiring pre-
trained models, providing new possibilities for identifying subtle deformations across large
sample areas.

Shi et al. [166] introduced a method that combines machine learning with 4D-STEM
to rapidly and semi-automatically reveal material deformation. This approach, utilizing
an unsupervised hierarchical clustering algorithm, can automatically uncover multi-scale
deformations in materials without requiring prior knowledge of the sample. Han advanced
the application of unsupervised learning methods in 4D-STEM-enabled strain mapping.
This improvement enhances the ability to analyze strain fields in multilayer heterostructures
and nanocomposites [167]. In addition, the introduction of Exit Wave Power Cepstrum
(EWPC) transform and automated phase extraction algorithms has further accelerated
imaging processing efficiency [168].

The integration of 4D-STEM with advanced spectroscopic techniques, such as energy-
dispersive X-ray spectroscopy (EDS) and electron energy-loss spectroscopy (EELS), has seen
significant progress. Huth et al. presented a fast pixelated direct detector with a central
hole, which allows simultaneous acquisition of 4D-STEM and EELS data. This design
ensures that the central part of the electron beam passes into the EELS spectrometer, while
the pixelated 4D-STEM detector captures diffraction signals (Figure 11), enabling coherent
phase contrast imaging and other applications [169]. Similarly, Sagawa and colleagues
developed a new pixelated STEM detector that can simultaneously capture 4D-STEM and
EELS data. This system was tested on a semiconductor sample, successfully providing
high-contrast elemental maps alongside diffraction patterns [170]. Craig et al. further
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demonstrated that using 4D-STEM combined with EELS achieved sub-Ångstrom resolution
in strain analysis, with precision down to 0.1% in complex multilayer heterostructures [171].

Motoki et al. [172] used 4D-STEM to investigate Al0.3In0.7N grown on GaN. They
obtained images of the AlInN/GaN interface (Figure 12a,b) and strain maps by analyzing
the movement of diffraction spots between adjacent diffraction patterns (Figure 12e,f).
The study revealed that interface-generated dislocations lead to sudden strain relaxation,
resulting in higher-quality film growth. They concluded that compared to traditional
MBE or Metal–Organic Vapor Phase Epitaxy (MOVPE) [173] deposition techniques, metal
modulated epitaxy (MME) [174] would be ideal for growing high-quality indium-rich
AlInN films.

4D-STEM is capable of capturing multidimensional data, but its data processing and
analysis are relatively complex, particularly when dealing with large-scale electron diffrac-
tion data. Integrated Differential Phase Contrast (IDPC) offers a more straightforward and
simplified approach to data acquisition.

ff ff tt

Figure 11. Illustration of a simultaneously performed 4D STEM and EELS measurement with a
pixelated direct detector with a central round hole [169].
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Figure 12. Strain-field map calculated from lattice expansion in 4D-STEM nano-beam diffrac-
tion patterns. (a) ADF STEM image close to the <11–20> pole with the rectangle showing the
scanned area for 4D-STEM. (b) The scanned 4D-STEM region, including the AlInN/GaN interface.
(c,d) Are diffraction patterns taken at points C and D in (b). (e,f) are strain maps calculated from
local nanobeam diffraction patterns in (b) corresponding to u = [1–100] and v = [0002], respec-
tively. (g,h) Are histograms of strain vs. the number of pixels of the corresponding strain map in
(e,f), respectively [172].

2.4.2. Ultrafast TEM

Ultrafast TEM (UTEM) is an advanced technique designed to study dynamic processes
on femtosecond to picosecond timescales [175,176]. This typically involves the use of



Crystals 2025, 15, 192 25 of 57

pump laser pulses to excite the sample, inducing transient structural or electronic changes,
followed by synchronized electron pulses as the probe to capture the evolving state of the
sample at different time delays. Such a setup allows for atomic-scale snapshots of dynamic
processes with femtosecond temporal resolution, enabling the reconstruction of transient
structural information. The pump laser serves to excite electrons or lattice vibrations within
the sample through optical energy, creating a transient nonequilibrium state, such as carrier
relaxation, strain release, or phase transitions in semiconductor heterostructures. The probe
electron pulses, precisely synchronized with the pump pulses, enable snapshot imaging
of the sample at specific time points. By recording these snapshots frame by frame, the
temporal evolution mechanisms of dynamic processes can be resolved [177].

In addition to the conventional approach of using optical pump lasers and synchro-
nized electron pulses for probing, fast electron pulses can also be directly utilized for both
the pump and probe stages. One possible approach is the use of single electron pulses
generated from a GaAs photocathode, pumped by a femtosecond laser, as shown by Ropers
et al. [178] in Göttingen. These electron pulses, generated by the photoemission process,
can be used to either excite or probe the sample with femtosecond precision. Another
approach involves repeated electron pulses produced by modulating an electron beam
with a high-frequency (HF) cavity [179]. This method generates a series of periodic electron
pulses, which allows high-precision time-resolved movies. In addition, due to the excellent
spatial resolution provided by TEM, the development of UTEM has advantages in the
study of structural and electronic dynamics in both space and time with atomic resolution.
One example to show the power of UTEM is the research on phonon wave propagation at
the graphene edge [180], where the spatial and temporal evolution of the strain field was
quantitatively reconstructed, revealing the coupling dynamics between shear modes at the
edge and the out-of-plane breathing modes. Cremons et al. [181]. Used UTEM to directly
observe the nucleation (Figure 13) and propagation of phonon wavefronts (Figure 14) at
step defects in WSe2 and Ge. Through surface mapping, they found that the phonon
velocity (5.5–6.5 nm/ps) was consistent with the bulk material velocity, and the wavefront
propagation was modulated by the local strain field, presenting a characteristic static bent
profile. This study evidenced thermal transport modulation at the atomic scale, which can
be expected to benefit defect engineering for enhancing the material performance.tt

ff tt
ff tt

−

ff

Figure 13. Morphological heterogeneity and atomic-scale order of the Ge specimen regions of interest.
(a) a thin Ge crystal. The red, dashed circle denotes the position of the selected-area aperture used to
generate the diffraction patterns shown in (b). Scale bars are 1 µm. (b) Corresponding selected-area
diffraction patterns obtained approximately along the [110] zone axes for Ge, respectively, with
several Bragg spots indicated. Scale bars are 2 nm−1. (c) Crystal structures of Ge, as viewed down
the [110] zone axes [181].
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Figure 14. Real-space femtosecond electron imaging of single-phonon wavefronts in Ge. (a) Bright-
field image of the Ge region shown in Figure 13, obtained at a 50 ps time delay. The images were
acquired with a 25 kHz repetition rate and a 13 s integration time per frame. The three colored lines
mark regions from which the mean intensity was quantified and used to generate the time traces
in (h). (b–g) Surface plots generated from an image series (region of interest = white rectangle in
(a) highlighting approximately one period of wavetrain propagation, with a pre-time-zero frame
included for reference. Motion of individual wavefronts, which appear as a continuous, deep-red
depression, is indicated by the white arrows. The blue and orange arrows map the orientation to the
two-dimensional image shown in (a). (h) Image-intensity measurements, obtained at the colored
lines in (a), as a function of time delay (offset for clarity) [181].

UTEM offers significant advantages in temporal resolution; however, the limitations
of UTEM are also clear: most UTEM experiments rely on the extra optical pump during
the electron probe, where the photon-matter and electron-matter interaction may cause
complex Bose-Einstein and Fermion condensation, creating an obstacle for measuring
the physical properties of single particles. Unfortunately, possible particle condensa-
tion phenomena during optical-pumped UTEM measurements have not been properly
discussed so far.

According to Heisenberg’s uncertainty principle, the accurate measurement of time
is energy are forbidden. Therefore, for probing particles within the range of fs or ps, one
would expect to introduce a huge error bar in the quantification of particle energy.

In this regard, material research based on UTEM is still in the preliminary stage, where
plenty of new condensed matter physics remains to be discovered.

2.4.3. Differential Phase Contrast (DPC)

Compared to traditional electron microscopy imaging techniques, the DPC technique
excels at enhancing image contrast, particularly in the imaging of light elements. Tradi-
tional electron microscopes struggle to produce clear images of atomic columns with light
elements due to their low atomic number, resulting in weak scattering signals. In contrast,
DPC captures differential phase signals to generate high-contrast images, significantly
improving the visibility of light elements [182]. By using detector arrays to measure the
phase shift in the electron wavefront as it passes through the sample, DPC reconstructs
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the internal electrostatic potential distribution, producing high-contrast images [183]. This
method not only enhances the imaging quality of light elements but also can give high-
resolution images under lower electron doses, minimizing radiation damage to samples.
It is particularly well-suited for studying materials dominated by light elements, such as
lithium and oxygen, as well as radiation-sensitive materials like graphene and cadmium
sulfide [184].

In recent years, advancements in DPC technology have aimed at enhancing imaging
efficiency and resolution while minimizing sample damage. On the hardware front,
the introduction of multi-sector detectors has significantly improved image contrast
and clarity. Li et al. demonstrated that a 12-sector detector improved the contrast of
structural features by approximately 30% compared to the conventional quadrant de-
tector, thereby enhancing the visibility of light elements in thick samples exceeding
50 nm in thickness. This multi-sector approach has been shown to modify the anisotropy
in the contrast transfer function (CTF), achieving more isotropic behavior at certain
frequencies but introducing azimuthal anisotropy depending on defocus and sector
configuration [185,186]. These modifications markedly improve imaging performance
for thick samples by balancing resolution and contrast. Additionally, DPC technology
enables the generation of potential maps for thin samples. Theoretical assessments indi-
cate that adjusting the focal point based on sample thickness can significantly optimize
imaging for thicker specimens. Simulations indicated that using a quadrant detector
at high defocus introduced substantial CTF anisotropy, resulting in uninterpretable
images. In contrast, a multi-sector detector yielded an almost isotropic CTF, leading to
much clearer images [187]. Further simulations confirmed that increasing the number of
detector sectors effectively eliminated CTF anisotropy, thereby enhancing both image
contrast and resolution.

In a proof-of-principle experiment, Li et al. [187] prepared samples, including In-
GaN/GaN quantum well structures, by grinding, polishing, and ion milling to achieve
a minimum foil thickness of approximately 30 nm. Imaging was performed under
two-beam diffraction conditions to minimize interference from other beams. The re-
sults demonstrated that increasing the number of detector sectors significantly reduced
anisotropy in the CTF, thereby enhancing the clarity of image details, especially in thick
samples. Compared to the quadrant detector, the simulated 12-sector detector in the DPC
mode showed a marked improvement in imaging contrast for InGaN/GaN quantum
wells. Figure 15 presents experimental STEM images of the sampled region, where
the contrast arises from the InGaN/GaN quantum well structures and the glue layer
between the face-to-face bonded samples. The glue interface is particularly evident as a
bright region in the DPC images and is marked by arrows in Figure 15b. The images were
obtained using the DPC mode with a fixed quadrant detector (Figure 15a), DPC mode
with a virtual 12-sector detector (Figure 15b), and HAADF mode (Figure 15c,d). The
DPC images use the same grayscale map, with the lowest intensity shown as black and
the highest as white. However, the same map cannot be applied to the HAADF image,
as its intensity range differs. In Figure 15c, the HAADF image is displayed using the
DPC grayscale map, scaled by a factor of 10−3. This scaling results in low contrast due
to the inclusion of negative values. By using a grayscale map adjusted to the HAADF
intensity range, Figure 15d is obtained.
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Figure 15. Experimental STEM images of InGaN/GaN quantum wells on a 1 µm thick GaN layer
prepared in cross-section. Images were obtained at an accelerating voltage of 200 kV, and the probe
was focused at a plane 20 nm away from the sample surface. Methods for acquiring the images
include the following: (a) the DPC mode employing a fixed quadrant detector, (b) the DPC mode
applying the described virtual 12-sector detector, and (c,d) the ADF mode. The HAADF image (c) is
displayed by using the grayscale map of the DPC images scaled by a factor of 10−3, and the HAADF
image (d) is the same image shown by applying a grayscale map adapted to its own intensity range.
The illumination semi-angle is 10.5 mrad. The collection angle is 8–20 mrad for the DPC mode and
21–125 mrad for the ADF mode. The images were recorded with a sampling of 2 nm/pixel [187].

At 20 nm underfocus, the DPC image in Figure 15a is affected by CTF anisotropy,
making it uninterpretable. In contrast, the virtual 12-sector detector in Figure 15b provides
improved resolution and contrast, revealing phase details not visible in the HAADF images.
Notably, the glue line (arrowed in Figure 15b) and the InGaN/GaN layers, magnified below
Figure 15b, are resolved in the DPC but not in the HAADF images. The low magnification
leads to contrast loss in the HAADF images due to the camera’s modulation-transfer
function (MTF) [188].

Seifer et al. [189] introduced a flexible scanning system with a scalable eight-channel,
non-multiplexed analog-to-digital converter array for recording complex STEM data. This
system is integrated with SerialEM software (version is 4.0), enabling automated acquisition
protocols, including tomography. Using a solid-state quadrant detector with additional
annular rings, the researchers explored the generation and detection of various STEM
contrast modes. Notably, by comparing images obtained from different off-axis detector
elements, lateral shifts in the STEM images were observed, which varied systematically
with the objective lens defocus. Compensation for this parallax effect allowed DPC images
to be decomposed into distinct contributions related to projected potential and defocus.
A single scan could thus yield both a computationally refocused phase contrast image
and a second image where the signed intensity—representing the polarity of the image
contrast—indicates the directional contrast shifts in the image caused by defocus deviations.
In this scanning mode, variations in defocus create regions with contrasting brightness,
highlighting shifts relative to the focal plane. These do not represent absolute intensity
changes but relative contrast that depends on spatial defocus gradients, consistent with
fringes at interfaces, respectively, reflecting the quantitative shift from the focal plane. The
combination of this scanning mode with advanced data processing significantly enhanced
the potential of IDPC-STEM for imaging complex samples.

Both 4D-STEM and DPC techniques have significantly enhanced the characteriza-
tion of internal strain fields, electric fields, and magnetic fields in materials by capturing
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multidimensional diffraction and phase information [190]. Although these techniques can
acquire multidimensional data in two- or three-dimensional space, they are still limited
in resolution and imaging capabilities for certain applications. To overcome these limita-
tions, techniques such as ptychography, tomography, and electron holography provide
higher-dimensional phase information, enabling 3D reconstruction and the observation of
complex internal structures in materials [191,192].

2.5. Ptychography, Tomography, and Electron Holography

2.5.1. Ptychography

Ptychography is a high-resolution coherent diffractive imaging technique that relies
on scanning a coherent beam (such as X-rays, electron beams, or light) across overlapping
regions of a sample and capturing diffraction patterns from each of those areas. Its working
principle is based on phase retrieval techniques: in traditional imaging, the intensity of
the diffraction pattern can be measured directly, but direct phase information cannot be
obtained, and this phase information is crucial for reconstructing the structure of the
object [193]. Ptychography addresses this by collecting multiple diffraction data from
overlapping regions and using iterative phase retrieval algorithms to recover the phase,
thereby reconstructing a complete image of the sample from sets of diffraction patterns. This
method not only retrieves both amplitude and phase information from the sample but also
avoids aberrations inherent to conventional lens-based imaging, significantly enhancing
resolution and even surpassing the traditional diffraction limit [194]. Ptychography has
also been described to excel in low-dose imaging, allowing high-resolution images to
be obtained without increasing the radiation dose, making it particularly suitable for
studying radiation-sensitive materials, such as biological tissues or nanostructures [195].
By controlling the intensity of the scanning electron or photon beam and optimizing
acquisition parameters, ptychography can achieve high-precision imaging of samples at
the atomic scale. Ptychography has found widespread application in materials science
and biological imaging. It is capable of observing crystal structures, mapping strain
distributions, analyzing defects, and achieving ultra-high-resolution imaging of samples.
This technique holds great promise for future applications in nanotechnology.

Ptychography-based reconstruction algorithms have seen remarkable improvements
in computational efficiency. Traditional gradient descent algorithms tend to be slow when
handling large datasets. However, Valzania et al. introduced a spectral method that
processes data in the frequency domain, significantly accelerating the reconstruction process.
In their study, this spectral method not only reduced the reconstruction time by a factor of
three but also maintained high-quality reconstructions even with a signal-to-noise ratio
(SNR) of 10, whereas traditional methods often suffer from severe reconstruction artifacts
under such noise levels [196]. This approach requires no additional computational cost
and can be integrated into existing large-scale iterative reconstruction algorithms, allowing
ptychography to handle increasingly larger datasets.

As ptychography technology evolves, the increasing size of datasets generated has
posed higher demands on computational resources. Yu et al. [197] leveraged multi-core
Graphical Processing Units (GPU) parallel computing technology to significantly accelerate
the processing speed of large-scale ptychographic reconstructions. In their experiments, the
use of a multi-GPU architecture reduced computation time to one-third compared to that of
a single-GPU system, especially when processing datasets larger than 1 TB. Their proposed
workflow, which also leverages the capabilities of high-performance computing (HPC) and
edge computing to address the substantial data and computational demands of real-time
ptychographic imaging, involves processing data at rates up to 640 Gbps. By utilizing
surrogate models at the edge, they reduced both latency and computation time, enabling
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real-time phase retrieval even at high data acquisition rates, such as those from detectors
operating at 2 kHz. Additionally, Babu et al. [198] developed a method combining GPU
parallel computing and artificial intelligence algorithms, also enabling data processing at
a rate of 2 kHz. In their edge computing environment, the entire process from detector
data transmission to processing could be completed in real time, making on-site imaging
applications feasible.

Hill et al. [199] employed multi-angle Bragg projection ptychography to characterize
3D strain and structural defects in individual InGaAs nanowires. The study focused
on wurtzite-phase nanowires, supported on silicon substrates, using focused coherent
X-rays to measure reciprocal space [200] Bragg diffraction patterns. These patterns were
then numerically reconstructed into a real-space volume, revealing variations in lattice
orientation along the length of the nanowires and the spatial distribution of stacking
faults. For instance, reconstructed images from the (2110) Bragg peak (Figure 16) displayed
significant lattice twisting along the nanowire axis, while the strain field across the cross-
section remained stable, with variations smaller than ±3 × 10−4. This indicated minimal
impact on the bandgap structure.
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Figure 16. Multi-angle Bragg projection ptychography (maBPP) reconstruction from the (2110)
diffraction peak of an InGaAs nanowire. A cut into the 3D reconstructed volume (a) and a 2D cut
(b) taken from this volume. The cross-sectional cut was taken from the line marked (dashed white).
This reconstruction gives sensitivity to lattice displacement along diffraction vector q2110 (white
arrow). The same 2D cross-sections converted to strain (ε11). (c) Pixels at which the strain-derivative
wraps over in phase are not shown, as they are non-physical. Red arrows identify the NW facet
connected to the Si substrate. All scale bars are 50 nm [199].

Conversely, reconstructed images from the (0110) Bragg peak (Figure 17) revealed de-
tailed stacking fault distributions, with clear phase changes at stacking faults, highlighting
differences in stacking sequences across regions. These images demonstrated that stacking
faults form distinct planar boundaries within the nanowires, significantly affecting charge
carrier scattering behavior. Through high-resolution image reconstruction and analysis, Hill
et al. successfully imaged strain and defects from the micron scale to the nanoscale within the
nanowires. These results underscore the potential of ptychography for complex nanostructure
characterization, particularly for in-operando strain and defect imaging in nanodevices.
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Figure 17. maBPP reconstruction from the (0110) peak of the same InGaAs nanowire. A cut into the
reconstructed volume (a) and a 2D slice (b) reveal rapidly varying phase features. A line cut of phase
(c) and intensity (d) from the center of the nanowire compares two independent reconstructions
with different starting guesses to test reproducibility. Correlation tables for every point in the two
independent reconstructions show strong phase correlation (e). Note that the wrapping in phase
around 2π results in a concentration of points at the top left and bottom right corners, which should
fall along the correlation axis. The two reconstructions show a smaller degree of amplitude correlation
(f). The red arrow identifies the NW facet connected to the Si substrate [199].

Ptychography exhibits strong advantages in 2D phase retrieval but still has limita-
tions in resolving complex 3D structures, especially when precise reconstruction of the
sample’s overall geometry is required. Tomography offers a more comprehensive solution
by acquiring a series of projection images from multiple angles, enabling the precise re-
construction of the sample’s 3D structure. This allows researchers to analyze the internal
complexity of materials, such as nanoparticles and pore structures [201]. Unlike ptychogra-
phy, tomography specializes in the 3D reconstruction of geometric morphology, making
it suitable for a full analysis of a material’s internal structure, providing more complete
spatial information [202].

2.5.2. Tomography

A single (S)TEM image is essentially a 2D projection of a 3D object, which fails to cap-
ture structural details in amorphous or polycrystalline samples due to irregular atomic
arrangements along the projection direction. Tomography is an effective technique for
reconstructing a sample’s 3D structure by acquiring 2D projection images at different tilt
angles. Its principle is similar to X-ray computed tomography (CT) used in medicine, but
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with a key difference: in X-ray CT, both the X-ray source and detector are tilted while the
sample remains stationary, whereas in electron tomography, the sample holder is tilted
while the electron beam and detector remain fixed [203]. During the tomography process,
the sample is gradually tilted, and a series of high-resolution images are captured at each
tilt angle. By computationally overlaying the information from these projection images,
the 3D structure of the sample can be accurately reconstructed [204]. Commonly used
algorithms include filtered back projection (FBP), which is computationally efficient and
based on the Radon transform, a mathematical technique that reconstructs a 3D object
from its 2D projections by integrating data along various angles. In contrast, iterative
approaches like the simultaneous iterative reconstruction technique (SIRT) and algebraic
reconstruction techniques (ART) rely on iterative optimization methods to refine the 3D
reconstruction by minimizing discrepancies between measured projections and recon-
structed projections. These iterative methods are effective in handling noise, incomplete
data, and artifacts, which are common in electron tomography, thus ensuring more
accurate reconstructions of the sample’s true 3D structure. This method is particularly
useful for studying complex material structures at the nanoscale, such as the distribution
of active nanoparticles in catalysts, the 3D structure of biomolecules, the internal pore
structure of porous materials, or complex semiconductor devices such as non-planar
field-effect transistors.

One major drawback of electron tomography is the long acquisition time for tilt
series, which results in a higher electron dose. Vanrompay et al. [205] proposed a fast
tilt series acquisition approach, which holds promise for in situ tomography applications.
When tilt series acquisition is not feasible, time-resolved projection series can reveal the
evolution of 4D molecular structures [206]. Cryo-STEM tomography has been performed
to map the accessibility of fuel cell catalyst nanostructures [207]. Electron tomography
can also be combined with depth slicing to achieve high-resolution and wide-field 3D
reconstructions [208]. More recently, by combining atomic counting methods with local
minima search algorithms or molecular dynamics relaxation, it has been demonstrated that
even a single 2D HAADF-STEM image can be reconstructed in 3D for catalyst nanoparticles
under certain conditions, such as homogeneous chemistry [209–212]. These techniques are
expected to open new possibilities for in situ 3D characterization, such as in gas or liquid
cells [213–216].

Nicolai et al. [217] comprehensively characterized the 3D structure of III-V semicon-
ductor interfaces using electron tomography, with a focus on interface roughness. In their
study, chemically sensitive high-angle annular dark-field scanning transmission electron
microscopy (HAADF-STEM) was employed to perform tomographic reconstructions of
(Al,Ga)As/GaAs multilayer structures. These reconstructions generated topographic height
and width maps of iso-concentration surfaces, allowing for a detailed analysis of interface
roughness and chemical properties. The analysis revealed interesting features in both
the morphology and chemical composition of the interfaces. Through 3D reconstructed
images (Figure 18) and height maps, Nicolai et al. found that inverted interfaces (AlAs
layer grown on top of a GaAs layer) exhibited higher root-mean-square (RMS) roughness
values compared to direct interfaces (GaAs layer grown on top of an AlAs layer). The
spatial distribution of width variations also exhibited considerable anisotropy, indicating
that the chemical extension of the interface regions varied significantly. These data and
image analyses provide in-depth insights into the microstructure of III-V heterojunction
interfaces and their potential impact on carrier behavior, which are critical for optimizing
semiconductor device performance [218].
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Figure 18. Reconstruction of a multi-layered AlxGa1-xAs/GaAs structure. (a) 3D representation of
the tomogram. (b) Slice of the reconstruction revealing the presence of a morphological roughness.
(c) Line profile extracted from the center of the reconstruction [the red line in (b)]. (d) Line profile
across the center of interface C [yellow line in (b)]. A, B, C, and D indicate different interfaces within
the structure, where A and B represent direct AlAs/GaAs interfaces, while C and D correspond to
inverted Al0.95Ga0.05A/GaAs interfaces [217].

Tomography cannot retrieve the subtle phase shifts in the electron wavefront induced
by a sample’s internal electric and magnetic fields. To address this limitation, electron
holography directly measures these phase shifts, enabling precise quantification of internal
electromagnetic fields and potential differences [219]. By overcoming the constraints of
tomography in characterizing such fields, electron holography also broadens the scope for
investigating a material’s intrinsic physical properties [220].

2.5.3. Electron Holography

Electron holography is an imaging technique based on the phase information of
electron waves, capable of directly measuring and reconstructing the phase changes that
occur as electron waves pass through a sample. The basic principle of electron holography
involves splitting the electron wave into a reference wave and an object wave. The reference
wave bypasses the sample and directly propagates to the detector, while the object wave
passes through the sample and is influenced by its internal structure [221]. These two waves
then overlap at the detector, forming an interference pattern or hologram. The hologram
contains information about the amplitude and phase of the sample, and through digital
processing, the complex wavefunction of the sample can be extracted from the hologram,
allowing the reconstruction of the internal potential and magnetic field distribution within
the sample [222]. Electron holography excels in studying the electromagnetic properties
of materials, particularly when investigating the internal field distribution in nanoscale
magnetic materials, semiconductor devices, and ferroelectric materials [223].

In recent research, Anada et al. enhanced the quality of electron holograms through
mathematical and machine learning-based denoising techniques, which are especially
useful for low-dose and high-speed imaging. They introduced three denoising methods:
sparse coding (SC), wavelet hidden Markov model (WHMM), and tensor decomposition
(TD). The study showed that applying SC to simulated holograms reduced the phase
error from 0.10 rad to 0.02 rad, demonstrating significant denoising performance. WHMM
similarly reduced the phase error from 0.09 rad to 0.02 rad, with both methods performing
comparably. TD excelled in multi-dimensional data processing, reducing the phase error
from 1.33 rad to 0.02 rad through denoising. These methods provide effective tools for
improving the imaging quality and measurement precision in electron holography [224].

Li et al. [225] further detailed the application of off-axis electron holography in
elemental, compound, and two-dimensional semiconductor nanostructures, revealing
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structure-property relationships at the nanoscale. Their study quantitatively measured
charge accumulation in Ge/Si quantum dots and Ge/Si nanowires, finding hole densities
of 0.03 holes/nm3 and 0.4 ± 0.2 holes/nm3, respectively (Figure 19). This indicates that
one-dimensional structures have stronger charge confinement capabilities compared to
zero-dimensional structures [226]. Additionally, they examined GaAs nanowires modified
with InAs quantum dots, revealing electron accumulation at the quantum dot apex region
(Figure 20) [227]. This resulted in a pronounced radial polarization field, explaining the
observed enhancement in photoluminescence intensity [228].

Ptychography, tomography, and electron holography (Table 5) are transformative tools
for materials characterization, providing detailed insights into nanoscale structural, chemical,
and functional properties. Yet, their application is constrained by computational demands,
experimental challenges, and rigorous sample preparation. Addressing these limitations
through advancements in algorithms, integration of complementary techniques, and improved
hardware design is essential to fully leverage their potential in multidisciplinary research. By
tackling these barriers, these methods can expand their role in probing nanoscale phenomena
with precision and clarity. Wider adoption will depend on simplifying workflows and
increasing accessibility without sacrificing performance or resolution.

Table 5. Comparison of ptychography, tomography, and electron holography.

Technique Advantages Limitations Applications

ptychography ultra-high resolution,
low-dose

computationally
intensive

low-dose,
detailed imaging

tomography 3D structure
visualization

long acquisition time,
sampling limitation

porous materials and
nanoparticle studies

electron holography measures
electric/magnetic fields

complex setup, high
stability required electromagnetic studies
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Figure 19. Electron hologram (a) and phase image (b) of Ge quantum dot sandwiched in Si. The bot-
tom of the Ge dot shows extra positive phase shift, indicating holes accumulated in this region [226].
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Figure 20. Strain analysis and electron holographic characterization of InAs QD/GaAs NW. (a) GPA
of the InAs QD/GaAs NW heterostructure. (b) Electron hologram of the heterostructure. (c) Recon-
structed phase image of the same region in (b). (d) Phase profiles across the QD/NW region and pure
NW region as indicated by the red dashed arrow and black dashed arrow in (c), respectively. [228].

2.6. TEM and Application

The growth processes, such as MBE and MOCVD, largely determine the microstructure
of materials. However, the complexity of these processes and the control of their parameters
have varying impacts on interface quality, strain distribution, and crystalline defects. TEM
plays a crucial role in revealing the effects of different growth techniques on material quality
by precisely characterizing interface sharpness, defect distribution, and strain states. TEM
has become indispensable in evaluating and optimizing semiconductor growth processes.

For example, Yan et al. [229] utilized TEM to analyze InAs/GaSb heterostructure nano-
ridges grown on Si substrates via MOCVD (Figure 21). Cross-sectional TEM imaging clearly
revealed defect-free interface quality achieved by optimizing precursor switching sequences
and precisely controlling the V/III ratio. These findings directly linked interface quality to
the performance of tunneling devices, demonstrating the advantages of MOCVD in growing
III-V materials on Si substrates. Similarly, Gourishetty et al. [230] used TEM to investigate
the effects of Rapid Thermal Processing (RTP) on MBE-grown InAs quantum dots and sub-
monolayer (SML) structures. TEM imaging provided quantitative data on atomic diffusion and
structural changes during annealing. Combined with photoluminescence (PL) measurements,
these studies showed that RTP significantly improves quantum dot uniformity and reduces
defect density, highlighting the importance of post-growth thermal treatment in optimizing
MBE-grown structures.
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Figure 21. (a) Source switching sequence of InAs/GaSb heterojunction nano-ridges with one-step
growth condition. (b) Global view cross-sectional TEM image of the InAs/GaSb nano-ridges with
one-step growth. (c) Zoomed-in TEM image of the InAs/GaSb hetero-interface. (d) Source switch
sequence of InAs/GaSb heterojunction nano-ridges with two-step growth. (e) Global view cross-
sectional TEM image of the InAs/GaSb nano-ridges with two-step growth. (f) Zoomed-in TEM image
of the InAs/GaSb hetero-interface. The yellow arrow indicates the growth direction [229].
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By accurately characterizing defect density, interface sharpness, and material unifor-
mity, TEM not only enables direct comparison of different growth techniques but also
provides practical feedback for optimizing process parameters. Furthermore, integrating
TEM with complementary techniques such as atomic force microscopy (AFM) and PL
further enhances its value in semiconductor material research.

TEM is effective in its ability to resolve structural and electronic features at the atomic
scale; its application to semiconductor heterostructures, such as those exhibiting Fabry–
Perot resonances [231], has certain limitations. Fabry–Perot oscillations, which are optical
interference phenomena, require coherent light to probe the optical response of a cavity
formed by heterostructures. Conventional TEM, using high-energy electrons with de
Broglie wavelengths several orders of magnitude smaller than the relevant optical wave-
lengths, cannot directly measure these oscillations. However, TEM indirectly supports
such studies by confirming critical structural properties. The thickness and uniformity of
layers, key parameters for achieving Fabry–Perot resonance conditions, can be measured
with atomic precision using TEM. Advanced techniques such as scanning transmission
electron microscopy-electron energy loss spectroscopy (STEM-EELS) [232] and electron
holography enable mapping of high dopant distributions and potential profiles, providing
insights into the local electrostatic environments that influence optical properties. However,
caution is required when interpreting these measurements, as spatial resolution in electron
microscopy far exceeds the coherence length of light involved in Fabry–Perot oscillations,
potentially leading to an overestimation of the role of structural imperfections. Furthermore,
standard dopant concentrations often fall below the detection limit of these techniques, and
the uncertainty in potential profile measurements remains substantial (≫0.1 eV), limiting
their direct applicability in quantitative electrostatic analysis.

To address these limitations, complementary optical techniques such as Fourier trans-
form infrared spectroscopy (FTIR) and PL spectroscopy are essential for directly probing
optical phenomena and validating structural insights provided by TEM. The integra-
tion of PL data with TEM-based structural analysis has been demonstrated to effectively
bridge the gap between nanoscale structure and macroscopic optical performance. Walther
et al. [233] correlated HRTEM-measured AlAs/GaAs interface widths (e.g., reduced from
3.2 ML to 1.9 ML with growth interruptions) and step distances measured between terraces
with PL linewidths (narrowed to <1.0 ML), directly linking atomic-scale roughness to
quantized optical responses, demonstrating how combined TEM and PL analysis bridges
nanoscale structure with device-scale performance.

TEM remains an indispensable tool for analyzing semiconductor heterostructures,
particularly for understanding the impacts of growth processes such as MBE and MOCVD
on material quality. Its role in elucidating the microstructural origins of macroscopic optical
phenomena, when paired with complementary optical and topographical techniques,
underscores its critical position in semiconductor research. However, a more integrated
and cautious approach, combining structural and functional measurements, is essential
for fully leveraging the capabilities of TEM in optimizing both growth processes and
device performance.

2.7. Summary

TEM has become a central tool in crystallographic analysis. Electron diffraction tech-
niques can measure lattice parameters, strain, and crystal symmetry with high precision
and are effective for examining local crystallographic features in complex material sys-
tems. At the same time, high-resolution imaging methods—such as HAADF, BF, and
LAADF in HRSTEM—offer spatial resolution surpassing that of conventional XRD or
AFM, allowing direct visualization of the microscopic structures of crystal defects. Recent



Crystals 2025, 15, 192 38 of 57

advances in 4D-STEM and DPC imaging further enable multidimensional strain mapping
and light-element imaging under low-dose conditions, thereby advancing the study of
compound semiconductors. These approaches, however, are not without limitations. Al-
though electron diffraction methods are highly accurate, they impose strict requirements
on sample thickness and orientation, and thicker specimens are prone to artifacts from
multiple scattering. Techniques such as WBDF and TBC excel at highlighting defect con-
trast, yet their sensitivity to sample orientation and limited spatial resolution narrow their
scope of application. Even the latest methods, such as 4D-STEM and DPC, remain con-
strained by demanding hardware specifications and complex data processing. Achieving
consistent imaging conditions poses additional challenges, particularly when examining
heterogeneous materials, e.g., strain relaxation and dislocation formation in III-arsenide
thin films. Integrating multiple TEM techniques offers one promising route to surmount
these obstacles.

Future developments will concentrate on automation (e.g., machine-learning-based
data analysis) and hardware improvements (e.g., ultrafast detectors) to improve usability
and broaden the range of applications. By overcoming current technical bottlenecks, TEM
will play an increasingly important role in optimizing the structure and performance of
semiconducting nanostructures and will guide the design and fabrication of next-generation
electronic and optoelectronic devices.

3. In Situ TEM

In situ TEM enables the real-time observation of materials under various external
stimuli, such as temperature, pressure, mechanical stress, and chemical environments. The
core principle of in situ TEM lies in its ability to manipulate the sample environment while
observing it, allowing the study of the material’s behavior under dynamic conditions [234].
To achieve this, researchers integrate specialized sample holders and environmental con-
trol systems into the TEM setup. For example, heating or cooling stages provide precise
temperature control, enabling the study of phase transitions and crystal growth at different
temperatures. Gas cells introduce specific gases into the TEM chamber, allowing real-time
observation of chemical reactions or catalytic processes under controlled atmospheric con-
ditions. Mechanical actuators apply external stress or strain to the sample, enabling the
observation of deformation and fracture behaviors at the nanoscale. Liquid cells facilitate
the study of materials in liquid environments, such as tracking the movement of nanopar-
ticles in solution or monitoring changes in electrochemical systems. By combining these
environmental control devices with TEM high-resolution imaging capabilities, researchers
can induce and monitor dynamic changes in the sample, providing a more realistic view of
its behavior under conditions that closely resemble its actual working environment. This
dynamic observation is critical for understanding processes such as crystal growth, phase
transitions, defect evolution, and surface reactions—phenomena that are difficult to capture
with traditional static techniques.

In situ TEM provides advantages for the real-time observation of dynamic processes
and structural transformations in materials. However, its application is fundamentally
limited by electron beam-induced damage. Furthermore, the vacuum conditions typically
achievable in most (S)TEM in situ setups fail to meet the stringent UHV standards required
for direct comparisons with MBE, thereby constraining the use of such environments
for growth studies. High-dose electron beam irradiation can cause structural damage
to samples, particularly those sensitive to electron beams. A key challenge in current in
situ TEM techniques is obtaining clear images under low-dose electron beam conditions
without compromising the integrity of the sample. Katsuno et al. [235] addressed this issue
by leveraging deep learning techniques, employing convolutional neural networks (CNNs)



Crystals 2025, 15, 192 39 of 57

to rapidly enhance low-dose electron microscopy images (Figure 22). Their approach not
only minimized beam-induced sample damage but also preserved image quality, providing
new insights for real-time observation of electron beam-sensitive materials.
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Figure 22. Illustration of instruments. (a) Schematic illustration of the in situ gas nanofluidic
control system. (b) Schematic illustration of the gas flow holder with chips. (c) Temperature control
equipment and software. (d) SEM image of the heating wire. (e) SEM image of the observation
window. (f) Observation window of the top chip. (g) TEM image of the nanolab window [235].

Zhao et al. employed pressure-controlled cells in conjunction with an on-chip gas
reaction nanolab, achieving precise control over the gas environment surrounding the
sample in TEM. The design involved an advanced polymer membrane sealing technique
and a nanofluidic control system, enabling adjustable pressures between 0.1 and 4 bar
within the reaction cell. This setup allowed real-time atomic-resolution imaging during
catalytic reactions. The system demonstrated exceptional stability, with ultra-low thermal
drift during high-temperature operations up to 1300 ◦C, ensuring precise observation of
dynamic structural transformations [236].

In situ TEM, combined with pressure-controlled cells and low-intensity electron beams, is
gradually approaching the capabilities of other in situ techniques. To minimize sample damage
while ensuring sufficient resolution, researchers lower the electron beam intensity or use lower
primary accelerating voltages. These measures help reduce the impact of the electron beam
while maintaining image quality and avoiding excessive damage to the sample. Additionally,
shortening the exposure time or reducing the total electron dose is an effective means of
preserving the integrity of the sample. Repeating experiments under different accelerating
voltages, beam flux densities, and exposure times is crucial for understanding and assessing
the impact of the electron beam on the sample. By carefully tuning these experimental
parameters and utilizing advanced image processing techniques, such as deep learning,
to enhance low-dose imaging, we can minimize electron beam-induced damage, making
in situ observations under high voltage more accurate and reliable. However, continuous
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improvements and refinements are still needed to ensure its broad applicability and accuracy
in studying dynamic processes and material transformations.

3.1. Sample Preparation and Mounting for In Situ TEM

The success of in situ TEM experiments heavily depends on the preparation and
mechanical fixation of samples. To achieve precise in situ observations within the micro-
scope, samples must be meticulously processed, typically maintaining a thickness in the
range of tens of nanometers to ensure that the electron beam can effectively penetrate and
produce clear imaging. Focused ion beam (FIB) technology is one of the most commonly
used methods for sample preparation. FIB milling is commonly employed to produce
such ultrathin specimens with nanometer-scale precision [237]. Although this approach
can preserve overall crystallinity, the process invariably introduces point defects and
can alter doping profiles due to gallium ion implantation. At higher ion doses, local-
ized amorphization and the formation of gallium-rich droplets may occur, necessitating
careful optimization of milling parameters and post-processing treatments [238]. Such
meticulous preparation is particularly crucial for studying complex microstructures and
heterogeneous materials.

During sample preparation, protective strategies are often employed to minimize
damage. Prior to FIB milling, a thin layer of carbon or a noble metal (e.g., platinum) is
frequently deposited onto the sample surface to reduce ion-induced sidewards scattering,
curtaining, and ion implantation [239]. For heat-sensitive materials, such as biological
samples or organic compounds, low-temperature preparation techniques may be employed
to reduce thermal effects [240]. The prepared samples need to be mounted in specially
designed in situ sample holders. These holders not only support the samples but also enable
the application of external conditions, such as mechanical stress, temperature variations,
or electric fields, within the microscope [241]. The critical aspect of designing these in situ
sample holders lies in maintaining the stability of the sample under high vacuum and with
minimal temperature drift, while allowing for real-time observation during the experiment.
These holders are typically equipped with multi-axis positioning systems, enabling precise
adjustments of the sample’s position and angle to achieve optimal imaging results.

During focused ion beam (FIB) processing, exposure to high-voltage ion beams can
induce damage to sample surfaces, leading to various issues, such as point defects, surface
amorphization, gallium enrichment, and droplet formation. To mitigate these problems,
the following strategies are commonly employed:

(a) Reduced ion current and voltage: By lowering the ion current and voltage during
FIB processing, especially in the final cleaning steps, it is possible to decrease surface
damage. For instance, a low current and low voltage beam (around 500 V) can effectively re-
move residual ion contamination resulting from the high-voltage process, thereby reducing
point defects and amorphization [242].

(b) Post-FIB treatments: Subsequent annealing or other post-processing methods
applied after FIB can help heal point defects and restore crystalline order disrupted by
gallium ion implantation [243].

(c) Alternative ion sources: Replacing conventional gallium (Ga) ions with other ion
species, such as cesium (Cs) or xenon (Xe), can minimize gallium-related contamination
and enrichment. Owing to their higher mass, these alternative ions are slower at the same
kinetic energy and so may inflict less damage to the sample [244].

(d) Protective surface coatings: Prior to FIB processing, coating the sample surface
with a thin layer of carbon or a noble metal (e.g., platinum or gold) can shield the
underlying material from direct ion-beam impact, thus reducing the extent of surface
damage [245].
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(e) Low-energy ion scanning at the final stage: Employing low-energy ion beams
(on the order of 50–500 eV) during the final stages of FIB processing can further decrease
surface damage and reduce amorphization [246].

(f) Parameter optimization: Fine-tuning FIB parameters—such as ion beam energy,
focus quality, and scanning speed—significantly lessens damage induced by high-voltage
ion beams [247].

Gardener et al. [248] developed a FIB preparation method for high-temperature in situ
TEM experiments, improving the mechanical stability of samples during heating while
reducing contamination. Similarly, Zhong et al. [249] proposed the use of Xe plasma FIB
as an alternative to conventional Ga-based FIB, which speeds up thinning, eliminates
gallium contamination, and may provide better imaging quality, particularly in high-
temperature experiments. In another study, Radić et al. highlighted FIB optimization
methods for in situ thermal and electrical TEM experiments, especially under applied
bias, demonstrating improvements in controlling contamination and ensuring sample
stability [250]. Moreover, Minenkov et al. introduced a method for preparing plan-view
samples using FIB, particularly suited for in situ heating experiments, which enhanced
sample quality and enabled real-time observation of structural evolution [251].

3.2. In Situ Technology and Application

3.2.1. Thermal Dynamics of Strain and Dislocations

During heat treatment, the internal strain fields and dislocation behavior of materials
play a crucial role in determining their final properties. In situ TEM technology allows
researchers to directly observe and quantify the internal strain distribution and dislocation
dynamics of materials under high-temperature conditions. This technology enables the
capture of local variations in strain fields at the sub-nanometer scale, revealing how strain
drives the generation, glide, climb, and interaction of dislocations [252]. Additionally,
through techniques such as GPA, in situ TEM can perform quantitative analysis of the
evolution of strain fields at high temperatures, providing a detailed description of strain
concentration in certain regions and their changes over time [253].

In situ TEM also reveals the specific mechanisms of strain release and dislocation
annihilation during heat treatment, particularly concerning the dynamic evolution of
microstructures at high temperatures. When the temperature reaches a certain threshold,
internal strain may be partially relieved through dislocation climb, which reduces residual
stress within the material. This process directly impacts the material’s creep resistance and
long-term performance at high temperatures, making it critical for maintaining stability
under such conditions [254]. By observing these dynamic processes in real time, researchers
can gain a deeper understanding of the microstructural behavior of materials during
heat treatment, providing theoretical support for the development of high-performance
materials [255].

Chen and colleagues [256] conducted a detailed study using in situ TEM to investigate
the phase transformation between nickel and InGaAs nanowires, revealing the dynamic
behavior of atomic ledges and dislocations during the process. Their findings indicated that
under in situ heating at 320 ◦C, a nickelide phase forms at the InGaAs interface, accompa-
nied by the movement of double-bilayer ledges. The formation of misfit dislocations plays
a central role in relieving the strain caused by lattice mismatch. Specifically, the interface be-
tween In0.53Ga0.47As and Ni2In0.53Ga0.47As is described by the planes [111] In0.53Ga0.47As and
[0001] Ni2In0.53Ga0.47As, with an in-plane rotation vector in the Ni2In0.53Ga0.47As [0110] direc-
tion. In situ TEM images clearly show ledges moving along the [1010] direction with a ledge
height of 10.17 Å, while the Burgers vector of the misfit dislocations is 2/3 [0001]. These
dislocations are key to mitigating shear stress at the interface, highlighting the formation
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and evolution of the “disconnection” structure. This process illustrates how lattice strain is
dynamically adjusted during phase transformations in III-V semiconductor nanowires.

Further experimental data provided insight into stress release at the interface be-
tween the nickelide phase and InGaAs. Fast Fourier transform (FFT) analysis revealed the
atomic structure of the interface, showing a lattice mismatch of 5.5% (In0.53Ga0.47As ||
Ni2In0.53Ga0.47As) and nickelide volume expansion of 34%. This high-resolution atomic
observation offers insight into the nanoscale phase transformation mechanism, elucidating
how the interaction between ledges and dislocations contributes to the stabilization of the
newly formed nickelide phase by relieving lattice strain.

As illustrated in Figure 23, the experiments depict the mechanism of atomic ledge
formation and dislocation generation. The images show that within 0.05 s, the movement of
the ledge significantly slows down, indicating the completion of stress release. In particular,
the height of the double-bilayer ledge (10.17 Å) and its interaction with misfit dislocations
signal a lattice rearrangement during the phase transformation. The results suggest that,
in the metallization of nanowires, precise control over ledge formation and dislocation
movement can effectively enhance contact performance and material stability by optimizing
stress release at the interface.
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Figure 23. Atomic models that reveal the formation of interfacial disconnections during In0.53Ga0.47As
to Ni2In0.53Ga0.47As phase transformation. (a) HRTEM images extracted at two different times from
Movie S1 in the Supporting Information, giving a view of the In0.53Ga0.47As/Ni2In0.53Ga0.47As inter-
face. The scale bar is 5 nm. (b) Lattice structures of In0.53Ga0.47As (zinc blende) and Ni2In0.53Ga0.47As
(simple hexagonal). (c) Atomic arrangements in In0.53Ga0.47As (with [111] direction pointing upward)
and Ni2In0.53Ga0.47As (with [0001] direction pointing upward), respectively. In In0.53Ga0.47As crystal,
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the atomic layers stack in an A-B-C-A-B-C. . . manner, while in Ni2In0.53Ga0.47As the stacking is A-A-
A. . . In In0.53Ga0.47As crystal, an “atomic bilayer” usually refers to the bonded In (or Ga) monolayer
and As monolayer. This is also used here for corresponding layers in Ni2In0.53Ga0.47As crystal after
phase transformation. (d) Top view of two lattice planes in an A-B-C type of stacking, indicating that
the top lattice plane has three possible in-plane gliding vectors in order to overlap with the bottom
lattice plane. (e) Side view of how the A-B-C stacking of lattice planes shuffles into an A-A-A stacking
manner by collective gliding of three lattice planes along three different gliding vectors as shown
in (d). (f) The reconstructed atomic structures at the interface between In0.53Ga0.47As (top left) and
Ni2In0.53Ga0.47As (bottom right). The nature of the single-bilayer nucleus and double-bilayer step
height is depicted in this schematic, together with the labeled misfit dislocations. One monolayer of
As atoms was removed at the interface of In0.53Ga0.47As side, which overlaps with the Ni atoms in
Ni2In0.53Ga0.47As, in order to improve the clarity of this structure model [256].

This high-resolution in situ TEM study provides insights into the phase transformation of
nanowire-metal contacts, offering significant implications for the design and optimization of
contact engineering in nanoscale semiconductor devices. The understanding gained from this
work paves the way for improving the reliability and performance of future nanoelectronics.

3.2.2. Stress-Induced Deformation and Phase Transformation

When a material is subjected to external stress, it may undergo elastic strain relief,
plastic deformation, or even stress-induced phase transformation. These structural changes
are typically accompanied by the generation and movement of dislocations. In situ TEM
can reveal the microstructural changes induced by stress, such as how dislocations begin
to form within the crystal and propagate along specific slip planes, ultimately leading to
plastic deformation of the material [257]. By observing these dynamic processes in real
time, researchers can gain insight into the effects of different types of stress (tensile stress,
compressive stress, shear stress) on the microstructure of materials. In situ TEM can also
reveal the specific mechanisms of stress-induced phase transformations. In certain high-
entropy alloys or shape memory alloys (e.g., NiTi, AlCoCrFeNi alloys), the application
of external stress can prompt the material to transform from one crystalline phase to
another, a process often accompanied by volume changes and the evolution of phase
boundaries [258]. In situ TEM is capable of monitoring the atomic rearrangements during
these phase transformations in real time and quantifying the stress distribution before and
after the transformation.

Wang et al. conducted an in situ TEM study to explore the mechanism of deformation-
induced crystal-to-amorphous transition (CAT) in silicon. Using a novel core–shell struc-
ture, they achieved real-time monitoring of large plastic deformation and of the CAT
process in sub-micron silicon pillars. The results demonstrated that diamond-structured
silicon undergoes a direct transition to an amorphous phase through the generation and ac-
cumulation of stacking faults (SFs) mediated by slip, without any formation of intermediate
crystalline phases.

High-resolution TEM characterization shown in Figure 24 revealed the microstructural
evolution during the CAT process. At small plastic deformation (εp = 1%), slip bands con-
taining stacking faults and dislocations appeared in crystalline silicon (c-Si) (Figure 24b,c).
As the strain increased to εp = 5%, the regions with stacking faults began to amorphize
(Figure 24d). With further deformation up to εp = 18%, the amorphous regions expanded
along the [111] direction, forming “amorphous pockets” coexisting with crystalline seg-
ments (Figure 24e). Finally, at εp = 25%, nearly all crystalline structures had transitioned to
the amorphous phase, with adjacent amorphous regions merging (Figure 24f). No interme-
diate crystalline phases were observed throughout the process, indicating that the CAT is
directly driven by slip-mediated defect accumulation. These findings provide new insights
into deformation-induced phase transitions in other brittle solids [259].
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Figure 24. High-resolution TEM of the crystalline-to-amorphous transition process. (a) Engineering
stress–strain curves of four core/shell-structured Si pillars compressed to different deformation
levels εp. The loading direction is along [001], the axial direction of pillars. (b) Occurrence of many
slip bands containing SFs upon plastic deformation (εp = 1%). (c) The zoomed-in image of the
white-boxed region in (b) shows the detailed structure of the SF and the misfit dislocations around
it. (d) Amorphization of the domains in or near the SFs is marked by the yellow arrows. (e) Many
directional ‘amorphous pockets’, separated by the c-Si ones. (f) The final amorphous packets with
texture-like stripes, indicated by the white dashed lines. The beam direction is [110]. a-Si: amorphous
Si; c-Si: crystalline Si; SF: stacking fault [259].

3.3. Challenges for In Situ TEM Applications

Despite the promising applications of in situ TEM in materials science, its practical
implementation still faces several significant challenges that must be addressed in future
research and technological development.

First, in situ or in-operando measurements aim to evaluate properties under conditions
that closely mimic real growth or device operation environments. However, the presence
of free surfaces in electron-transparent specimens can influence and potentially distort the
measurements as follows:

(a) Semiconductor materials typically possess nanoscale feature dimensions and are
thus highly sensitive to electron beams. The high electron-beam current densities required
for high-resolution imaging can induce defect formation, interfacial damage, or even
phase transitions, thereby preventing the observed behavior from accurately reflecting the
material’s performance under real operating conditions. This imposes stringent controls
on imaging at high beam currents and voltages, making it a critical challenge to mitigate
electron-beam damage while maintaining high spatial resolution [260].

(b) During sample preparation via FIB techniques, issues such as gallium ion incor-
poration, point defects, and gallium precipitation can be readily introduced, resulting
in modified sample properties. Moreover, semiconductor materials impose stricter re-
quirements on sample thickness control: samples that are too thick reduce electron-beam
penetration and degrade imaging quality, whereas samples that are too thin may introduce
surface strain or inhomogeneity, compromising the accuracy of experimental results [139].

Second, retaining the balance between spatial resolution and temporal resolution
remains a major challenge in in situ TEM. Under dynamic conditions, especially in high-
temperature or high-stress environments, the microstructure of materials can change
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rapidly. To capture these transient phenomena, in situ TEM must achieve high temporal
resolution. However, as imaging speed increases, the signal-to-noise ratio decreases, limit-
ing the ability to resolve fine microstructural details. Therefore, maintaining high spatial
resolution while further improving temporal resolution is a key technical issue that requires
attention [261].

Third, the complexity of sample preparation significantly increases the difficulty of in
situ TEM experiments. Samples used in these experiments must not only have sufficient
mechanical stability to withstand external conditions but must also retain their original
structural characteristics. The thickness of the sample must be controlled within a precise
range: overly thick samples can hinder electron beam penetration, degrading image quality,
while overly thin samples may undergo artificial changes under experimental conditions
due to surface effects, including surface oxidation. Moreover, the design of sample holders
is particularly complex, especially when external conditions such as electric fields, stress,
or temperature variations need to be applied, making sample preparation more time-
consuming and costly [262].

Fourth, environmental control presents another major challenge for in situ TEM technol-
ogy. Typically, in situ TEM experiments are conducted in a high-vacuum environment, which
differs significantly from the environments in which many materials are applied in practice,
such as those involving atmospheric corrosion or humidity effects. Therefore, accurately
simulating the complex chemical and physical conditions of actual working environments
under high-vacuum conditions remains a significant challenge. Additionally, unexpected
reactions may occur in samples under high-temperature, high-pressure, or strong electric field
conditions, posing further challenges to precise experimental control [263].

Fifth, the complexity of data processing and analysis limits the widespread application
of in situ TEM technology. In situ TEM experiments often generate large volumes of high-
resolution dynamic image sequences (movies), and processing and analyzing these data
requires powerful computational capabilities and sophisticated algorithms. Although there
have been advances in artificial intelligence and machine learning in this area, large-scale
application still faces challenges, including the high reliability required for algorithms and
the dependence on large datasets for training [264].

3.4. Summary of This Section

In situ TEM techniques play a key role in the real-time observation of atomic-scale
changes in materials under external stimuli, particularly in studies of strain release, dislo-
cation motion, and phase transformations. By integrating aberration-corrected imaging,
high-speed detectors, and advanced data processing, both spatial and temporal resolution
have improved, closing the gap between static structural analyses and device behavior
under operational conditions. Nevertheless, in situ TEM still faces certain obstacles. High
electron-beam intensity can induce beam damage, affecting material properties and compli-
cating the interpretation of results. A restricted field of view and the inability to replicate
some operating environments, such as high-pressure or corrosive conditions, also limit
its scope. These issues point to the need for complementary techniques, such as Raman
spectroscopy or molecular dynamics simulations, to achieve more comprehensive insights.

In the future, progress in low-dose imaging methods and new detector designs is ex-
pected to reduce beam damage and broaden the applicability of in situ TEM. Developments
in environmental TEM and multi-modal analysis may further overcome existing constraints,
enabling the study of more complex conditions. This expansion will support materials
science and technological innovation by providing a more complete understanding of how
materials behave under realistic working environments.
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4. Conclusions and Outlook

TEM remains a critical technique for investigating semiconductor materials, offering
high spatial resolution to examine various structural defects, such as grain boundaries,
interfaces, vacancy clusters, dislocations, and quantum dots. These defects play a pivotal
role in determining the electrical, thermal, and mechanical properties of semiconductor
materials. Advanced imaging methods, including high-resolution TEM (HRTEM), scanning
TEM (STEM), and electron energy loss spectroscopy (EELS), provide in-depth insights
into the atomic-scale features of these defects, contributing to a better understanding of
material behavior and guiding the optimization of semiconductor devices. Despite its
capabilities, TEM remains time-intensive, particularly in the analysis of complex defect
structures and the preparation of high-quality samples. While TEM offers unparalleled
resolution, the need for meticulous sample preparation and extended imaging times can
limit its widespread use in routine industrial applications. Recent advancements, such as
automated TEM systems and the incorporation of artificial intelligence (AI) into image
analysis, have begun to address these challenges. AI-based approaches can accelerate
the identification and classification of defects, thereby improving both the efficiency and
accuracy of defect characterization.

Looking forward, the integration of in situ TEM techniques is expected to offer sig-
nificant advances in the study of semiconductor materials under real-world operating
conditions. In situ TEM enables the observation of dynamic processes, such as defect
migration, phase transitions, and material behavior under external stimuli (e.g., temper-
ature, stress, or electric fields). This development provides a deeper understanding of
defect evolution and material stability, which are crucial for the design of more reliable
semiconductor devices. Further, the combination of AI with TEM holds promise for en-
hancing the analysis of large datasets, allowing for more precise defect characterization and
predictive modeling of material behavior. Machine learning algorithms can optimize image
processing and facilitate the extraction of meaningful data from complex TEM images, po-
tentially leading to faster and more comprehensive analyses. Additionally, advancements
in multi-modal imaging, combining TEM with complementary techniques such as X-ray
diffraction and in situ thermodynamic measurements, will expand the capability of TEM in
semiconductor research.

These innovations are expected to drive significant progress in the development
of next-generation semiconductor materials and devices, contributing to the continued
advancement of electronics, optoelectronics, and quantum technologies.

Supplementary Materials: The following are available online at: https://www.mdpi.com/article/
10.3390/cryst15020192/s1, Movie S1: High-resolution TEM recording of nickelide reactions in a [110]
oriented In0.53Ga0.47As nanowire [256].
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