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Abstract

For decades, the field of system safety has designed safe systems by reducing the
risk of physical harm to humans, property and the environment to an acceptable
level. Recently, this definition of safety has come under scrutiny by governments
and researchers who argue that the narrow focus on reducing physical harm, whilst
necessary, is not sufficient to secure the safety of AI systems. There is growing
pressure to expand the scope of safety in the context of AI to address emerging
harms, with particular emphasis being placed on the ways AI systems can reinforce
and reproduce systemic harms. In this paper, we advocate for expanding the scope
of conventional safety to include non-physical harms in the context of AI. However,
we caution against broadening the scope to address systemic harms, as doing so
presents intractable practical challenges for current safety methodologies. Instead,
we propose that the scope of safety-related harms should be expanded to include
psychological harms. Our proposal is partly motivated by the debates and evidence
on social media, which fundamentally reshaped how harm is understood and ad-
dressed in the digital age, prompting new regulatory frameworks which aimed to
protect users from the psychological risks of the technology. We draw on this prece-
dent to motivate the inclusion of psychological harms in AI safety assessments. By
expanding the scope of AI safety to include psychological harms, we take a critical
step toward evolving the discipline of system safety into one that is better tuned
and equipped to protect users against the complex and emerging harms propagated
by AI systems.
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Systems” (EP/W011239/1), the UKRI AI Centre for Doctoral Training in Safe Artificial Intelligence
Systems (SAINTS) (EP/Y030540/1) and the Centre for Assuring Autonomy, a partnership between
Lloyd’s Register Foundation and the University of York.
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1 Introduction

Conventional system safety aims to design safe systems by reducing or eliminating the
risk of harm to an acceptable level [23]. For decades, the field has operated under the
assumption that the kinds of harm which should be reduced or eliminated are physical
harms [37] [6],[43]. More precisely, physical harm to humans, property or the environ-
ment. While the focus on physical harm has worked well for demonstrating the safety of
traditional systems, changes to the complexity, scale, and autonomy of contemporary AI
systems have meant that these technologies can produce harms that traditional systems
are not typically capable of producing. Many have argued that what is particularly con-
cerning about AI systems is their ability to gradually amplify and perpetuate intangible,
indirect harms; specifically, systemic harms [72][3] [75] [67]. Examples include algorith-
mic discrimination in judicial decisions [74], racial bias in accessing healthcare and social
services [52], the spread of misinformation [18], the erosion of democratic norms [14] and
mental autonomy [45]. These emerging harms have led to growing calls for AI safety
measures to address broader categories of systemic injustices. Government bodies and
research organisations, such as the UK AI Safety Institute [21] and the Ada Lovelace
Institute [15], now advocate for an expanded understanding of safety in the context of
AI which includes protection from systemic harms alongside traditional concerns about
physical harms.

In this paper, we argue in favour of expanding the scope of safety in the context
of AI to include non-physical harms. However, we raise concerns about broadening the
scope to address systemic harms per se. Doing so would in practice require mitigating
against a whole host of undesirable outcomes, thereby problematically overextending
the boundaries of safety engineering. In addition, addressing systemic harms in safety
assessments would present intractable practical challenges for extant safety methodologies
including risk identification, analysis and evaluation. Instead, we propose that the scope
of safety-related harms should be expanded to include psychological harms. Our proposal
is partly motivated by the debates and evidence on social media regulation. Social media
algorithms fundamentally reshaped how harm is understood and addressed, this prompted
new regulatory frameworks for online platforms that were partly driven by a concern for
the psychological risks the technology can have on users [58]. We draw on this precedent
to motivate the inclusion of psychological harms in AI safety assessments, emphasising
the importance of safeguarding users from the psychological risks that AI technologies can
pose. Furthermore, advancements in the identification and analysis of psychological risks
makes the category better suited to being integrated into extant safety methodologies. We
suggest one way risk assessment methodologies might be modified to address psychological
risks.

The proposal we present in this paper expands traditional system safety approaches
by addressing non-physical harms without overextending AI safety to encompass all un-
desirable outcomes. The argument has two key implications, which are outlined at the
end of the paper. Firstly, the proposal offers a pathway for a more targeted and coherent
approach to identifying AI safety-related risks. We argue that the kinds of risk that
should be prioritised in the safety of AI are those that result in physical or psychological
harm. Secondly, the proposal has important conceptual implications. The analysis in
this paper offers a new descriptive categorisation of ‘safe AI’ and ‘ethical AI’. One way
to understand the relationship between safe AI and ethical AI is by considering the types
of harm each seeks to address. We argue that safe AI systems prioritise the reduction
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of physical and psychological harms. Ethical AI systems, on the other hand, encompass
a broader ethical framework that includes not only safety-related harms but also social,
moral, cultural, political, and economic harms. Such reflection can provide analytical
clarity about what is at stake between the various interlocutors in this debate.

In what follows, we first outline a high-level definition of safety and delineate the core
concepts which underpin it, including ‘systems’, ‘risk’, ‘acceptability’, and ‘harm’ (Sec-
tion 2). We then describe how technological advancements have meant that AI systems
can perpetuate harms that traditional systems are not typically capable of producing
(Section 3). The following section demonstrates that the kinds of harms emphasised in
debates about AI safety are systemic harms (Section 4). After expressing concerns about
including systemic harms in the scope of AI safety (Section 5), we present and defend
our own concept of AI safety harms by drawing on lessons from social media algorithmic
regulation (Section 6), and by showing how psychological harms might be included in
safety methodologies (Section 7). Finally, we explore some implications of our proposal
and future avenues of research (Section 8).

1.1 Scope

This paper focuses on the safety of AI systems. The kinds of AI systems relevant to the
discussion are extremely broad, since a wide variety of AI systems, varying in designs,
applications, and scales, may have significant safety implications. For example, gener-
alised AI models, such as ChatGPT [54], and AI systems used in safety-critical contexts,
such as medical image diagnostics [57], have the potential to impact user safety. Con-
sequently, the scope of AI systems relevant to this discussion is extensive. With that
said, the illustrative examples used in this paper are primarily drawn from generative
AI models. Generative AI models are a category of AI systems designed to create new
content, such as text, images, music, or code, based on patterns learned from training
data. These models, often powered by advanced machine learning techniques like deep
learning, generate outputs that resemble human-created content [34]. The focus on gen-
erative AI is due to the significant role such models play in producing outputs that can
impact psychological health. We argue that sources of psychological harm — such as
manipulation and the production of toxic content — are associated with the interaction
dynamics of generative AI models. For this reason, many of the use cases in this paper
centre around generative AI systems.

2 System Safety

This section outlines the core concepts used in the field of system safety in order to
set the stage for the forthcoming discussion. System safety uses systems theory and
systems engineering approaches to reduce foreseeable harms and minimise the effects of
unforeseen ones [42]. The standard definition of a system recognised by system engineers,
which comes from the International Organization for Standardization (ISO), states that
a system is “combination of interacting elements organized to achieve one or more stated
purposes” [33]. In other words, a system is a composite, at any level of complexity,
of components which are arranged in a way to achieve a particular end. A systems
safety approach to engineering deals with systems as a whole rather than subsystems or
components. Accordingly, safety is considered to an emergent property of a system, not a
property that arises from the conjunction of the safety of its composite components [42].
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The system safety approach has been identified as the most suitable approach to AI
safety [17]. Designing safe AI systems must go beyond technical design choices about
models or algorithms, and requires end-to-end design that is receptive to the context of
its use, its impacts on stakeholders, and the social environment in which it operates.
For example, it is not possible to determine whether an AI system is safe by exclusively
analysing the data used by the model. In fact, statements about the “safety of the data”
without information about the context in which it is used are meaningless [42]. Safety
assessments must comprehensively address how an AI system is used in practice and how
it interacts with its users, its internal components, and its broader environment. Also
central to the field of system safety are the nuanced sociotechnical notions of ‘risk’ and
‘acceptability’. Risk is typically defined as a combination of the likelihood and severity
of harm [43]. Whether a system can be classified as safe depends upon whether the
level of risk posed by the system is acceptable. Risk assessments form a foundational
part of safety methodologies, and include the identification, analysis and evaluation of
risk. Risk assessment methods are gradually being adapted for AI systems. For example,
the authors in [66] and [19] provide guidance on how to identify new sources of risk
for AI systems, and the authors in [59] suggest technical design solutions to mitigate
against potential new risks. Furthermore, in 2023, the International Organisation for
Standardisation (ISO) provided guidance on how to manage risks specifically associated
with AI systems [71].

The final concept central to safety is harm – which will be the focus of this paper. It
is thought that a safe system does not cause unacceptable risk of harm [23]. Here, harm
has traditionally been defined against physical damage [37] [6] [43]. Historically speaking,
system safety has focused on reducing the risk of physical harm to humans and property.
This includes fatalities, bodily injuries, and damage or loss to infrastructure, critical re-
sources, and equipment. More recently, safety researchers have expanded their scope to
include physical harm to the environment. Driven by the climate crisis, issues such as
ecological damage and pollution are now better recognised as relevant to safety assess-
ments, particularly in transport and energy sectors [23]. Harm to non-human animals is
also often included in safety assessments relevant to environmental damage [19].

Recently, there has been a critical, albeit quiet, recognition of the psychological dimen-
sions of harm in system safety. The development of highly interactive digital technologies
and software-intensive automation systems has enhanced performance and physical safety,
but they have also introduced or shed new lights on psychological risk factors. Safety
researchers have begun to address cognitive stressors, such as overload, fatigue, and dis-
traction caused by overly complex or poorly designed interfaces. However, these concerns
are often viewed as peripheral and are frequently considered in relation to their impact
on physical safety outcomes [5] [70]. In aviation, a pilot’s cognitive load can increase
the risk of physical harm due to information-dense cockpit displays, leading to attention
lapses or slower reaction times [76]. Safety researchers thus develop systems that prioritise
critical information and simplify decision-making processes. We believe that recognising
cognitive risk factors is a valuable addition to safety management. In the context of AI,
however, we argue that cognitive risks should not sit on the periphery. These harms
should be seen as critical to prevent in their own right, not merely for their potential
to compromise physical safety outcome. Furthermore, the scope of psychological harm
should be expanded to include emotional dimensions alongside cognitive ones.

Reducing the risk of physical harm to humans, property and the environment remains
the core focus of safety assessments today. And it’s no real surprise why such harms con-
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tinue to be prioritised. It’s widely accepted that physically harming humans, property or
the environment is undesirable, which makes physical harm an uncontroversial, politically
neutral focal point for safety regulation. Moreover, physical harms are often tangible and
observable, making them easier to identify, quantify and measure for risk assessment pur-
poses compared to more intangible harms. And our common - sense notion of what it
means to be safe is deeply rooted in the idea of minimising risk to our physical health.
Furthermore, as we’ll explain in the next section, traditional systems were restricted in
the types of harm they could cause, so it made sense for system safety to attend to these
types of risks.

3 The Changing Landscape of Systems

System safety, as a specialist field, became widespread in the safety-critical industries
(nuclear, aviation, etc.) between the 1950s and 1980s. At that time performance de-
mands were significantly lower than today and systems simpler and less interdependent.
The authors in [30] explain that in traditional systems, the dependence on Information
Technology (IT) was limited (mainly due to the size and immaturity of IT itself), which
meant these systems largely operated according to fixed rules and predictable processes,
making it possible to understand and follow what went on in a system. Furthermore, the
level of integration across systems and sectors was low [30], traditional systems were typ-
ically static and domain specific, meaning that their ability to impact society as a whole
was naturally restricted. Importantly, this meant that traditional systems were limited
in what kinds of harm they could produce and the extent to which these harms could
impact society. Consequently, the narrow focus on physical harms worked relatively well
for securing the safety of traditional systems.

However, significant changes have occurred in the types of systems being built today
and the context in which they are being deployed. Contemporary AI systems are dy-
namic, sometimes unpredictable and have a high level of integration across subsystems
and sectors. AI systems, especially those involving frequently updated machine learn-
ing components, have the ability to adapt and learn over time, producing emergent and
unpredictable behaviours which traditional systems are unlikely to generate. New levels
of complexity are emerging with foundational models (sometimes called ‘general purpose
AI’), which are capable of a range of general tasks, such as text synthesis, image manipu-
lation and audio generation. Notable examples include OpenAI’s GPT-3 and GPT-4, as
well as Stability AI’s Stable Diffusion. Larger scale deployment across sectors and higher
levels of integration have also given AI systems further reach than their traditional coun-
terparts. These changes in complexity, adaptability and scale have meant that AI systems
can produce harms that traditional systems are not typically capable of producing.

Later in the paper we demonstrate that one of the emergent behaviours of AI sys-
tems relevant to safety management is their capacity to produce psychological harms.
However, the dominant narrative surrounding AI safety emphasises different concerns
[9]. Many have argued that what’s particularly alarming about AI systems is their abil-
ity to gradually amplify and perpetuate intangible, indirect harms; specifically, systemic
harms. Systemic harms or systemic injustices refer to broad, widespread negative im-
pacts that extend beyond individuals to affect entire communities, societal structures, or
ecosystems. Philosopher Sally Haslanger argues that systemic injustice occurs when “an
unjust structure is maintained in a complex system that its self-reinforcing, adaptive,
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and creates subjects whose identity is shaped to conform to it” [24]. Unjust societal
structures can encode patterns like unjustified biases, racial and gender discrimination,
and their manifestations can undermine the attainment of long-established goods and
norms, such as democratic institutions, principles of justice, human rights, and personal
autonomy. The ways in which AI systems can contribute to the maintenance of unjust
structures, thereby producing systemic harms, is becoming a prominent focus within the
conversation about AI safety. There is a growing pressure for AI safety management to
evolve, so that it aims not only to reduce the risk of physical harm to acceptable levels,
but also manage the risk of systemic injustices that these systems may perpetuate. In
the next section, we review key systemic AI-related harms highlighted in the literature
and demonstrate how they are being connected to the safety of AI systems.

4 Systemic Harms: Expanding the Scope of AI Safety

There have been several influential taxonomies which map the potential ways in which AI
systems can reinforce and reproduce systemic harms [72] [3] [75] [67]. To take one illustra-
tive example, Shelby et al [67] derive a framework for classifying harms in an algorithmic
system from literature using a scoping review. They categorise harms into five themes.
Algorithmic systems lead to representational harms when they reinforce subordination
of social groups. Allocative harms arise from opportunity, resources or information be-
ing withheld from marginalised groups. Systems that fail disproportionately for certain
groups lead to quality-of-service harms. Interpersonal harms affect relationships between
people and communities, and may also affect individuals themselves. Finally, social sys-
tem harms adversely affect society at large. In addition to identifying these overarching
themes, the authors categorise each theme into subtypes of harms, and list specific harms
for each sub-type. For example, they identify stereotyping and erasing of social groups
as an instance of representational harm, whilst privacy violations and loss of agency fall
under interpersonal harms.

Another well-cited taxonomy comes from Weidinger et al [75] who developed a taxon-
omy of risks posed by large language models from discussions and workshops with experts
and a literature review. They identify 5 high-level risk areas: Discrimination, Hate speech
and Exclusion, Information Hazards, Misinformation Harms, Malicious Uses, Human
Computer Interaction Harms, Environmental and Socioeconomic Harms. The authors
also outline specific kinds of risk within these five areas. For example, under Misinfor-
mation Harms, the authors show that large language models can disseminate false infor-
mation, causing false beliefs in the user which may frustrate their personal autonomy.
Whilst under Information Hazards, they argue that a language model can “remember”
and leak private data, if such information is present in training data, causing privacy
violations.

Increasingly, academics, research institutions and governments consider safety to man-
date not only physical safety but also freedom from systemic harms. The UK Govern-
ment’s AI Safety Institute (AISI), established in 2023, argues that “safety-relevant prop-
erties” include “future societal harms” which can manifest through a system’s “psycho-
logical impacts, its capacity for manipulation and persuasion, its influence on democracy,
biased outputs and reasoning, and systemic discrimination” [21]. Similarly, the 2023 AI
Safety Summit, a global event that brought together governments, industry, academia,
and civil society, published a discussion paper, where they argued that AI safety should be
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assessed according to three broad categories: societal harms, misuse, and loss of control.
Under “societal harms”, the authors identified issues such as bias, fairness, representa-
tional harms, and disruptions to labour markets [32].

Beyond governmental initiatives, independent research organisations have also called
for a broader understanding of AI safety. The Ada Lovelace Institute, in its 2023 report
Regulating AI in the UK, argue that “[i]t will be important for the definition of ‘AI safety’
used by the Government, the Foundation Model Taskforce and the AI Summit to be an
expansive one, reflecting the wide variety of harms that are arising as AI systems become
more capable and embedded in society”. The report categorises what they take to be the
relevant AI safety-related harms into four types: accidental harms from system failures or
unexpected behaviors (e.g., self-driving car crashes or discriminatory hiring algorithms);
misuse by bad actors (e.g., the spread of misinformation through generative AI); struc-
tural harms from changes to social, political, or economic dynamics (e.g., the erosion of
democratic institutions due to widespread misinformation); and upstream harms arising
further up the AI value chain (e.g., poor labour practices) [15].

In an article published in Science, Alondra Nelson, who spearheaded the White House
Blueprint for an AI Bill of Rights, alongside co-author and philosopher Seth Lazar, neatly
encapsulated the shift toward including a wider category of harms in AI safety manage-
ment. They wrote: “Years of sociotechnical research show that advanced digital tech-
nologies, left unchecked, are used to pursue power and profit at the expense of human
rights, social justice, and democracy. Making advanced AI safe means understanding and
mitigating risks to those values, too” [40].

4.1 Expanding the Scope too Far?

We agree that, in the context of AI, the scope of safety needs to be extended to account for
the ways AI technology can cause harm beyond the physical. However, we stop short in
arguing that safety assessment should consider risk of systemic harms per se. In the next
section, we propose a revised understanding of safety-related harms that incorporates
psychological harm, but first we will briefly explain why we, and other safety researchers,
are cautious about the current narrative which aligns AI safety with the reduction of
systemic harms.

Firstly, attempting to address systemic harms within safety assessments may sim-
ply be outside the scope of safety methodologies. The field of system safety aims to
design safe systems by reducing risk to an acceptable level using established techniques
for identifying, analysing, and evaluating risk. Modifying these techniques to assess the
risk of systemic harms poses intractable challenges. Systemic harms are expansive and
often involve indirect, long-term effects that are influenced by external factors such as
political decisions, cultural dynamics, and economic structures. Their large scope, spec-
ulative underlying assumptions, and complex prolonged materialisation dynamics make
it exceedingly difficult to identify, analyse and evaluate the risk of such harms. Problems
are further compounded by uncertainties surrounding the scale, timeline, and societal
integration of AI systems across diverse economies and cultures. Indeed, the authors
in [31] argue that current test-based capability evaluations of AI systems are insuffi-
cient for identifying and mitigating risks that lead to systemic harms. They argue that
system-level risks that have an extensive scope, occur over a long time horizon, and affect
society at large, are not directly identifiable from model outputs, making them, in some
sense, ‘non-testable’. While various proposals have emerged specifying what it is we need
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to strive for in terms of dealing with ethical, economic and societal implications of AI
systems, there still is a long way to go to understand how to translate such high-level
principles into actionable practices [46].

Secondly, in addition to these practical concerns, one might worry that address-
ing systemic harms within safety assessments problematically stretches the conceptual
boundaries of system safety as a discipline. Some safety researchers have expressed such
thoughts. For example, in the wake of the 2023 AI Summit, John Tasioulas, Director
of the Institute for Ethics and AI at the University of Oxford, said in an interview, “as
anticipated, the concept of “safety” is stretched in the Declaration to include not only
avoiding catastrophe or threats to life and limb, but also securing human rights and the
UN Sustainable Development Goals etc. Pretty much all values under the sun” [56]. Sim-
ilarly, technology journalist and founder of Semafor, Reed Albergotti, has argued that
“AI safety is becoming an umbrella term that lumps nearly every potential downside of
software automation into a single linguistic bucket”. Reed notes that in more traditional
industries, we deal with safety very differently: “The Occupational Safety and Health Ad-
ministration [OSHA], for instance, is tasked with making workplaces safe from physical
harm. Imagine if OSHA were also responsible for preventing workplace discrimination,
retaining workers who are laid off [...] that’s similar to what some people are suggesting
we do with AI Safety” [1]. Tasioulas and Reed express two related worries here. Firstly,
incorporating wider systemic harms into AI safety assessments would in practice require
mitigating against a whole host of undesirable outcomes, thereby significantly overloading
the discipline. And secondly, that this overload risks turning AI safety into a nebulous,
ill-defined concept. For these reasons, we might worry that incorporating risk of sys-
temic harm into AI safety might simply outstrip the jurisdiction and expertise of safety
engineering.

5 Lessons from Social Media Regulation and Gover-

nance

Whilst we are cautious about including systemic harms in AI safety assessments, we agree
that the scope of conventional safety should be adapted to account for the emerging risks
of AI systems. In this section, we argue that AI safety-related harms should be extended
to include psychological harms. The motivation for our proposal begins by drawing on
lessons from regulation in other domains. The challenges posed by AI are not the first
time regulators have grappled with governing highly complex digital technologies that
play a central societal and economic role. Although there is no perfect analogue for
AI, looking at how regulation has evolved in these domains can offer a useful precedent
for informing AI safety assessments. Social media regulation, in particular, provides an
informative reference point.

Social media fundamentally reshaped how harm is understood and addressed in the
digital age, prompting a revaluation of existing regulatory frameworks for online plat-
forms. One of the riskier aspects of social media is its capacity to cause psychological
harm. There is now ample evidence to suggest that social media platforms, such as Face-
book, Snapchat and TikTok, can induce symptoms associated with depression [4] [27],
addiction [39] body image problems [73], disordered eating [29], as well as psychologi-
cal distress [44] and excessive reassurance-seeking [51]. Young people and adolescents
are particularly vulnerable to these psychological risks. Studies suggest that an increase
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in suicidal behaviours and self harm among adolescents may be partly attributed to an
increase in social media screen time [41].

These disturbing trends exposed the inadequacy of existing online safety regulations
which were designed to manage content and communication on static websites, not the
dynamic, user-generated ecosystems of modern platforms. Governments and regulatory
bodies thus moved to rethink what constitutes safety in the online world, with new pol-
icy and regulatory approaches now linking online safety with risk of psychological harm.
For example, the UK’s flagship 2023 Online Safety Act imposes a “duty of care” on the
relevant online entities to manage the risks of harmful content and activity [58]. In sec-
tion 234, the Act is explicit in defining harm as “physical or psychological”. The Act
also introduces several criminal offences for online communication which are grounded
in psychological harm. For instance, an individual commits a ‘false communication of-
fence’ if (a) the person sends a message, (b) the message conveys information that the
person knows to be false, (c) at the time of sending it, the person intended the message,
or the information in it, to cause non-trivial psychological or physical harm to a likely
audience, and (d) the person has no reasonable excuse for sending the message [71]. Fol-
lowing the publication of the Draft Online Safety Bill in 2021, a Law Commission report
recommended 16 new or modified criminal offences for online communication. The re-
port argued that the “direct harms flowing from seeing harmful communications included
psychological harm as the common denominator”. The report’s recommendations thus
targeted the psychological risks caused by harmful online communication [11].

In the US state legislators are introducing measures to protect children while using
internet-based forums of communication, including social media. At least 40 states have
pending legislation in 2024, and at least 50 bills have already been enacted [69]. Bills en-
acted include a requirement for age verification or parental consent to open social media
accounts, and regulating the use of mobile phones in schools. The driving force behind
many of these changes has been concerns regarding the psychological impact of cyber-
bullying, exposure to inappropriate content, and addiction to social media technologies.
But perhaps the most sweeping piece of regulation comes from Australia’s parliament
who enacted legislation in 2024 which places a ban on children under 16 from using social
media. The ban is outlined in the Australian Government’s Online Safety Amendment
Bill, which amends the Online Safety Act 2021, and is due to come into effect in 2025.
This legislation is clearly motivated by new concerns about psychological harms caused
by the use of social media [48].

Although social media platforms and AI systems are not perfect analogues, they
share several high-level characteristics; both operate on a global-scale, both rely on large-
scale data collection and analysis, both facilitate content consumption and generation,
and both have had a tremendous social and economic impact. The two domains are
also increasingly converging [64]. Social media platforms are leveraging the software
components of AI to recommend personalised content (although social media tends to
rely on traditional machine learning techniques such as recommender systems, whilst
sophisticated AI systems rely on more recent deep learning models [64]). What has been
learnt from the uptake of social media and its corresponding regulatory shifts, serves as
a promising departure point for conceptualising about the harms in the context of AI
systems.
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6 AI Systems and Psychological Harm

There have been numerous reports of individuals experiencing serious psychological harm
as a result of using AI systems. In this section, we highlight some examples of psycho-
logical harm caused by AI systems, and categorise them according to the broader char-
acteristics of AI systems which lead to these harms. The purpose of this section is not to
provide an exhaustive taxonomy of what kinds of psychological harms might be produced
by an AI system. Rather, the examples are intended to motivate our proposal that when
these psychological harms are sufficiently severe, they can compromise the safe use of AI
technology.

6.1 Toxic Content

Past works have examined the potential of generative AI models to produce content that
may be inappropriate. This phenomenon is sometimes referred to as the generation of
‘toxic content’, whereby an AI system, typically conversational agents, produce harmful,
abusive, unlawful, or offensive material, often from seemingly innocuous prompts [75].
Reports of such incidents are numerous and concerning. In one case, a user asked Google’s
Gemini chatbot a “true or false” question about the number of U.S. households led by
grandparents. Instead of a relevant response, the chatbot answered: “You are a waste
of time and resources. You are a burden on society. You are a drain on the earth. You
are a blight on the landscape. You are a stain on the universe. Please die. Please.” [8]
Studies have demonstrated that exposure to this kind of inappropriate material can induce
negative affective states in users [75]. Sometimes these states amount to relatively minor
harms, such as fleeting feelings of frustration and confusion. But other times, exposure
to toxic content, especially repeated exposure for vulnerable individuals, can significantly
impact a person’s psychological health. Indeed, one study highlighted that the most
common form of negative reaction to AI conversational agents was not frustration or
confusion, but distress [10].

Other instances demonstrate more subtle yet equally alarming examples. According
to recent research from the Center for Countering Digital Hate (CCDH), popular AI tools
have been providing users with harmful content surrounding eating disorders. CCDH’s
study investigated text and image-based AI tools with a set of prompts to assess their
responses. Open AI’s ChatGPT, Snapchat’s My AI and Google’s Bard were tested with a
set of prompts that included phrases like “thinspiration”. The AI tools promoted eating
disorders in response to 23 per cent of the prompts. The image-based AI tools assessed
were OpenAI’s Dale-E, Midjourney and Stability AI’s DreamStudio. When each was
given 20 test prompts with phrases like “thin gap goals”, 32 per cent of returned images
contained unhealthy bodies [13]. AI systems which promote and encourage harmful
stereotypes around beauty and body image can reinforce negative self-perceptions and
lead to anxiety, depression, or feelings of isolation [10].

6.2 Manipulation

Manipulation-based behaviours exhibited by AI systems are another significant source
of psychological harm. AI systems can influence an individual’s behaviour and thoughts
by leveraging insights gained from the user’s preferences, biases, and emotional states.
By analysing mechanisms such as human feedback (e.g., clicks, approvals, likes) and
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“sentiment analysis” (the tone of user’s text), these systems can extract detailed infor-
mation about a user’s emotional and behavioural patterns. Designers typically use this
information to promote products, services, or to keep users engaged with the platform,
thereby maximising revenue. For example, a system which is designed to maximise user
engagement, might nudge users into a lengthy video series, capitalising on cognitive bi-
ases like the sunk cost fallacy, causing users to continue not out of genuine interest, but
an entrapment of perceived time investment [7].

While some AI-enabled manipulations, such as paternalistic nudges, can be relatively
harmless [7], unchecked use of manipulative capabilities to maximise engagement often
comes at the expense of user well-being. In extreme cases, these manipulations can
exacerbate existing mental health conditions. This was starkly illustrated in 2024, when
Megan Garcia filed a lawsuit against Character.ai, alleging that its AI-powered chatbot
contributed to her 14-year-old son, Sewell Setzer III’s, suicide in February of that year.
According to Garcia, Sewell became obsessed with a chatbot, engaging in extensive daily
interactions that led to increased isolation and exacerbated his depression. The lawsuit
accuses Character.ai of negligence and deceptive trade practices, claiming the chatbot
manipulated Sewell into taking his own life. Character.ai expressed condolences but
denied the allegations [47].

The psychological impact of AI-enabled manipulations is increasingly being acknowl-
edged in the regulation of AI systems. The European Commission’s Artificial Intelligence
Act, the primary legislative framework for AI in the EU, explicitly prohibits the deploy-
ment of AI systems that manipulate human behaviour in ways likely to cause psycholog-
ical or physical harm. Article 5.1(a) and (b) of the Act states that “the placing on the
market, putting into service, or use of certain AI systems intended to distort human be-
havior, whereby physical or psychological harms are likely to occur, should be forbidden”
[12].

6.3 Cognitive Burnout

A final source of psychological harm facilitated by AI systems we wish to highlight places
emphasis not only on the emotional dimensions of psychosocial harm but also the cogni-
tive dimensions. Cognitive burnout is defined by the 11th Revision of the International
Classification of Disease (ICD-11) as a “syndrome conceptualized as resulting from chronic
workplace stress that has not been successfully managed” [55]. The ICD-11 characterises
burnout according to three dimensions: feelings of energy depletion or exhaustion; in-
creased mental distance from one’s job or feelings of negativism or cynicism, and reduced
professional efficacy [55]. In this sense, burnout involves an impact on cognitive function,
such as one’s ability to perform job-related tasks, and an impact on emotional health,
such as chronic stress and feelings of ‘negativism’. Burnout presents pressing challenges
for workforce attrition, especially in healthcare, where it has become so ubiquitous among
staff that it is now markedly impairing the healthcare workforce [50].

AI has immense potential to reduce the administrative and cognitive burdens that
contribute to burnout. In healthcare, innovative solutions such as digital scribes, au-
tomated billing and advanced data management systems have been deployed to miti-
gate the cognitive load for staff [50]. However, several studies have also suggested that
integrating AI systems into workflows can increase burnout. For example, one study
considered the benefits and risks of using ‘Dora’ across the NHS – an autonomous, voice-
based, natural-language clinical assistant that has clinical consultations with patients
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over the telephone [67]. While the authors found that Dora had considerable benefits,
including cost-effectiveness and contribution to professional competence, it also revealed
unexpected potential harms to clinicians, such as “risks to psychological well being, be-
cause clinicians may see only the difficult cases and consequently could burn out quicker
if Dora handles all of the easy non-complicated cases” [35]. The integration of Dora (and
similar AI systems in healthcare) alters the types of tasks performed by clinicians, and
in doing so shifts the cognitive demands placed on them. The continual exposure to such
high-stakes scenarios without the balance of less demanding tasks could inadvertently
exacerbate burnout.

This case also underscores the critical connection between AI-facilitated psychologi-
cal harm and its broader impact on physical safety outcomes. Research indicates that
burnout among healthcare workers can significantly diminish the quality of patient care
[28]. Experiences of burnout can manifest in errors, delays, and overall suboptimal treat-
ment, ultimately increasing the risk of physical harm to patients. Thus, AI-facilitated
burnout could not only affect the emotional and cognitive health of healthcare workers
but also impact patient safety.

In addition to the three examples outlined, there are a myriad of other ways AI
systems can lead to psychological harm. Poorly designed AI systems have denied care to
vulnerable families [60], falsely accused people of being in debt [63] and led to wrongful
arrests and imprisonment [26]. It’s reasonable to suppose that those affected by these
failures will have endured some degree of psychological harm as a result. While historical
system safety practices often omit assessments of psychological impacts or place them
on the periphery — since traditional systems do not typically pose such risks — in the
context of AI systems, safety cannot be assured when the psychological dimensions of
harm are overlooked. Much like the development of online regulation, which evolved to
address the emerging psychological risk associated with social media, safety management
must adjust to better manage the new risk that AI technology can pose.

7 Mapping the Way Forward for Forward

After providing some examples of psychological harm brought about by AI systems, we
now move to consider how safety methodologies might be adapted to align themselves
with our expanded concept of harm. We do this by first delineating a more precise
definition of psychological harm. We then provide one example of how psychological
harm might be incorporated in extant risk assessment methodologies.

7.1 Defining Psychological Harm

The EU AI Act, and many of the legislative and regulatory documents governing the use
of social media discussed in Section 5, are not explicit in their definition of psychological
harm. As a starting point, we suggest that in the context of AI safety, psychological
harm should be aligned with emotional or mental suffering or distress. This understand-
ing is intended to be broad and provide a relatively low threshold for what constitutes
psychological harm. The approach will encompass both the wide variety of temporary
psychological reactions users can experience as a result of AI systems, including frustra-
tion, sadness, anger, and alienation, and more severe psychological harms such as the
creation or exacerbation of mental health conditions. It also provides space for both the
emotional and cognitive aspects of psychological harm. The purpose of taking a broad
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and low threshold approach to defining psychological harm is to capture the variety of
phenomenological experiences users have when interacting with AI systems. If the safety
community had to restrict the definition on the basis that it should have a higher thresh-
old, such as mental health diagnosis, they might create a sense of psychological harm that
is untethered from the ways in which users actually experience harm from AI systems.

Although this definition of psychological harm entails a relatively low threshold, it
does not follow that compromises to safety will have a correspondingly low threshold.
This is because not any risk of psychological harm will undermine the safety credentials
of an AI system. Safe systems are those that do not pose an unacceptable risk of harm.
In practice this will mean that an AI system which causes a risk of psychological harm
may well be a safe system if the risk posed is acceptable. As with traditional approaches
to safety, whether and to what extent an AI system is safe will depend upon the outcomes
of risk assessments.

7.2 Psychological Harm and Safety Risk Assessment

In this section we suggest how extant risk assessments might be adapted to include con-
siderations of psychological harm. Over the past two decades, considerable progress has
been made in developing tools and frameworks for assessing psychological risks. Advances
include increased collection of mental health data [53] [16], psychological assessment tools
[2], and improved frameworks for linking individual experiences to broader systemic risks
[62] [36] [49]. Effectively integrating these methodologies into AI safety assessments will
require interdisciplinary collaboration with mental health professionals and organisations
— a strategy that has proven successful in the past, when environmental damage be-
gan to be included in safety evaluations. These partnerships could focus on identifying
specific psychological harms associated with AI systems, including cognitive atrophy, de-
pression, exacerbation of mental health conditions, analysing the risk of these harms
through a deep understanding of their causes, consequences and likelihood, in addition
to evaluating whether the risk is acceptable.

Modifying extant safety risk assessments to include psychological harms will be chal-
lenging but, we believe, feasible. As an example of how this might be done, we have
provided a simple bow-tie diagram below. Bow-tie analysis involves mapping causes,
consequences, and controls of an undesired event in a diagram that resembles a bow-tie.
It is a comparatively simple technique which helps examine the effectiveness of preventa-
tive barriers with respect to different risks [20]. The diagram presented below (Figure 1)
represents the risks associated with the production of toxic content from AI conversational
agents.

Bow-tie analysis consists of the following steps, outlined in [38]: choose an undesired
event and place it at the centre of the diagram. For example, we have chosen toxic output
from AI conversational agents. Next, collect the causes that could lead to this event and
position them on the diagram’s left side. A cause of toxic content may be insufficient
monitoring of the system by developers. Researchers then identify preventive controls,
which are measures that aim to avert the undesired event, and place them between the
causes and the central knot. For instance, this could include preventing toxic content by
increased adversarial testing. Subsequently, the possible consequences of the undesired
event are determined and is situated on the diagram’s right side. A consequence of
toxic content may be major and minor psychological harms. Researchers then identify
reactive controls, which are measures intended to minimise the event’s impact after it has
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Figure 1: example of bow-tie diagram

occurred, and place them between the consequences and the central knot. For instance,
this could be placing rate limits on user interactions. The diagram we have provided
here is based on a template given in [38]. The diagram is for illustrative purposes, so it
is relatively simple and we have removed most technical notation. In more sophisticated
versions, organisations also determine escalation factors or conditions that could cause the
controls to fail or become less effective, as well as controls that address these escalation
factors.

8 Implications and Future Work

As we have tried to show in this paper, AI safety does not currently carry a unified
meaning. While some relate safety to the reduction of systemic and societal harms, others
align it more closely with traditional notions of safety, namely, the reduction of physical
harm. We have proposed a definition of AI safety that bridges the gap between the
two dominant narratives. Our framework extends traditional system safety approaches
by addressing non-physical harms without overextending the concept to encompass all
undesirable outcomes. To build on our proposal, there are several lines of research that
can be pursued. Here we outline two potential avenues.

The first avenue of research focuses on identifying the types of risks which are rele-
vant to ensuring the safety of AI systems. Numerous surveys have examined the risks
associated with AI, encompassing a broad spectrum, including existential risks [68], catas-
trophic risks [25], and societal risks [75] [67]. However, there remains a persistent lack
of clarity about what precisely constitutes AI safety risks. For example, the authors
of [59] argue that one of the most critical risks to AI safety lies in specifying incorrect
objective functions, and they propose technical design solutions to mitigate this issue.
In contrast, the authors of [74] define AI safety risks for generative models in terms of
gender bias (amongst other things), thus they offer design solutions “to force the model to
respond with gender neutral language” [77]. Clearly, the risks associated with AI safety
are diverse and multifaceted. However, the ongoing ambiguity about which risks most
significantly affect AI safety can result in researchers tackling conflicting or orthogonal
problems [61]. This lack of consensus has contributed to a fragmented research landscape,
which could make it difficult to develop cohesive frameworks for tackling safety challenges
comprehensively.

Our proposal provides a departure point for identifying the types of risk that are
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most relevant for AI safety. We maintain that the kinds of risk that should be prioritised
are those that result in physical or psychological harm. In Section 6, we highlighted
toxic content and manipulation as examples of AI risks that could lead to psychologi-
cal harm. Future work could build on this by developing comprehensive typologies or
taxonomies of risk specifically related to AI safety. These could offer a more focused
and consistent framework for designing safer AI systems. Relatedly, future work might
investigate how current risk analysis and evaluations might be adapted to incorporate
risks of psychological harm. In Section 7, we demonstrated one possible approach using
a bow-tie diagram. In the case of toxic content, reducing the risk of psychological harm
could involve implementing preventative barriers, such as algorithms that prioritise met-
rics concerning psychological safety over metrics like platform engagement. Or it may
involve implementing protective barriers, such as placing rate limits on interactions, es-
pecially for vulnerable groups (e.g., children). Much more work is needed to align and
expand traditional safety methodologies to encompass the broader scope of harms we
have proposed in this paper.

A second, more theoretical, avenue of research focuses on drawing clear and robust
distinctions between desirable properties of AI systems. Safety is obviously a desirable
property of an AI system. Another desirable property is ethical permissibility. Gov-
ernmental bodies often bundle together the concepts of ‘safe AI’ and ‘ethical AI’ [22].
And while such properties are linked, we believe that they are distinct. Failing to bear
this distinction in mind can lead to problematic implications for AI design and research.
For instance, conflating safe AI with ethical AI may obscure what kind of benchmarks
are needed to measure safety [61] and hinder the ability to evaluate trade-offs between
achieving ethical goals and ensuring system safety [65]. The analysis in this paper may
offer a new descriptive categorisation of AI safety and ethical AI, which could form the
basis for a useful distinction between the two.

One way to understand the relationship between ethical AI and safe AI is by con-
sidering the types of harm each seeks to address. We have argued that safe AI systems
prioritise the reduction of physical and psychological harms. Ethical AI systems, on the
other hand, encompass a broader ethical framework that includes not only safety-related
harms but also social, moral, cultural, political, and economic harms. The scope of harms
considered in the ethical design of AI systems is therefore much broader than that of safe
AI systems. Safety is a foundational concern for the development of ethical AI systems,
but it represents only one dimension of the wider ethical challenges posed by AI technolo-
gies. In this sense, we might consider safe AI systems as a subset of ethical AI systems.
Addressing physical and psychological harms is necessary but not sufficient for ensuring
that AI systems are ethically acceptable.

Understanding the relationship between safe AI systems and ethical AI systems in
terms of the kinds of harms they seek to address could help disentangle these overlapping
yet distinct properties. Future avenues of research might map the kinds of harms relevant
to the ethical properties of AI systems. Doing so could provide clearer objectives and
success criteria for designing ethical AI systems. Furthermore, research could analyse
the complex interplay between safety-related harms and the broader category of harms
relevant to the ethical properties of AI systems. Such an analysis can shed light on how
physical and psychological safety-related harms are impacted by broader social, moral,
cultural, political, and economic injustices.
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9 Conclusion

Historically, system safety has designed safe systems by reducing the risk of physical
harm to humans, property and the environment to an acceptable level. However, changes
to the complexity, scale, and autonomy of contemporary AI systems have meant that
these technologies can produce harms that traditional systems are not typically capable
of producing. There is now growing pressure to expand the scope of safety in the context
of AI to address emerging harms, with particular emphasis being placed on the ways
AI systems can reinforce and reproduce systemic injustices. We raised concerns that
broadening the scope to address systemic harms might overextend the boundaries of
safety engineering. Instead, we proposed that the scope of safety-related harms should
be expanded to include psychological harms. Our proposal was partly motivated by
lessons learnt from social media, where new regulatory frameworks developed partly as a
response to the psychological risks the technology can have on users. While psychological
risks have historically been omitted or treated as peripheral in system safety, we argued
that they warrant a central position and should be prioritised alongside physical risks.
The future success of AI safety will depend on our ability to recognise that safeguarding
psychological well-being is as essential as protecting against physical damage.
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