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Abstract
Generation of zonal flows (ZF) by drift wave turbulence in numerical simulations based on the
modified Hasegawa–Wakatani model is investigated using probability density functions (PDFs)
and information rate which quantifies the number of statistically distinct states generated per
unit time in the non-equilibrium system. The evolution of time-dependent PDFs of the
electrostatic potential, density, and vorticity is quantified by the information rate and is directly
compared. We examine this evolution for the system dominated by the isotropic turbulence as
well as the system dominated by anisotropic ZF. Impact of ZF on turbulence is captured by a
narrower PDF of fluctuating velocity perpendicular to ZF. The information rates of the turbulent
potential and density, which are coupled via fast electron parallel transport, are similar
confirming the strong coupling between these quantities during their evolution. In contrast,
zonal parts of these fields exhibit a distinct information rate evolution. This suggests that the
zonal density structure may develop independently of ZF, consistent with recent finding in
gyrokinetic simulations.

Keywords: drift wave turbulence, zonal flows, information rate

1. Introduction

The first generation of magnetic confinement fusion react-
ors will probably operate under enhanced confinement mode,
to maintain a reasonable reactor size. The high confinement
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mode (H-mode) [1] is the most promising operating scen-
ario currently considered for ITER [2] and STEP [3]. It is
well-known that the transition from the low-confinement L-
mode to the high-confinement H-mode, referred to as the L–H
transition, requires external power input near or at the empir-
ical threshold, which has non-trivial dependence on the mean
density [4] and on plasma composition [5]. While the H-mode
has been practically accessed in all tokamaks, including spher-
ical ones, the physical mechanisms that control plasma trans-
ition from L-mode to H-mode are still debated [6–8].

The most popular paradigm for the L–H transition relies
on the suppression of turbulent radial transport of energy and
plasma [9, 10] by strongly sheared large-scale poloidal flows
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[11–13]. Turbulent velocity fluctuations drive poloidal zonal
flows (ZF) via the Reynolds stress action [14, 15]. In the slab
geometry, zonal flows have radial length-scale comparable to
the largest turbulent structures, and their length-scale in the
poloidal direction is comparable to the system size [16]. The
radial jet pattern is quasi-stationary, that is, it has no radial
group velocity and the poloidal wave number kθ=0. In the tor-
oidal geometry, however, these flows may develop finite pol-
oidal wave number through coupling to poloidally asymmetric
density fluctuations and low wave number side bands [16, 17]
and are distinct from the residual poloidal flows, called zero
frequency ZF (ZFZF) or mean flows [18]. Zero-dimensional
prey-predator models which include nonlinear interaction of
ZFZF with turbulence and ZF shear [14, 19–22] demonstrated
that both flows are important for the L–H transition. A dir-
ect causal link between the development of the strong shear
and the L–H transition is difficult to establish experimentally.
Most experimental results measure correlations between the
depth of radial electric field well and turbulence levels [23–
25] or the magnitude of the mean flow and the power threshold
required to reach the H-mode [5].

The modified Hasegawa–Wakatani (MHW) equations [26–
28] provide the simplest self-consistent model which exhib-
its turbulent fluctuations with anisotropic energy transfer
from turbulence to large-scale flows. The resistive drift wave
instability drives turbulent fluctuations in the presence of the
fixed density gradient. Fast parallel electron response along the
magnetic field maintains quasi-neutrality against polarisation
drift-induced charge separation. This system of equations has
been extensively studied numerically in the past [29–32].

The main aim of this paper is to present a novel statistical
analysis using time-dependent probability density functions
(PDFs) and the information theory to analyse simulation data
from this model. In particular, the information rate detailed in
§ 2.2 quantifies the number of distinct statistical states gen-
erated by the system during its evolution in time (see [33,
34] for review), and is more suited to the analysis of systems
far from equilibrium such as magnetically confined plasma.
The remainder of this paper is organised as follows. Section 2
introduces our model and information rate. The key results are
presented and discussed in § 3 including the snapshots of pro-
files, time-dependent PDFs and information rates. Section 4
contains Discussion and Conclusions.

2. Methodology

2.1. Hasegawa–Wakatani model

The MHW model captures the key features observed experi-
mentally at the edge of the MCF plasma. These include res-
istive drift instability, onset of drift turbulence and the self-
organisation of plasma into ZF [35].

The MHW equations describe the dynamics of the plasma
density n and the electrostatic potential ϕ, with a fixed back-
ground density gradient and in the presence of parallel elec-
tron resistivity. The model is valid for cold ions, Ti/Te ≪ 1,

and at low frequencies ω ≪ ωci, where ωci is the ion gyro-
frequency. Fields n and ϕ can be decomposed into their tur-
bulent fluctuations, ñ, ϕ̃, and zonal averages ⟨n⟩ and ⟨ϕ⟩, such
that n= ñ+ ⟨n⟩ and ϕ = ϕ̃+ ⟨ϕ⟩. The angular brackets ⟨. . .⟩
correspond to poloidal averages which in the slab geometry
are equivalent to integration along the poloidal line at a given
radial location:

⟨ f⟩= 1
Ly

ˆ Ly

0
fdy. (1)

The MHW equations are then given by:

∂n
∂t

=−κ
∂ϕ

∂y
+A ′

(
ϕ̃− ñ

)
+ [n,ϕ] +D∇2n, (2)

∂

∂t
∇2ϕ = A ′

(
ϕ̃− ñ

)
+
[
∇2ϕ,ϕ

]
+µ∇2

(
∇2ϕ

)
, (3)

where the density n and the potentialϕ are normalized, n/n0 →
n and eϕ/Te → ϕ. The key parameters are defined as follows:
κ= ρs/Ln, where the characteristic length-scale of the fixed
background density gradient is given by Ln = n0/|∇n0|, and
ρs =

√
miTe/eB is the hybrid Larmor radius. Time t and spatial

coordinates x,y are normalised so that ωcit→ t and ρs(x,y)→
(x,y). The coordinate system is defined so that x and y are
aligned with the radial and poloidal directions, respectively,
and the magnetic field is in the z direction.

Poisson brackets have their usual meaning, [a,b] =
(∂a/∂x)(∂b/∂y)− (∂a/∂y)(∂b/∂x). The dissipation coef-
ficient D is the cross-field ambipolar diffusion coefficient, and
µ is the ion perpendicular viscosity. The parameter A′ controls
the strength of the resistive coupling between n and ϕ:

A ′ =
Tek2||

n0e2ηωci
, (4)

where η is electron resistivity and k|| is the wave number in
the direction of the magnetic field. This adiabatic parameter
A= A ′/κ determines the degree to which electrons can move
along the magnetic field to establish a perturbed Boltzmann
density response. Importantly, the MHW equations exhibit a
sharp bifurcation in their final quasi-stationary state, from iso-
tropic vortex-like turbulent fluctuations for A≲ 0.1 to aniso-
tropic ZF dominated state for A≳ 0.3. The exact value of A
for which this bifurcation occurs depends on the values of the
dissipative terms used in the numerical simulation. In general,
when A→∞ the density fluctuations become controlled by
the potential fluctuations and MHW becomes identical to a
Charney–Hasegawa–Mima equation [36]. The opposite limit
A→0 is equivalent to the incompressible two-dimensional
Euler equation. A finite non-zero A yields an unstable growth
of drift waves providing a forcing mechanism that stops the
vorticity from decaying to zero, as observed for the unforced
Navier–Stokes equation. There are stable and unstable waves,
as well as non-modal solutions of the system.

Applying flux-surface averaging (1) to equations (2) and (3)
one obtains evolution equations for zonal component of zonal
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density ⟨n⟩ and zonal vorticity ⟨ω⟩=∇2⟨ϕ⟩ as:

∂⟨n⟩
∂t

=
∂

∂x
⟨n∂ϕ

∂y
⟩+D∇2⟨n⟩, (5)

∂⟨ω⟩
∂t

=
∂

∂x
⟨ω∂ϕ

∂y
⟩+µ∇2⟨ω⟩. (6)

Stationary solutions of these equations are given by the bal-
ance between divergence of the radial flux of the relevant
quantity and its dissipation. In the ideal case the potential vorti-
cityΠ = ω− n+κx is the constant ofmotion for equations (2)
and (3). This is reduced to ⟨Π⟩= ⟨ω⟩− ⟨n⟩ for zonal averages.

We solve equations (2) and (3) numerically on a square
grid of size L=40 (that is, 40ρs in dimensional units) with
1024 grid points in each of the x and y directions, and with
periodic boundary conditions. The final stage of the MHW
evolution is dominated by ZF due to lack of poloidal damp-
ing which is present in real laboratory plasmas and in 3D sim-
ulations. We compute the information rate of the density n,
potential ϕ and the vorticity ω =∇2ϕ. We explore all stages
of the system’s evolution, from the initial growth of the drift
waves through the vortex-dominated turbulent state, and to
the final ZF-dominated state. Three simulations with different
adiabatic parameter A=0.01,0.1,1.0 are studied. Increasing
value of the parameter A corresponds to a higher contribu-
tion from the volume-averaged zonal fluctuations energy to
the total energy of the system in the final stage of the sys-
tem’s evolution. Hence, the final quasi-stationary state of the
system is dominated by the isotropic turbulence for A=0.01,
while anisotropic ZF state dominates the final state of the sys-
tem with A=1.0. The simulation with A=0.1 represents the
intermediate state.

In all cases dissipation coefficients D=µ=0.01, and the
normalised background density gradient κ=1. The initial con-
dition was randomly generated values of the potential and
density between 0 and 10−3. The time step dt=0.001 is a
compromise between well-resolved dynamics and the ability
to perform long runs for a given parameter A. In all cases the
simulation was run to a quasi-stationary state, in which the
total energy did not change more than 1% over 100 time units.

2.2. Information Rate

Consider a stochastic variable x, which represents the evol-
ution of a system far from equilibrium. A key characteristic
of such a system is the dependence of the PDF of x on time,
p(x, t). Measuring the relative change between two adjacent
PDFs p(x, t) and p(x, t+ δt) in the limit as δt→0, we can
define the information rate Γ as (see [33, 34] for review)

Γ2 (t) =
ˆ ∞

−∞

1
p(x, t)

[
∂p(x, t)

∂t

]2
dx= 4

ˆ ∞

−∞

[
∂q(x, t)

∂t

]2
dx.

(7)

Here, q(x, t)=
√
p(x, t). We use the second expression (in

terms of q) in equation (7) to avoid difficulties when p≈ 0

in the denominator of the first expression. This is not a sin-
gularity, due to the (∂tp)2 in the numerator, but it can cause
difficulties when dividing a numerically estimated (∂tp)2 by
extremely small numbers.

There are several advantages in using the information rate
over other statistical measures for systems far from equilib-
rium. For instance, unlike entropy which quantifies the width
of a PDF, the information rate is sensitive to changes in time in
the mean of the stochastic variable x or in PDF tails associated
with rare, large events. The measure is also invariant under
any time-independent change of variable. Unlike approaches
based onmoments of the PDF,whichweight the PDF contribu-
tion by the power of a fluctuation, the information rate samples
the entire PDF uniformly and thus gives a better representation
of the evolution of an individual quantity in time. The inform-
ation rate gives a characteristic time-scale over which the stat-
istical state of a given variable is significantly changed. This
gives physical insight into the system’s dynamics that may not
be achieved via the mean field approach.

The utility of information rate in capturing correlation and
self-organisation, and forecasting bursts was demonstrated in
dynamical systems [33, 34, 37] as well as L–H transitions [20–
22, 38], working better than other statistical measures (e.g.
kurtosis, skewness) or entropy-based information measures. It
was also applied to the analysis of simulation results of the
Hasegawa–Wakatani model [39] as well as a global circula-
tion model [40].

3. Results

In this section, we provide key results in terms of profiles,
PDFs and information rates of the electrostatic potential ϕ,
density n and vorticity ω.

3.1. Profiles

Figures 1–3 show snapshots of potential ϕ (top row), density n
(middle row) and vorticity (bottom row) for simulations with
the adiabatic parameter A=0.01, A=0.1 and A=1.0, respect-
ively. We show these at five selected times, which represent
distinct phases of the system evolution: drift wave growth,
transition to isotropic turbulence, growth in the amplitude of
turbulent fluctuations, development of ZF and the approxim-
ately time-stationary final state. These stages are reached at
different times depending on the value of the parameter A. In
figure 1, isotropic turbulence stage is reached at t≈120 and
the anisotropic ZF is absent even at the final time t=250. This
is a known feature of the MHW model, which undergoes the
bifurcation from ZF dominated dynamics to isotropic turbu-
lence as the parameter A is decreased [29]. For A=0.1 and
A=1.0 ZF dominate at the end of the simulation. Focusing on
the simulation with A=0.1 we observe that times t=10− 40
show the onset and the growth of the drift waves with poloidal
wave number kθ≈ 1ρ−1

s . At time t=60 the system is in its tur-
bulent state, dominated by vortex-like structures. At times t=
120 and t=250 the electrostatic potential is already dominated

3
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Figure 1. Snapshots of potential (ia)–(ie), density (iia)–(iie) and vorticity (iiia)–(iiie) at selected times t for adiabatic parameter A= 0.01.

Figure 2. Same as figure 1 for adiabatic parameter A= 0.1.

by zonal structures, but this is much less pronounced in the
density and in the vorticity fluctuations. In the later stages,
large shear develops in the regions between vortices in the tur-
bulent phase and on the boundaries of zonal jets at later times.
These regions of intense vorticity have finer spatial structure
in comparison with potential and density. It is known that the

density has a much weaker zonal component compared with
the potential [32], and this is clearly visible in the snapshots at
later times in the simulation.

Zonal profiles of the potential, density and vorticity are
shown in figures 4–6. The black line in each panel shows
zonal component of the E×B velocity. We find zonal density

4
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Figure 3. Same as figure 1 for adiabatic parameter A= 1.0.

Figure 4. Snapshots of zonal potential (ia)–(ie), zonal density (iia)–(iie) and zonal vorticity (iiia)–(iiie) at times t for adiabatic parameter
A= 0.01. The black line shows zonal component of the E×B velocity.

and vorticity patterns often referred to as an E×B staircase
[41–43] in the late stages of the evolution for all values of the
parameter A. These are clearest in the final time of zonal dens-
ity for A=0.01 and in the final zonal vorticity state for A=1.0.
Zonal density and vorticity show smaller spatial-scale struc-
tures superimposed on the large-scale variation for A=0.01
and A=0.1. These small-scale features are nearly absent for
A=1.0. Both density and vorticity patterns are not in phase
with zonal potential profile or zonal velocity in all cases.

3.2. Time-dependent PDF

In order to gain better understanding of the information rate
given by equation (7), it is helpful to examine snapshots of the
PDF at various times. PDF of fluctuating parts are calculated
at any time-step by sampling the data over the (x, y) domain
(that is, over 10242 data points) and by constructing histo-
grams. For zonal parts the averaging over y-direction reduces
the number of data points to 1024. Therefore, to reduce the

5
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Figure 5. Same as figure 4 for adiabatic parameter A= 0.1.

Figure 6. Same as figure 4 for adiabatic parameter A= 1.0.

noise in a PDF, we also sample the data over a time window
of 100 simulation time-steps, increasing the number of data
points 100-fold (with the total 102,400 points). This is justi-
fied since taking the characteristic size of the turbulent vortex
to be around 10ρs, this time window is of order of a few eddy
turnover times l0/ṽ. Here, ṽ is the typical turbulent velocity on
the scale l0. This accumulated PDF is then associated with the
time t+ 100dt. We note that the construction of a histogram is
sensitive to the number of bins used in the process. We applied
the Rice University rule [44] which suggests the optimal num-
ber of bins for a dataset of n points to be 2 3

√
n.

These PDF are shown in figures 7–9 for the fluctuating
component of the three fields, and in figures 10–12, where
we present the equivalent PDF for their zonal components. In
both figures, the error of the PDF estimate has been calculated

assuming the normal distribution of samples in each bin. These
errors are small but we have included them in these figures
for completeness. There are some notable differences in the
PDF of fluctuations in figures 7–9. In the limit of small A, the
electrostatic potential fluctuations and the density fluctuations
decouple, which is clear from their respective PDF at all times
in figure 7. The PDF of all three variables depart from the nor-
mal distribution at later times. As the adiabatic parameter A
increases, the fluctuations PDF of ñ and ϕ̃ become more sim-
ilar and for A=1.0 they show nearly identical features. The
fluctuating potential PDFs for A=1.0 are nearly Gaussian but
have non-zero skewness of alternating sign at later times. A
Gaussian distribution with the mean and variance from the
fluctuating variable at a given time is shown by a dashed black
line in each panel. The PDF of vorticity fluctuations ω̃ are

6
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Figure 7. PDFs of fluctuating potential (ia)–(ie), fluctuating density (iia)–(iie) and fluctuating vorticity (iiia)–(iiie) at times t for adiabatic
parameter A=0.01. Error bars are shown in black. A Gaussian distribution with the mean and variance from the fluctuating variable at that
time is shown by a dashed black line.

Figure 8. Same as figure 7 for adiabatic parameter A=0.1.

similar to those for ñ and ϕ̃ at the early stages of the system’s
evolution. Once ZF become significant, at t=120 and at later
times, the PDF of vorticity fluctuations are non-Gaussian and
resemble those found in hydrodynamic turbulence [45] for all
values of A.

Zonal component PDF show significant differences
between zonal potential ⟨ϕ⟩, zonal density ⟨n⟩ and zonal
vorticity ⟨ω⟩ for all values of the parameter A. Here we are
mostly interested in the final stages of the zonal structure
development and the final state of the system. It is clear from
the visual comparison that the PDFs of ⟨ϕ⟩ and ⟨n⟩ are differ-
ent at all stages of their evolution. As before, we find the zonal
density structure to show small-scale features which remain
even in the final time. The range of these PDFs also confirms
that the zonal density component contributes less to the total

density than the zonal potential contributes to the total poten-
tial. Zonal vorticity PDF show a nearly uniform distribution
of shear in the turbulent phase, and peaks which correspond
to the boundaries of the zonal jets at the final time. We note
that the sign of initial zonal vorticity is preserved at all times.

Finally, figure 13 compares the PDF of the fluctuating velo-
cities ũx and ũy. Both PDFs show similar evolution, from a
small variance distribution at early times to much broader PDF
at the final time. The final distributions vary with parameter A,
the PDF for ũx and ũy being similar for A=0.01 and A=0.1,
but varying strongly for A=1.0, where a much narrower PDF
of ũx is seen compared with a PDF of ũy. This reflects weak
and anisotropic PDF of fluctuating velocity perpendicular to
ZF ⟨uy⟩ [46, 47]. Note that the y-axis in this figure uses a lin-
ear scale, unlike figures 10–12 where a logarithmic y-axis has

7
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Figure 9. Same as figure 7 for adiabatic parameter A=1.0.

Figure 10. PDFs of zonal potential (ia)–(ie), zonal density (iia)–(iie) and zonal vorticity (iiia)–(iiie) at times t for adiabatic parameter
A=0.01. Error bars are shown in black.

been used to emphasise the departure of the vorticity PDFs
from the normal distribution at later times.

3.3. Information rate

A visual inspection of the instantaneous PDFs allows only a
qualitative appreciation of the evolution of the quantities of
interest based on a few temporal snapshots. Information rate Γ
provides more complete and quantitative comparison between
different fields. For example, similar values of information
rate for two different fields is a strong indicator of their dir-
ect coupling. Figure 14 shows information rates for all three
fields, including their fluctuating and zonal components and
for all three values of the parameter A. Panels (ia)–(iiia) of
figure 14 show the evolution of the electrostatic potential for
all times and for A=0.01, A=0.1 and A=1, respectively. The

combined behaviour of its fluctuating and zonal trace gives a
quantitative history across all stages of the system evolution
for all three different simulations. We note a clear large time-
scale variation of zonal component ⟨ϕ⟩ for all values of A at
transition times from drift waves to turbulence, t≈10− 60.
This large increase in information rate is indicative of the
fast energy transfer from fluctuations to zonal component via
Reynolds stress. After this initial increase which is common
to all three cases, the information rate Γ(⟨ϕ⟩) shows different
behavior for different values of A. We observe large fluctu-
ations around an approximately constant value Γ(⟨ϕ⟩)≈2 for
A=0.01 and at Γ(⟨ϕ⟩)≈1 for A=0.1. For A=1.0 zonal com-
ponent slowly decreases to reach the value ofΓ(⟨ϕ⟩)≈0.3.We
find that Γ(ϕ̃) fluctuates with large variance around a constant
value Γ(ϕ̃)≈0.5 at all times for A=0.01 but a secular growth
of the information rate can be identified between t≈10− 60

8
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Figure 11. Same as figure 10 for adiabatic parameter A=0.1.

Figure 12. Same as figure 10 for adiabatic parameter A=1.0.

for A=0.1 and A=1.0. For A=1.0, the Γ(ϕ̃) nearly doubles,
from ∼0.2 to ∼0.4, during the initial development of turbu-
lent fluctuations. At t≈50, when Reynolds stress momentum
transfer to the zonal component starts, the information rate
Γ(ϕ̃) decreases and then remains nearly constant.

We now contrast the information rate variation of the poten-
tial with that found for the fluctuating and zonal densities,
shown in the middle column of figure 14. The information rate
trace Γ(ñ) evolves nearly identically to Γ(ϕ̃) and the values of
the information rates are comparable for all values of A. This is
consistent with the past observation that the ratio of fluctuating
velocity energy and the internal energy of density fluctuations
stay at a fixed ratio during the evolution of the MHW system
[32]. Note that similar results are also found for other fluctu-
ating variables, e.g. Γ(ũx),Γ(ũy), etc (results not shown), cor-
roborating a strong correlation among fluctuating variables.

However, the behaviour of Γ(⟨n⟩) is different from that
of Γ(⟨ϕ⟩) in all three simulations. After the initial decrease
between times t≈0− 10, the information rate for zonal dens-
ity remains nearly constant at Γ(⟨n⟩)≈2− 3 between t≈10−
60, when Γ(⟨ϕ⟩) undergoes its largest increase. For times
t>60, Γ(⟨n⟩) increases slightly to about 4 and remains at
this value at all times for A=0.01. Similarly, Γ(⟨n⟩)≈4 at
all times t>60 for A=0.1. For A=1.0, the information rate
for zonal density decreases to about 0.3 between times t≈
120− 250. The decreases in the information rate of the zonal
density towards values similar to the information rate of the
fluctuating density reflects the similar distribution of these
fluctuations, showing that the system is now dominated by
zonal structures. Note that this is not so for A=0.01, for
example, where small scale more isotropic turbulent structures
are still present at the latest time. This large difference between

9
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Figure 13. PDFs of ũx (blue) and ũy (red) at times t for adiabatic parameter A=0.01 in panels (ia)–(ie), for A=0.1 in panels (iia)–(iie) and
A=1.0 in panels (iiia)–(iiie).

Figure 14. Information rates of potential (ia)–(iiia), density (ib)–(iiib) and vorticity (ic)–(iiic) for A=0.01 in panels (ia)–(ic), A=0.1 in
panels (iia)–(iic) and A=1.0 in panels (iiia)–(iiic). Total fields Γ(ϕ), Γ(n) and Γ(ω) are shown in blue, fluctuating components Γ(ϕ̃), Γ(ñ)
and Γ(ω̃) are shown in orange and zonal components Γ(⟨ϕ⟩), Γ(⟨n⟩) and Γ(⟨ω⟩) are shown in green. Dashed vertical lines show the times
which are the snapshots of the profiles and PDFs.
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the evolution of Γ(⟨n⟩) and Γ(⟨ϕ⟩) for t≈10− 60 indicates
that the zonal density structure may emerge independently of
the ZF.

Figures 14(ic)–(iiic) shows the information rates of vorti-
city. The information rate of fluctuating vorticity Γ(ω̃) fol-
lows the same evolution with approximately the same values
as Γ(ϕ̃) and Γ(ñ) for all values of A. The information rate
of zonal vorticity has negligible values until time t≈50, after
which there is a rapid increase toΓ(⟨ω⟩)≈2− 4. Conservation
of zonal potential entropy ⟨Π⟩ enforces a strong correlation
between time variation of zonal density and zonal vorticity,
and this is visible in figure 14, especially in the late stages of
the system evolution.

4. Discussion and conclusions

We have applied the concept of information rate to study
the evolution of turbulent and zonal components of dens-
ity, potential and vorticity in the numerical simulation of the
MHW Equations. We have varied the adiabatic parameter A
to explore three different regimes of the MHW model: from
isotropic turbulence dominated regime for A=0.01, through
the intermediate state with A=0.1 to ZF dominated regime
for A=1.0.

Information rate quantifies the differences between the
PDFs of a stochastic variable during its evolution in time, and
hence it is particularly suitable for studying non-equilibrium
systems. This extends the usual mean field approach which is
based on relations between mean values of the variables. For
the system with non-Gaussian PDFs, such as these obtained
for zonal components of the variables in MHW system, the
time variation of mean values may not be a good proxy of the
system’s dynamics. Due to its normalisation, information rate
of different variables can be directly compared, allowing us to
draw conclusions about coupling between different fields of
the MHW model.

We observe similar values of the information rate for tur-
bulent fluctuations in electrostatic potential, density and vor-
ticity. Thus, the time scale on which the PDF of turbulent
fluctuations vary is comparable for all three quantities, reflect-
ing the strong coupling between these quantities during their
evolution.

The information rate provides a characteristic time-scale on
which the PDF changes significantly. This provides a valu-
able characteristic of the system’s dynamics. We can clearly
identify such time-scales in this work, and these are most
clearly visible in the zonal components of the relevant vari-
ables. One such time-scale is that of transition from drift waves
to isotropic turbulence, as seen in the evolution of zonal poten-
tial and zonal vorticity at times t≈10− 60 for all values of
the parameter A. At these times the information rate of zonal
potential is increasing and the information rate of zonal vor-
ticity decreases (it is close to 0 and not visible on the y-axis
range of figure 14). This is likely due to a different mech-
anism of the energy transfer between nonlinearly interacting
fluctuations in zonal kinetic energy and zonal enstrophy at the

early stages of the simulation. This is supported by zonal pro-
file figures 4–6, where zonal potential has large spatial-scale
features and then undergoes a break-up process, while the ini-
tial state of zonal vorticity shows small spatial features which
later coalesce. Statistically, these different evolution paths are
equivalent to a rapid temporal change in PDF of zonal poten-
tial (being further from equilibrium) and less temporal change
in PDFs of zonal vorticity as it self-organises into larger spa-
tial structures (closer to equilibrium/stationary state). We note
that both zonal density and zonal vorticity show much faster
time response during their evolution consistent with other
studies [43].

The final values of the information rate for zonal com-
ponent of the electrostatic potential are also informative.
Figure 14(ia)–(iiia) gives Γ(⟨ϕ⟩) =∼2, ∼1 and ∼0.3 for
A= 0.01, A= 0.1 and A= 1.0, respectively. Since Γ(⟨ϕ⟩)∼
τ−1
c , this gives the characteristic time for the change in the
PDF of ⟨ϕ⟩ to be τc∼0.5, τc∼1 and τc∼3.3. That is, the time
needed for the PDF to change significantly increases by factor
of 6-7 for the system dominated by the ZF (A= 1.0) as com-
pared with the isotropic turbulence (A= 0.01). This as expec-
ted, since the ZF represents a quasi-stationary state with a slow
time evolution and so the PDF of the zonal potential is not
expected to vary quickly. Note that the information rate of ZF
has no relation to the amplitude of ZF.

The impact of zonal density structure on turbulence and
the momentum transfer from turbulence to ZF is of particu-
lar interest. We find that both density and vorticity zonal pro-
files are commonly not in phase with the zonal potential pro-
file, which may indicate that the generation mechanism for
the density structuring is independent, consistent with previ-
ous studies [41, 42]. Particle transport, which drives the time-
varying zonal density in (5), depends on the relative phase
between density and the radial velocity fluctuations [28]. It
has been suggested that the radial modulation of this relative
phase due to ZF results in the development of the zonal dens-
ity pattern [42], forming a corrugated staircase-like structure,
such as this found in the final time of zonal density forA=0.01
and in the final zonal vorticity state for A=1.0.
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